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v

 The pathologist has an increasingly central role in the management of cancer 
patients in the era of personalized oncology. Molecular diagnostic and genomic 
applications are rapidly penetrating the daily practice of the pathologist as the 
list of actionable genetic alterations in solid and hematologic malignancies 
continues to expand. At the same time, a paradigm shift in the diagnostic 
approach for inherited genetic diseases, infectious diseases, and pharmacoge-
netics is unfolding. As a result, a plethora of clinical genomic applications is 
being rapidly implemented in diagnostic molecular pathology laboratories as 
we move closer to the anticipated reality of “precision medicine.” 

 This textbook provides a comprehensive resource of genomic applications 
to practicing molecular pathologists and hematopathologists, general and sub-
specialized practicing pathologists, as well as pathology trainees. The target 
audience also includes oncologists, geneticists, and other medical and surgical 
clinicians. The 33 chapters encompass a state-of-the-art review of the scientifi c 
principles underlying current and emerging genomic technologies and the bio-
informatics approaches required to effectively analyze the daunting amount of 
data generated by next-generation sequencing. Implementation roadmaps for 
various clinical assays including single gene, gene panel, whole exome, and 
whole genome assays are addressed. Topics related to reporting and the pathol-
ogist’s and laboratorian’s role in the interpretation and clinical integration of 
genomic test results are discussed. Practice-related considerations including the 
regulatory framework, reimbursement, legal and ethical issues as related to 
genomic testing are also included. Importantly, chapters on genomic applica-
tions for site-specifi c solid tumors and hematologic and lymphoid neoplasms 
provide a review with practical and actionable information regarding the latest 
advances. Finally, genomic applications in pharmacogenomics, inherited 
genetic diseases, and infectious diseases are also highlighted. 

 As this most exciting fi eld continues to evolve rapidly, the information in 
this textbook provides an up-to-date framework for the transition of next- 
generation sequencing applications from bench to bedside, for genomic assay 
development, and for responsible implementation of genome-scale testing. 
We hope that you will enjoy the keen insights from our 62 expert authors and 
that this text will prove to be a valuable tool in your practice, as it is to ours.  

     George     J.     Netto   
    Iris     Schrijver    
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         Introduction 

 The Human Genome Project was offi cially 
completed in 2003 with the publication of the 
(near-)complete sequence of 3.3 billion nucle-
otides in the haploid genome. Launched in 
1990, the Project took 13 years and a budget 
of about $3 billion to sequence the fi rst human 
genome. Well, at least that was the timeframe 
of the publicly funded Human Genome 
Project. A later entrant, the so-called private 
genome project pursued by the biotechnology 
company Celera, actually accomplished the 

same goal in a much shorter time, namely, in 
about 5 years. This was accomplished by a con-
trasting sequencing strategy; instead of the 
organized, targeted, chromosome- by-
chromosome, BAC-by-BAC (bacterial artifi -
cial chromosome) approach, the Celera group 
utilized “shotgun” sequencing, a more global 
sequencing of countless random DNA frag-
ments which were only reassembled at the end 
into the complete, ordered human genome. 

 In a similar way, DNA sequencing as per-
formed by both diagnostic and research labo-
ratories all over the world has recently 
undergone a dramatic transformation in 
speed and throughput. Instead of the tradi-
tional approach of sequencing one small 
(150–200 bp) DNA region at a time, using a 
specifi c pair of complementary primers tar-
geted to just that area of interest, the new 
sequencing platforms utilize a shotgun 
approach, randomly shearing the entire 
genome into over 300 million small frag-
ments, sequencing each of them repeatedly 
in parallel, and then reconstructing the 
resulting sequences, using sophisticated com-
puter software, into the complete genome. 
Just as the entry of the Celera project spurred 
the total genome sequencing effort to an ear-
lier completion, the advent of this “next- 
generation” or “massively parallel” DNA 
sequencing (NGS) technology has truly been 
a “game- changer”, allowing for practical and 
timely sequencing of large panels of genes, 
of all the coding regions of the genome (the 
exome), or of the whole genome itself in 
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    CHAPTER 1   

 CURRENT MASSIVELY PARALLEL 
SEQUENCING TECHNOLOGIES: PLATFORMS 
AND REPORTING CONSIDERATIONS 

           JOHN     R.     TEN     BOSCH     ,        WAYNE     W.     GRODY     



 individual research subjects, patients, or non-
human samples. And because the approach 
requires no preexisting knowledge of the tar-
get regions (only random/universal primers are 
used), the technology has opened the way to 
much new gene discovery and new organism 
identifi cation (e.g., the microbiome). For the 
clinical molecular diagnostic laboratory, it has 
fueled a transition from traditional single- 
gene testing to a new world of genome-wide 
sequence analysis in the clinical setting [ 1 ].  

    Platform Chemistry 

 Early adopters of NGS technology were 454 
Life Sciences (acquired by Roche) and Solexa 
(acquired by Illumina). The 454 platform is a 
pyrosequencing-based system that produces 
long sequencing reads currently up to 1 kb in 
length [ 2 ]. As the fi rst commercially available 
NGS instrument, 454 was a marked improve-
ment to traditional sequencing methods. 
However, as other competitors such as 
Illumina and the ABI SOLiD entered the 
market, 454 struggled to keep pace with the 
advances in sequencing throughput that led 

to a sharp decline in sequencing costs over 
several years (Fig.  1.1 ). Nevertheless, 454 for 
years remained a viable alternative in the 
niche market of groups requiring extra-long 
reads for the sequencing of complex genomic 
regions such as the HLA genes [ 3 ].

   The  S equencing by  O ligonucleotide 
 Li gation and  D etection (SOLiD) platform, 
developed by Life Technologies, sequences 
DNA fragments via multiple rounds of liga-
tion to fl uorescent probes. During the 
sequencing process each nucleotide is inter-
rogated twice, in separate ligation reactions, 
to ensure the accuracy of the call. As a result, 
SOLiD raw reads are highly accurate and 
require less oversampling than other NGS 
platforms. Whereas the individual nucleotide 
calls on these reads were of high quality, the 
reads were short compared to those produced 
by Illumina, which had dramatically length-
ened reads via chemistry improvements and 
the adoption of paired-end sequencing. For 
this reason and a variety of others, the SOLiD 
platform has fallen out of favor, as evidenced 
by the acquisition of NGS competitor Ion 
Torrent by Life Technologies in 2010. 

 The two NGS platforms most common in 
diagnostic laboratories today are Illumina and 

  Figure 1-1    Cost of DNA sequencing over time. The cost of a raw megabase of DNA sequence over time is com-
pared to Moore’s law. Wikipedia defi nes Moore’s law as the “observation that over the history of computing 
hardware, the number of transistors on integrated circuits doubles approximately every two years.” Since the 
advent of next-generation sequencing (NGS), the cost of sequencing has outpaced Moore’s law by a wide margin. 
Data and chart provided by the National Human Genome Research Institute (NHGRI)       
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Ion Torrent. Illumina technology is based on 
“sequencing-by-synthesis” chemistry, which is 
enabled by nucleotides containing reversible 
dye-terminators in the reaction mixture [ 4 ]. 
The dye-terminators halt the extension of 
growing fragment chains at each of the  hundreds 
of millions of fragment colonies on the fl ow cell 
(Fig.  1.2a ). The incorporated, dye- conjugated 
nucleotides are detected via laser excitation and 
image capture with a high- resolution CCD 
(charge-coupled device) camera. The dye-ter-
minators are chemically removed before the 
next sequencing cycle, which begins with the 
addition of fresh, reversible dye-terminator 
nucleotides to the fl ow cell.

   Detection of the fl uorescence emitted dur-
ing each sequencing cycle is facilitated by the 
creation of clonal fragment clusters prior to 
sequencing. These clonal clusters emit ampli-
fi ed fl uorescent signals capable of detection 
by the instrument’s CCD camera. The clus-
ters are formed by fi rst immobilizing a library 
of fragments onto the fl ow cell. The frag-
ments are added to the fl ow cell at a dilute 
concentration so that, once formed, the clus-
ters seldom overlap. The surface of the fl ow 
cell is coated with primers that enable bridge 
amplifi cation of the immobilized fragments 
and the formation of the clonal clusters in the 
presence of polymerase chain reaction (PCR) 
reagents. Formation of the clonal clusters is 
the fi nal step before sequencing. 

 Ion Torrent developed a novel NGS 
method based on the change in pH that 
results from the release of a hydrogen ion 
during nucleotide incorporation [ 5 ]. Ion 
Torrent chips contain millions of microwells 
with ion-sensitive fi eld-effect transistor 
(ISFET) sensors. Beads containing emulsion 
PCR-amplifi ed clonal DNA fragments are 
deposited onto the chips and loaded into the 
sensor-containing microwells via centrifuga-
tion. Each microwell accommodates a single 
bead. Unmodifi ed nucleotides are then added 
to the chip in a stepwise fashion, and the 
ISFET sensor detects the pH change that 
results from the addition of a nucleotide to 
the growing DNA chain (Fig.  1.2b ). If more 
than one nucleotide is incorporated, the 
change in ion concentration should be pro-
portional. Long homopolymer stretches, 
however, may not adhere to this rule. 

 The Ion Torrent instrument completes 
sequencing runs in a relatively short period 
of time by industry standards, in part because 

it does not rely on optics. Because Ion 
Torrent sequencing chips incorporate the 
same technology used in the semiconductor 
industry, any advancements in complemen-
tary metal–oxide–semiconductor (CMOS) 
technology will likely improve the ion chips 
as well. 

 As with the Illumina platform, sensitivity 
in the detection of incorporated nucleotides 
is facilitated by the amplifi cation of template 
fragments. The Ion Torrent method uses 
emulsion PCR to sequester clonal fragments 
onto beads that are then deposited into indi-
vidual microwells on the Ion chip. Prior to 
emulsion PCR, beads are conjugated with 
unique DNA fragments. The beads are then 
added to a water–oil mixture containing 
emulsion droplets infused with PCR reagents. 
The droplets envelop and isolate individual 
beads, thereby enabling the clonal amplifi ca-
tion of the attached DNA fragments.  

    Rapid Sequencing 
Revolution  

 Once NGS technology was commercialized, 
subsequent iterations of the original technol-
ogies were designed to lower the cost per 
base of sequencing by generating longer reads 
and increasing read capacity (Fig.  1.1 ). Many 
in the fi eld thought so-called third-generation 
sequencing technologies, such as single- 
molecule NGS or nanopore sequencing, 
would be the next wave of innovations to 
take hold in the laboratory. Although these 
third-generation technologies still hold much 
promise (see the next chapter in this book), 
improvements in existing NGS run times 
have made the greatest impact in laboratories 
that apply this technology. This is especially 
true in clinical laboratories, where short turn-
around time is often paramount [ 6 ]. 

 Benchtop sequencers, which derive their 
name from relatively small laboratory foot-
prints, were the fi rst NGS instruments to offer 
signifi cant advancements in sequencing run 
times [ 7 ,  8 ]. These fast run times are, in part, 
a result of their smaller sequencing capacity, 
though instrument and chemistry enhance-
ments certainly contributed as well. Benchtop 
sequencers were, and continue to be, much 
more affordable and easier to maintain than 
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  Figure 1-2    NGS Platforms. ( a ) Schematic depiction of the Illumina NGS platform chemistry. DNA fragments are 
attached to the fl ow cell and subsequently amplifi ed into clonal clusters. Universal primer ends ( purple  and  blue ) 
coat the surface of the fl ow cell and facilitate the formation of the clonal clusters via bridge amplifi cation of 
 individual fragments. Sequencing occurs by the addition of fl uorescent nucleotides with reversible terminators 
( yellow ). Following laser excitation, images of the fl ow cell are captured and the incorporated nucleotide at each 
cluster is identifi ed. The next cycle of sequencing begins by the removal of the reversible terminator and the 
addition of fresh nucleotides. ( b ) Schematic depiction of the Ion Torrent NGS platform chemistry. Beads contain-
ing clonal DNA fragments are produced using emulsion PCR. In this process, a bead containing a single DNA 
fragment and PCR components is enveloped within an aqueous droplet in an oil mixture. Following amplifi cation, 
the clonal beads are isolated, enriched, and added to individual microwells on the Ion chip (one bead per well). 
Unlabeled nucleotides are then added stepwise to the microwells. Incorporated nucleotides are identifi ed by the 
presence of hydrogen ions released from reaction that produces the phosphodiester bond during polymerization. 
These hydrogen ions are detected by the ISFET sensor beneath the microwell ( green ). Because the number of 
hydrogen ions released is proportional to the nucleotides incorporated, the addition of multiple nucleotides in a 
single cycle can be detected. If the nucleotide present in the microwell is not complementary to the next base in 
the growing DNA chain, no reaction occurs and no hydrogen ions are released.       
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their large-capacity predecessors and counter-
parts. This aspect is why benchtop sequencers 
remain extremely popular in clinical laborato-
ries with fi xed-gene NGS panels. In addition 
to their affordability, benchtop sequencers 
typically produce adequate sequence cover-
age of most gene panels, despite multiplexing, 
with the added benefi t of a quicker turn-
around time. 

 The two most successful NGS benchtop 
instruments have been the Illumina MiSeq 
and the Ion Torrent Personal Genome 
Machine (PGM). The MiSeq instrument 
leverages the same sequencing-by-synthesis 
chemistry used by the large-capacity Illumina 
sequencers, but with shorter run times. Its 
rapid sequencing runs are the result of a 
smaller sequencing capacity as well as 
enhanced fl uidics and automated, onboard 
cluster generation. The popularity of the 
MiSeq platform prompted Illumina to trans-
fer several of its features to a new large- 
capacity HiSeq instrument. These 
improvements confer fl exibility to the new 
HiSeq, which allow the user to choose 
between a rapid-run or high-output mode. 
However, even in the “low throughput” rapid- 
run mode, the HiSeq lives up to its name by 
producing enough sequence to cover an 
entire human genome at >30× coverage. 

 The fi rst commercial instrument sold by Ion 
Torrent was the PGM, a benchtop sequencer. 
The PGM is scalable and can accept one of 
three different capacity Ion sequencing chips, 
the largest of which produces up to 2 Gb of 
sequence with 400 bp reads. On-instrument 
sequencing with the PGM is exceptionally fast 
because the PGM has no moving parts and no 
optics, both of which have been rate limiting 
on other sequencing platforms. More recently, 
Ion Torrent released its larger capacity Proton 
instrument. The Ion Torrent Proton generates 
up to 10 Gb of sequence in a single day with 
the promise of a Proton chip that will soon 
enable whole-genome sequencing within a sin-
gle working day.  

    Enrichment Techniques 

 The rapid adoption of NGS technology in 
diagnostics would not have occurred so rap-
idly without the introduction of several easy 

and effi cient techniques for isolating regions 
of the genome. Sequencing even a small gene 
panel is extremely labor-intensive with tradi-
tional PCR techniques and sequencing larger 
panels is virtually impossible given the time 
constraints of most clinical tests. Over the 
past few years, several genomic enrichment 
techniques have been developed to overcome 
this bottleneck in targeted NGS. Most of 
these techniques fall under three general cat-
egories of genomic enrichment: bait hybrid-
ization, highly multiplexed PCR, and 
microfl uidic technologies. Although there is 
variability between the systems, a general 
rule of thumb is that the higher throughput 
techniques target a smaller number of genes 
than the techniques that enrich thousands of 
genes. 

 Bait hybridization with microarrays was 
one of the fi rst enrichment techniques devel-
oped [ 9 – 11 ]. This method quickly became 
one of the most popular when a solution- 
based approach using biotinylated bait probes 
was developed [ 12 ]. Initially offered by 
Agilent technologies, these solution-based 
hybridization techniques use long nucleic 
acids designed to minimize cross- 
hybridization of undesired sequence as the 
bait probes. Briefl y, genomic DNA is sub-
jected to NGS library preparation. These 
adapter-ligated DNA fragments are then 
hybridized to a pool of bait probes comple-
mentary to genomic regions of interest. Once 
hybridized, the target sequences are enriched 
using streptavidin-coupled magnetic beads 
and bead washing. The enriched DNA frag-
ments are then amplifi ed in preparation for 
sequencing. 

 Traditional PCR has modest multiplexing 
capability, much less than is required for even 
the smallest of NGS gene panels. Several 
 different methods have been developed to over-
come this limitation of traditional PCR. 
 Circul arization of library fragments is one 
technique that can be used to isolate and 
enrich for thousands of targets in multiplex 
[ 13 ]. Recently commercialized by Agilent 
Technologies, this technique, deemed the 
Haloplex system, is now able to isolate the 
tens of thousands of targets necessary for an 
entire human exome. The Illumina TruSeq 
Amplicon enrichment system uses a technol-
ogy derived from their SNP GoldenGate geno-
typing assay to amplify up to 1,536 targets in a 
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single reaction. The TruSeq system, like 
Agilent Haloplex, isolates regions of interest 
using oligonucleotide probes with universal 
priming sites and target-specifi c ends that 
facilitate amplifi cation. However, the TruSeq 
Amplicon system bypasses the need for tem-
plate circularization by using probes that 
fl ank each target. Ion Torrent similarly devel-
oped a technique to overcome the barriers of 
traditional multiplex PCR. Called Ion 
AmpliSeq, this technology requires only min-
imal starting DNA material to enrich DNA 
from 12 to 6,144 targets for sequencing on 
the Ion Torrent PGM platform. 

 Microfl uidic platforms such as Raindance 
and Fluidigm take advantage of proprietary 
instruments that compartmentalize PCR 
templates and reagents into thousands of 
PCR minireactors. Despite somewhat similar 
concepts, the Raindance platform delivers a 
large set of target sequences from a single 
sample [ 14 ], while the Fluidigm platform iso-
lates a smaller number of targets from multi-
ple samples simultaneously.  

    Different Tests, Different 
Outcomes  

 Choosing an NGS platform can be a diffi cult 
task. As a result of rapid NGS innovations, 
laboratories are not only investing in the cur-
rent capabilities of a platform but also count 
on future improvements that will allow that 
platform to keep pace with the rest of the 
fi eld. Nevertheless, the half-life of even the 
most successful NGS instruments, much like 
the computer infrastructure that supports 
them, tends to be fairly short. Indeed, starting 
an NGS laboratory should be considered not 
a one-time investment, but an ongoing obli-
gation. For this reason, some institutions have 
chosen to concentrate laboratory resources 
on NGS analysis and interpretation and to 
outsource the actual sequencing to another 
clinical testing laboratory. At least one institu-
tion has successfully adopted this approach in 
order to offer whole-genome sequencing 
(WGS) to its patients [ 15 ]. 

 The principal criterion to consider when 
deciding on a NGS platform is the purpose 
for which it will be used. For example, the 

needs of a laboratory that considers NGS for 
a carrier screening assay will be much differ-
ent than the needs of a laboratory that per-
forms WGS—or a laboratory that leverages 
deep-coverage NGS to identify somatic 
mutations in a small subset of cancer genes or 
drug-resistance mutations in subclones of 
bacterial or viral microorganisms. How many 
targets must be sequenced per assay and at 
what read depth? Which kinds of mutations 
must be detected? What is the expected sam-
ple volume and turnaround time for the test? 
How much DNA will be available for 
sequencing? These questions highlight some 
of the most critical parameters to consider 
before purchasing an NGS instrument. 

 The requirements of a laboratory perform-
ing WGS and a laboratory performing whole- 
exome sequencing (WES) could be much 
different given that the protein-coding por-
tions represent only ~1.5 % of the genome. 
However, the throughput requirements of 
the two laboratories might be quite similar if 
the WES laboratory used indexed DNA bar-
codes to combine multiple samples in each 
run. In such a scenario, both laboratories 
would require full-capacity runs of a high- 
throughput instrument to obtain the neces-
sary amount of sequence in a single 
instrument run. 

 WES is an assay that targets all of the 
approximately 25,000 protein-coding genes 
in the genome [ 16 ]. Diagnostic WES tends to 
be favored when the phenotype of a patient 
does not suggest a particular disorder or 
group of genes. This is in contrast to targeted 
panels that include genes that, when mutated, 
contribute to a common, or related set of syn-
dromes (e.g., hearing loss, cardiac abnormali-
ties). Fixed-gene panels cost less and typically 
guarantee minimum sequence coverage for 
all of the genes in the panel. However, because 
a limited number of genes are sequenced in 
these panels, WES may still be indicated in 
event of a negative result. 

 WES targets more genes than panel assays, 
but its sensitivity is lower [ 17 ,  18 ]. This is 
because there is more DNA to sequence and 
because the targeted DNA is diffi cult to 
enrich uniformly. Of course, higher coverage 
for WES is possible, but only at a higher price 
and with diminishing returns. Most laborato-
ries currently offering clinical exome sequenc-
ing do so with recognition that certain regions 
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of the exome might be missed. That being 
said, with average coverage rates of ~100–
200-fold, only a small minority of genes or 
exons tend to be missed. These low-coverage 
regions usually have a skewed GC percentage 
or other sequence-related issues that make 
enrichment diffi cult, so coverage problems 
are often predictable [ 19 ,  20 ]. 

 WGS targets the entire genome, but at 
increased overall cost and, usually, at lower 
coverage than WES. However, WGS sample 
preparation is much easier and is more afford-
able than the preparation required for WES 
or even panel sequencing, given that no 
enrichment step is required. In addition, 
sequencing data are obtained on intergenic 
regions, and it is becoming increasingly clear 
that much intergenic sequence has a bio-
chemical or regulatory function and is not, in 
fact, “junk DNA” [ 21 ]. 

 Mutation detection using NGS is even 
more complex with cancer samples [ 22 ,  23 ]. 
This is, in part, due to the fact that cancers are 
heterogeneous, both at the cellular level with 
tissue being a mixture of tumor and normal 
cells, and at the genetic level with different 
populations of cells harboring different com-
binations of mutations. In addition, many 
tumor types have a high rate of genomic rear-
rangement. Within chromosomal regions of 
increased ploidy, nucleotide-level variants are 
diluted even further. Each of these character-
istics of tumor samples makes it diffi cult to 
detect the potentially mosaic somatic muta-
tions that helped drive cancer transformation. 
Furthermore, it may be necessary to sequence 
normal patient tissue in order to distinguish 
somatic from inherited variants in the patient 
sample of interest. These challenges have lim-
ited most clinical cancer sequencing to rela-
tively small panels of genes that are sequenced 
to a very high sequencing depth [ 24 ,  25 ].  

    Analysis 

 The College of American Pathologists (CAP) 
laboratory accreditation checklist for molecu-
lar pathology defi nes NGS as two “inextrica-
bly linked” processes that must be 
independently validated and maintained: the 
analytical or “wet bench” process and the bio-
informatics pipeline [ 26 ]. Included in the 

analytical wet bench procedure is library 
preparation, enrichment, indexing of pooled 
samples, and the sequencing process itself. 
Confi rmatory testing of reported NGS fi nd-
ings is also included in this section. 
Bioinformatics includes the pipeline used to 
support the analysis, interpretation, and 
reporting of NGS results (Fig.  1.3a ). 
Bioinformatics therefore includes the algo-
rithms used to analyze the results as well as 
the scripts used to tie together the analysis 
steps. It also includes any in-house databases 
used to interpret and store identifi ed 
variants.

   NGS analysis consists of three discrete 
processes described as primary, secondary, 
and tertiary stages. In brief, these stages 
include the conversion of raw NGS data to 
DNA sequence; the mapping that identifi es 
sequence variants; and the annotation and fi l-
tering of variants [ 27 ]. Each stage of analysis 
provides an opportunity for the integration of 
quality control (QC) measures to avoid 
potential false calls. NGS bioinformatics 
pipelines incorporate these QC elements into 
an automated workfl ow that ties together the 
distinct steps of sequence analysis. Most labo-
ratory developed or in-house pipelines use 
external analysis tools to process the data and 
internal scripting to facilitate the movement 
of data through pipeline and fi le format opti-
mization [ 28 ]. Commercial NGS analysis 
solutions are often composed of proprietary 
analysis tools that could possibly be strung 
together to provide an integrated workfl ow. 

 Primary NGS data analysis is the process 
of converting raw data (e.g., images or sensor 
data) to DNA sequence. Such analysis often 
occurs on instrument using vendor-provided 
software. The most common fi le format out-
put of primary analysis is the FASTQ fi le 
[ 29 ]. The FASTQ fi le format is a variant of 
the well established FASTA format. However, 
FASTQ fi les contain both sequence and indi-
vidual base quality scores. Inclusion of the 
quality scores allows the trimming and/or 
removal of poor quality reads prior to map-
ping. Trimming may be benefi cial if a signifi -
cant decrease in base quality is observed 
toward the end of a read. 

 Secondary analysis consists of quality 
assurance (QA) fi ltering of raw reads, align-
ment of reads, and variant calling. NGS plat-
forms operate in a “shotgun” manner, meaning 
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that sequencing reads are obtained by a ran-
dom sampling of the genomic DNA. For 
human re-sequencing, individual reads must 
be mapped to a reference genome in order to 
determine the locations from which they 

originated. To permit the mapping of 
sequence reads that harbor variants, align-
ment parameters should allow for slight 
deviations from the reference sequence. 
Unfortunately, more complex variants, such 

  Figure 1-3    NGS analysis. ( a ) Sample NGS analysis pipeline and common post-analysis steps. Analysis steps are 
split into primary, secondary, and tertiary stages of analysis. ( b ) Visualization of secondary alignment data using 
the Integrated Genomics Viewer (IGV). IGV is an open-source data visualization viewer created by the Broad 
Institute [ 32 ]. ( c ) Sample tertiary analysis workfl ow. In this example, the correlation of a phenotype with that of the 
patient can be performed either at the beginning of the analysis or closer to the end. Where this fi lter is applied 
can have profound implications on the variants seen and ultimately reported         
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as indels, are among the most diffi cult to map 
precisely because each confl icting nucleotide 
makes it less likely the read will be recog-
nized as a derivation of the reference 
sequence [ 30 ]. Longer reads help counter 
this problem by providing additional 
sequence for comparison to the reference. 
Longer reads are also useful for alignment to 
repetitive regions of the genome (such as 
short tandem repeats and trinucleotide 
repeat expansions). Reads from pseudogenes 
are particularly problematic because they 
can mimic variant- containing reads from the 
functional gene relative. Another strategy to 
help avoid misalignment is to employ a local 
realignment method to fi ne-tune the results 
from the initial mapping. When using two 
rounds of alignment, mapping parameters 
can be loosened during the fi rst step so that 
more computationally intensive algorithms 
can be focused on the reads that require the 
most attention—those with mismatched 
nucleotides. 

 There are several alignment algorithms for 
human re-sequencing, many of which are 
freely available as open source software [ 31 ]. 
Each of these mapping algorithms varies in 
terms of speed, memory requirement, and 
sequencing platforms supported. The stan-
dard output fi le format for sequence align-
ment data is the Sequence Alignment/Map 
(SAM) fi le and its compressed binary twin, 

the BAM fi le [ 32 ]. Conversions between 
these fi le formats, as well as a variety of other 
manipulations, can be performed by the open 
source SAMtools or other similar utilities. In 
addition, alignment fi les can be uploaded into 
applications, such as the open source 
Integrated Genomics Viewer (IGV), for the 
visualization of aligned reads and sequence 
coverage of NGS data [ 33 ] (Fig.  1.3b ). 

 Variant calling is the process of identifying 
the differences between the aligned reads and 
the reference sequence. The universal format 
for the variant fi le is the Variant Call Format 
(VCF) fi le, a tab-delimited text fi le that 
includes reference and variant nucleotides, 
chromosome positions, unique variant identi-
fi ers, quality scores, and any number of other 
potential fi elds the user wishes to add [ 34 ]. 
Tertiary analysis includes annotation of the 
variant fi le and the fi ltering that follows. 
Populating the supplementary fi elds of the 
VCF fi le typically involves extracting infor-
mation from databases, both internal and 
external, to help elucidate the signifi cance of 
each variant. These databases include dbSNP 
and the 1000 Genomes Project [ 35 ,  36 ], both 
of which are used to identify common single 
nucleotide polymorphisms (SNPs). These 
SNPs are typically benign variants found in 
asymptomatic individuals. The Human Gene 
Mutation Database (HGMD) and the prom-
ising public archive, ClinVar, are examples of 
curated databases that gather information 
about the signifi cance of variants both benign 
and pathogenic [ 37 ,  38 ]. Inclusion of pheno-
typic information associated with a particular 
gene or variant has proven to be an effective 
tool for exome and genome sequencing labo-
ratories that deal with thousands and some-
times millions of variants per sample. Another 
common annotation practice is the inclusion 
of values from prediction tools that assign 
variant scores based on the projected patho-
genicity of variants [ 39 ,  40 ].  

    Interpretation 
and Reporting  

 Whenever a genomic assay is performed on a 
patient, there is always a possibility that an 
incidental or “off-target” result will be found. 

Figure 1-3 (continued)
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This has been true for routine chromosome 
analysis and also for genomic microarray 
assays [ 41 – 44 ]. Because exome and genome 
sequencing are such high-resolution assays 
capable of detecting an extremely large num-
ber of variants, the rates of incidental fi ndings 
and variants of uncertain clinical signifi cance 
(VUS) with these tests are the highest yet 
observed. Indeed, a typical whole-exome 
sequence produces >20,000 incidental vari-
ants, while a whole-genome sequence yields 
>3 million. This phenomenon not only makes 
genome-wide test interpretations many 
orders of magnitude more complex than 
single- gene or gene-panel tests but also intro-
duces an ethical conundrum as to what 
should be reported out on particular cases 
(and when). 

 Prior to the advent of genome-based diag-
nostics, the interpretation of molecular assays 
was, for the most part, performed manually 
and without the use of software to fi lter out 
variants based on a set of assumptions. One of 
the few exceptions to this practice is the limi-
tation of results from a large mutation panel 
to a small number of well-characterized 
mutations, a practice common in laboratories 
that perform cystic fi brosis screening [ 45 , 
 46 ]. These targeted mutation panels are use-
ful in that they identify the most common 
disease-causing mutations while avoiding 
VUS. The decision to include or exclude vari-
ants from a fi nal list is made only after careful 
consideration of each candidate mutation 
[ 47 ]. The fi nal mutation panel can then be 
“locked” so the same loci are accepted or 
rejected with each run of the assay. 

 In contrast, the automated fi ltering of NGS 
datasets, as is done in exome sequencing, 
occurs without any preconceived notion of 
the variants that will pass the bioinformatic 
pipeline fi lters [ 34 ]. These fi lters are designed 
based on a set of assumptions that are put in 
place to deal with the hundreds or thousands 
of variants obtained from NGS assays. The 
use of these fi lters is meant to ensure that the 
variants most likely to be disease causing are 
prioritized. However, any mutations that do 
not fi t the fi lter assumptions will be missed. 

 A sample variant annotation and fi ltering 
routine is shown in Fig.  1.3c . First, variants 
are annotated using information from a pub-
lic genome database. The affected gene is 
recorded, as is the nature of the mutation, be 

it an amino acid change, splice site disruption, 
or one that affects transcript production or 
stability. Curated clinical-grade disease data-
bases such as HGMD and ClinVar are then 
queried to determine if any variants have 
been previously identifi ed as pathogenic. 
Variants are subsequently checked against 
dbSNP and 1000 Genome data (and any suit-
ably large internal set of “control” genomes/
exomes the laboratory may have accrued) to 
determine allele frequency and whether the 
observed changes have been identifi ed or may 
be inferred (based on their background fre-
quency) to be benign polymorphisms. The 
remaining variants are then subjected to algo-
rithms that predict whether the variant is a 
putative mutation based on an amino acid 
change or splice site interruption. Finally, 
variants are checked against an internal data-
base to determine if the laboratory has previ-
ously observed them and, if so, how they were 
characterized. Some laboratories may also 
choose to sequence parental samples, or sam-
ples from other relatives, or companion 
benign tissue from the cancer patient, to aid 
in the interpretation of variants found in the 
proband [ 48 ]. 

 Pipeline fi lters that incorporate the phe-
notypic information associated with the vari-
ants detected in these assays will dictate the 
rate of VUS and incidental variants ulti-
mately reported, as well as the sensitivity of 
the test [ 6 ,  49 ]. As is shown in Fig.  1.3c , these 
phenotypic fi lters are applied either at the 
beginning of the fi ltering process or toward 
the end. When phenotypic fi lters are applied 
only after disease-causing mutations are 
identifi ed, some laboratories will feel obli-
gated to report them even if they are indeed 
unrelated to the test indications. In contrast, 
when genes are preselected using keywords 
related to the patient’s phenotype, all vari-
ants that occur outside of this virtual gene 
panel are removed from consideration prior 
to when analysis begins. In such a scenario, 
incidental fi ndings would likely not be found, 
but neither would signifi cant mutations that 
occur in genes yet to be correlated with the 
disease phenotype. A somewhat hybrid strat-
egy is to perform multiple rounds of inter-
pretation, which increase the size of the 
virtual gene panel each time until a signifi -
cant variant is identifi ed or the entire exome 
is unmasked.  
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    Dealing with Incidental 
Findings  

 As discussed above, it is inevitable that a 
laboratory performing clinical WES or WGS 
is going to be confronted with incidental (also 
sometimes referred to as secondary, off- target, 
or unexpected) fi ndings. At time of this writ-
ing, there is intense debate in the genetics 
community surrounding how such fi ndings 
should be handled, a debate which is likely to 
continue for some time [ 50 ,  51 ]. The classic 
example, often used as a basis for discussion, 
is the fi nding of a clearly pathogenic mutation 
in a gene associated with one of the adult- 
onset, dominant cancer syndromes (such as 
familial breast/ovarian cancer or Lynch syn-
drome) in a young child or baby undergoing 
genome-wide sequencing for an unrelated 
condition such as congenital deafness, seizure 
disorder, or autism. The medical genetics 
community has long adhered to an ethical 
policy of not performing predictive/presymp-
tomatic genetic testing for adult-onset disor-
ders in children, unless there is some medical 
or surgical intervention that would need to be 
introduced in childhood in order to prevent 
or minimize the condition. Since  BRCA - 
associated  breast cancers, for example, do not 
occur in childhood, nor would a baby girl 
ever be a candidate for prophylactic mastec-
tomy or oophorectomy, testing for  BRCA  
mutations would never be sanctioned in such 
a young patient. But what happens if the lab-
oratory happens to stumble upon one inci-
dentally during sequencing for one of the 
unrelated disorders like congenital hearing 
loss? Now that it has been seen, should it be 
reported? Could nondisclosure, per the exist-
ing ethical policy, eventually cause harm to 
the child or her mother (if the mutation were 
in fact passed down from her)? Could a com-
promise solution be designed whereby the 
incidental fi nding is “fl agged” in the electronic 
medical record to reappear and be reported 
out when the girl reaches age 18? Or should 
patients or parents be offered a multitiered 
consent form prior to testing, in which they 
get to select which types, if any, of incidental 
fi ndings they wish or do not wish to receive? 

 Up until recently, such decisions were left 
to the discretion of the laboratory director 
and/or the ordering physician, and dealt with 

on a case-by-case basis. But we now have in 
hand a recommended guideline, issued by the 
American College of Medical Genetics and 
Genomics (ACMG) [ 52 ]. The guideline was 
the product of over a year of intense delibera-
tion by a diverse committee of clinicians and 
laboratorians who, in the end, decided quite 
fi rmly to plant themselves in the “duty to 
warn” camp. The major recommendations are:
•    Documented mutations in a select list of 

high-penetrance, potentially lethal but 
actionable conditions  must be sought and 
reported .  

•   The same rules apply to sequencing of 
healthy parents in a “trio” or benign compan-
ion tissue when doing tumor sequencing.  

•   No distinction is made between adult and 
pediatric patients.  

•   These results are given to the ordering cli-
nician who has responsibility for deciding 
which, when and how to convey to the 
patient.  

•   The  patient cannot opt out  from receiving 
these incidental fi ndings.    
 The target list consists of high-penetrance 

familial cancer syndromes, cardiomyopathies, 
malignant hyperthermia, and other condi-
tions meeting the criteria. Generating the 
most subsequent controversy have been the 
proviso that these targets must be actively 
sought out (as opposed to incidentally “stum-
bling” upon them) and the elimination of an 
“opt out” choice for patients. One of the 
rationales used to justify these conclusions is 
the analogy with radiology: a radiologist is 
obligated to report all abnormal fi ndings seen 
in a chest X-ray, regardless of the indication 
or specifi c suspicion upon which the X-ray 
had been ordered. However, these points 
could also be interpreted as infringing on 
both patient and laboratory autonomy (the 
latter by establishing an implied responsibil-
ity for suffi cient coverage and validation of a 
set of target genes that the laboratory had 
never claimed to be within its purview).* 

 Not surprisingly, feelings run strong on 
both sides of this debate [ 53 ,  54 ]. Like all 
ACMG guidelines, these are considered 
 “recommendations” rather than mandatory 
“standard of care”. Until the dust settles, it is 

*A subsequent policy clarifi cation announced at the 
March 2014 ACMG annual meeting has loosened the 
“opt-out” restriction somewhat.
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probably most prudent for each laboratory to 
carefully consider the options and then have 
a written procedure of its own for handling 
incidental fi ndings, one that is made clear to 
clinicians and patients prior to the ordering 
and performance of the test. If a laboratory 
chooses to inform the provider of incidental 
fi ndings, clear policies that dictate the vari-
ants to be reported should be in place so there 
is no confusion on what variants to report. 
Among the criteria that need to be consid-
ered, it should be established whether all 
incidental fi ndings will be reported or only 
those for which knowledge of the results is 
actionable. Will the parents of minors be noti-
fi ed of incidental fi ndings? What about other 
family members at risk? Whether or not the 
laboratory intends to report incidental fi nd-
ings of variants that are not well  characterized 
should also be made clear. Of course, labora-
tories choosing to provide only targeted gene 
panels will not face this dilemma.  

    Gene Patents 

 The issue of intellectual property and restric-
tive gene patents has been one with which the 
molecular diagnostic community has had to 
contend almost since its inception. All of us 
have examples of molecular tests we have had 
to remove from our menus after receiving 
“cease-and-desist” letters from the exclusive 
gene patent-holder. While we do not like it, 
we have learned to live with it in the context 
of setting up (or not) single-gene test offer-
ings. But how can we confront such restric-
tions at the genomic level, where it is estimated 
that 30–40 % of  all  genes have some intellec-
tual property tied to them [ 55 ]? Won’t this 
kill genome-wide testing before it even leaves 
the starting-gate? Fortunately, this has now 
become something of a moot point, with the 
dramatic Supreme Court ruling in the 
 Association for Molecular Pathology et al. vs. 
Myriad Genetics  case, which was brought as a 
direct challenge to the restrictive intellectual 
property tied to the  BRCA1  and  BRCA2  
genes, allowing only Myriad Genetics to offer 
the full-gene sequencing test. In brief, the 
Court ruled in June 2013 that genes represent 
“products of nature” and therefore cannot be 
patented, thus invalidating not only the  BRCA  

patents but those for all other genes, as well 
[ 56 ]. Curiously, the Court did let stand as pat-
entable subject matter one part of Myriad’s 
claims dealing with specifi c cDNA probes 
(and, by implication, PCR primers). However, 
the days when cDNA probes were required 
for genetic testing are well behind us, and 
NGS in particular requires no prior knowl-
edge or specifi c primers at all for the DNA to 
be sequenced. Thus, despite all the other chal-
lenges in implementing and reporting NGS 
tests, fear of gene patent infringement should 
no longer be a hindrance.  

    Follow-up, Reanalysis, 
and Duty to Recontact  

 Unlike long-established analytes in clinical 
chemistry or microbiology, our knowledge of 
the clinical implications of genetic and 
genomic variants is constantly changing as 
new discoveries are published and additional 
mutations and polymorphisms are deposited 
in DNA databases. Thus, the clinical interpre-
tation of a particular nucleotide variant today 
may not be the same is it might be next year 
or even next month. This begs the question, 
long debated in the genetics and oncology 
communities, about whether or not there is a 
“duty to recontact” patients as our knowledge 
of previously tested targets changes, and if so, 
whether the responsibility for doing so should 
fall on the testing laboratory or on the order-
ing clinician. While some laboratories that 
focus largely on a particular gene or set of 
genes, such as Myriad Genetics, keep exten-
sive databases of the variants found in those 
genes and fl ag recurrent ones for recontact 
even years later if the interpretation has 
changed, consensus has emerged that such a 
requirement would place an untenable bur-
den on the average clinical molecular diagnos-
tics laboratory dealing with many different 
disorders on a daily basis [ 57 ]. Obviously, this 
challenge would be multiplied by many orders 
of magnitude when performing sequencing 
tests on all the genes in the genome, and no 
one laboratory or director can conceivably be 
held responsible for keeping up-to-the-min-
ute on all the literature pertaining to 25,000 
genes. Given that reality, and the concern that 
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even an implied duty to recontact would 
entail an open-ended laboratory–physician–
patient relationship that could not be met, 
current thought in the fi eld is that the respon-
sibility for monitoring developments that 
might result in a revised interpretation of 
genomic results should fall to the patient and/
or their physician, either of whom can, when 
appropriate, request reanalysis of archived 
exome or genome sequence data or submit a 
new specimen for re- sequencing [ 58 ].  

    Conclusions 

 An outsider viewing the current state of 
NGS for clinical purposes is likely to be 
intimidated by the many challenges and hur-
dles it presents: astronomically expensive 
instruments, an infi nite and constantly chang-
ing knowledge base, potential errors in cap-
ture, sequencing and alignment, the huge 
numbers of VUS produced on every case, the 
need for multidisciplinary interpretations 
that could take hundreds of hours, uncertain-
ties about costs and reimbursement, and so 
on. But just as we recently saw a solution to 
the gene patent problem, we can be certain 
that these remaining challenges will be met 
as well in the coming years. Based on trends 
thus far, we can be sure that genome-level 
DNA sequencing will continue to improve in 
accuracy, user-friendliness, speed, and cost- 
effectiveness. As lower cost continually 
expands the market for these tests, it is even 
likely that many of the ethical questions that 
we fi nd so diffi cult to answer at present—
such as the return of incidental fi ndings—
will sort themselves out. Indeed, there may 
come a time in the not-so- distant future 
when we may wonder why our predecessors 
ever agonized so much over these questions, 
when society might come to accept routine 
WGS of every newborn as no more contro-
versial than the standard heel- stick for meta-
bolic disease screening that we accept now. 
When or whether that ever comes to pass is 
at this point an open question. But there can 
be no question that NGS will assume an 
ever-increasing role in molecular diagnostic 
testing in the years to come, ultimately 
usurping or replacing Sanger sequencing and 
other traditional methods.     
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         Introduction 

 What would be the ideal sequencing machine? 
Can a single sequencing technology replace all 
the tools of molecular pathology and cytoge-
netics that we currently utilize to interrogate 
the genome in both health and disease? An 
ideal sequencing instrument should detect all 
types of genomic variation including structural 
[single nucleotide polymorphisms (SNP’s), 
indels, copy number variation, inversions, 
chromosomal rearrangements], epigenomic, 
and transcriptional. Long read lengths are 
required to enable effi cient genomic assem-
bly and accurate phasing, and the detection 

method must produce highly accurate base 
calls to minimize errors and reduce costly iter-
ative sequencing. Finally, the system should 
be inexpensive, be easy to maintain and 
operate, and require short run times. At the 
time of writing this chapter, such a sequenc-
ing machine simply does not exist. However, 
engineers, physicists, and biologists in both 
industry and academia are actively working 
to solve the major technical challenges facing 
the development of new sequencing technol-
ogies. While this chapter focuses on discuss-
ing these “emerging” sequencing technologies, 
the reader is cautioned that the development 
of new sequencing technologies occurs at 
a prodigious pace. In addition, many of the 
cutting-edge advances in sequencing technol-
ogy are being developed within a commercial 
environment, where it is diffi cult for those 
outside the company to obtain detailed and 
vetted information about instrument perfor-
mance. With those caveats in mind, this chap-
ter endeavors to provide a broad overview of 
emerging new sequencing technologies and 
some of the potential applications in nucleic 
acid analysis which will be enabled by these 
technological advances.  

    Advantages of Single- 
Molecule Sequencing 

 Biomolecular detection (whether for sequenc-
ing, chemistry, or immunology) typically 
requires a signal amplifi cation step for robust 
and reproducible analyte detection. For both 
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Sanger and next-generation sequencing, signal 
amplifi cation occurs through PCR amplifi ca-
tion of the target DNA, ensuring that the fl u-
orescence or luminescence signals generated 
during the sequencing reaction are suffi ciently 
strong. Although PCR is the mainstay of 
molecular biology protocols, it is not without 
its disadvantages. Sequence artifacts can be 
generated during the PCR reaction to include 
nucleotide misincorporation events, amplifi -
cation bias due to GC content, preferential 
allele amplifi cation, and the formation of chi-
meric sequences during later PCR cycles, all 
of which can be refl ected in the sequencing 
results [ 1 – 4 ]. When smaller regions of DNA 
are amplifi ed, signifi cant contextual informa-
tion (phase, haplotype, etc.) is also lost. 

 To solve these issues, most emerging high- 
throughput sequencing technologies are 
designed to sequence individual nucleic acid 
molecules. Single-molecule sequencing offers 
a number of practical advantages. Sample 
preparation is greatly simplifi ed, because 
there is less experimental manipulation 
required to create sequencing libraries. For 
example, the ability to directly sequence 
RNA would eliminate the additional steps 
typically required to convert RNA into cDNA 
prior to sequencing. Single-molecule 
approaches would theoretically reduce the 
required amount of input DNA, an impor-
tant consideration for the analysis of rare cel-
lular populations or individual cells. 
Single-molecule sequencing also enables long 
templates to be sequenced in phase, preserv-
ing long-range structural variation.  

    Single-Molecule Cycle 
Sequencing 

 In 2003, Stephen Quake and colleagues were 
the fi rst to report single-molecule DNA 
sequencing through the use of fl uorescence 
microscopy and fl uorescence resonance 
energy transfer (FRET) [ 5 ]. Using this tech-
nique, the authors were able to detect the 
incorporation of up to fi ve nucleotides on a 
single DNA template. Although the strategy 
was promising, the relatively short molecular 
distance over which FRET can occur limited 
the theoretical sequencing read length to 
approximately 15 basepairs (bp). A year later, 

Quake cofounded Helicos BioSciences 
(Cambridge, MA), with the goal of developing 
a commercial sequencing instrument based 
on single-molecule sequencing. In the Helicos 
sequencing strategy, FRET-based detection is 
replaced by a “sequencing by synthesis” 
approach, in which fl uorescently labeled 
nucleotides are added sequentially during the 
sequencing reaction. Similar to other high-
throughput sequencing technologies, only 
one type of nucleotide (A, T, G, or C) is added 
to the reaction during each cycle of sequenc-
ing. Therefore, not every template molecule 
incorporates a nucleotide during each round 
of sequencing. 

 The Helicos sequencing protocol is rela-
tively simple. First, sequencing libraries are 
prepared by randomly fragmenting genomic 
DNA to produce short (100–200 bp) frag-
ments. Next, multiple adenosine nucleotides 
are added to the 3′ end of the DNA frag-
ments to allow the template molecules to 
hybridize to poly-T oligonucleotide anchors 
on the surface of the fl ow cell (Fig.  2.1 ). The 
terminal adenosine nucleotide is fl uorescently 
labeled so that each template molecule can 
be spatially localized on the fl ow cell surface, 
prior to the start of sequencing. During the 
sequencing reaction, DNA polymerase and 
one of four fl uorescently labeled nucleotides 
are sequentially added to the fl ow cell. Each 
nucleotide is modifi ed with a terminator moi-
ety to prevent multiple nucleotide additions 
during each sequencing cycle. After nucleo-
tide incorporation, the array is imaged and 
the terminator moiety and fl uorescence label 
are removed to enable subsequent rounds of 
sequencing.

   In 2008, the company shipped its fi rst 
sequencing instrument and reported the use 
of the technology to sequence the M13 phage 
genome [ 6 ]. Utilizing data generated from 
sequencing his own genome with the Helicos 
instrument [ 7 ], Quake and his group reported 
an average read length of 33 bp, and an error 
profi le composed predominantly of deletions 
and insertions (approximately 3–5 % overall). 
Although the raw read error rate was rela-
tively high, the overall consensus accuracy 
was 99 % for SNP’s due to a high depth of 
coverage (28×). Although the same genomic 
sequence was later analyzed by a multidisci-
plinary group at Stanford to create a personal 
genome-based clinical assessment [ 8 ], the 
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high error rate, short read length, and high 
cost per base made the Helicos technology 
impractical for whole-genome sequencing. 
The Helicos single-molecule sequencing 
approach has since been shown to be advanta-
geous for other applications including direct 
RNA sequencing (RNA-seq) [ 9 ] and chroma-
tin profi ling (CHiP-seq) [ 10 ], but the com-
pany struggled to maintain commercial 
operations due in large part to the high cost of 
the instrument and limitations of the platform 
for whole-genome sequencing applications.  

    Real-Time Single-Molecule 
Sequencing with Polymerase 

 What if one could directly observe DNA 
polymerase as it synthesizes DNA? DNA 
sequence information would be generated in 
“real-time” at a rate equal to nucleotide incor-
poration catalyzed by DNA polymerase, with 
read lengths theoretically limited only by the 
processivity of the polymerase or the size of 
the DNA template. By eliminating the itera-
tive sequencing cycles required by current 
high-throughput sequencing technologies, the 
overall cost of obtaining a complete genome 
sequence could also be signifi cantly reduced. 

 Whereas the potential advantages of real- 
time single-molecule DNA sequencing are 

readily apparent, designing a sequencing 
instrument that can “eavesdrop” on a single 
DNA polymerase molecule is extremely chal-
lenging from an engineering and biophysics 
perspective. For example, the detection 
method must be able to accurately detect sig-
nals generated from the activity of a single 
DNA polymerase molecule, and true nucleo-
tide incorporation events must be discerned 
against a background of high concentrations 
of unbound labeled nucleotides. Two solu-
tions to this problem have been developed, 
either through physically confi ning DNA 
polymerase to a small observation volume, or 
by the use of FRET to detect when a labeled 
nucleotide is in close proximity to the poly-
merase active site. 

 In 2003, Levene et al. reported the devel-
opment of “zero-mode waveguide” (ZMW) 
technology, a technique that utilizes nanoscale 
holes in a metal fi lm to restrict incident laser 
light to a small focused detection volume 
approximating 10 −21  l (zeptoliter) [ 11 ]. By 
creating an extremely focused region in which 
laser light can excite a fl uorophore, ZMVs 
enable single-molecule analysis in the pres-
ence of high concentrations of fl uorescently 
labeled ligands. As a demonstration of the 
applicability of ZMW technology for DNA 
sequencing applications, the authors immobi-
lized DNA polymerase and M13 phage DNA 
within the detection volume of ZMWs. After 

  Figure 2-1    Helicos sequencing chemistry. DNA template molecules are modifi ed by the 3′ addition of adenosine 
nucleotides, and hybridized to poly-T oligonucleotides covalently linked to the surface of the fl ow cell. The termi-
nal adenosine nucleotide is fl uorescently labeled to allow the instrument to record the location of each template 
molecule on the fl ow cell surface. Prior to the start of sequencing, the fl uorescently labeled 3′ adenosine is 
cleaved and washed away. During each round of sequencing, polymerase and a single fl uorescently labeled 
nucleotide (A, T, G, or C) is added to the fl ow cell. The labeled nucleotides are modifi ed with a cleavable termina-
tor residue which prevents multiple base incorporation during each cycle. After nucleotide incorporation, the 
array is imaged and the fl uorescence signal is recorded for each template molecule. Once the images are cap-
tured, the fl uorescent label and terminator are removed to regenerate a template suitable for the next round of 
nucleotide addition. Image and legend reproduced with permission [ 48 ]       
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the addition of a fl uorescently labeled nucleo-
tide, temporally distinct fl uorescent signals 
were detected within the ZMWs consistent 
with polymerase-catalyzed nucleotide incor-
poration events. 

 In 2004, Pacifi c Biosciences (Menlo Park, 
CA) was founded to develop a DNA sequenc-
ing instrument using ZMW technology. The 
company published its fi rst proof-of-concept 
study describing single-molecule real-time 
(SMRT ® ) sequencing in 2009 [ 12 ], and 
released its fi rst commercial DNA sequencing 
instrument (PacBio RS) in 2010. In the SMRT 
sequencing method, DNA template libraries 
are prepared by shearing genomic DNA into 
250 bp to 10 kilobase (kb) fragments and 
ligating hairpin adapters to each end of the 
molecule to create a circular DNA template. 
Primed DNA templates lacking the hairpin 
adapters can also be sequenced, but the num-
ber of reads generated is reduced consider-
ably [ 13 ]. Individual DNA polymerase 
molecules bound to DNA template are then 
localized at the bottom of the ZMW through 
simple diffusion and biotin/streptavidin inter-
actions [ 14 ]. A mixture of nucleotides is sub-

sequently added to the chip, with each 
nucleotide uniquely labeled with a different 
fl uorophore attached to the base via linkage 
to the phosphate chain. Unbound nucleotides 
rapidly diffuse in and out of the ZMV detec-
tion volume, far too quickly to be registered 
as a fl uorescence signal by the detector 
(Fig.  2.2 ). When a nucleotide enters the active 
site of the polymerase, its motion is dramati-
cally slowed, allowing time for the laser to 
excite the fl uorophore and generate a fl uores-
cent signal. DNA polymerase cleaves the 
phosphate chain as the nucleotide is incorpo-
rated, freeing the fl uorophore to rapidly dif-
fuse out of the detection volume of the 
ZMW. The reaction reconstitutes a free 3′ 
hydroxyl group, which can then be used for 
the next round of nucleotide addition.

   SMRT sequencing has a high per base error 
rate (15–20 %) dominated by insertions, pre-
sumably due to non-templated nucleotides 
binding to the active site of the polymerase. 
Interestingly, the error rate profi le appears to 
be random, and not context-specifi c (i.e., 
homopolymer errors) as opposed to other 
high-throughput sequencing platforms [ 15 ]. 

  Figure 2-2    Real-time single-molecule sequencing with polymerase. In SMRT chemistry, DNA polymerase and 
template molecules are immobilized at the bottom of a zero-mode waveguide (ZMW) sequencing well. The ZMW 
focuses laser energy to create an extremely small detection volume at the bottom of the ZMW where the poly-
merase and template molecule are localized. A mixture of all four nucleotides is added to the ZMW, each uniquely 
labeled with a different fl uorescence moiety. Unincorporated nucleotides rapidly diffuse in and out of the detec-
tion volume at a rate too fast for a fl uorescence signal to be recorded. As a nucleotide is incorporated, the fl uo-
rescent moiety is held within the detection volume long enough to be excited by the laser and give off a 
fl uorescence signal which can be recorded. During nucleotide addition, the fl uorophore is cleaved away as the 
phosphodiester bond is formed. The liberated fl uorophore rapidly diffuses out of the ZMW detection volume, 
terminating the fl uorescence signal for that particular nucleotide incorporation event. Image and legend repro-
duced with permission [ 48 ]       
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Much of the high per-base error rate can be 
overcome through iterative sequencing of the 
circular templates, resulting in high consensus 
accuracy (99 %) [ 12 ]. Because the error rate 
is independent of sequence context, GC-rich 
and homopolymer regions of the genome can 
be sequenced and analyzed including the 
CGG repeat region of the  FMR1  gene impli-
cated in fragile X syndrome [ 16 ]. 

 An attractive feature of SMRT sequencing 
is the ability to directly detect modifi ed bases 
such as 5-methylcytosine [ 17 ]. Compared to 
standard high-throughput sequencing tech-
niques which rely on bisulfi te treatment of 
the DNA library to characterize methylation 
[ 18 ], SMRT sequencing can directly detect 
modifi ed bases during the sequencing reac-
tion as changes in the kinetics of DNA poly-
merase. Because no prior chemical 
modifi cation of the DNA library is required, 
multiple different base modifi cations on the 
same DNA template molecule can be 
detected simultaneously [ 19 ]. 

 Despite its numerous advantages, the 
PacBio RS may not be the platform of choice 
for all sequencing applications. In its current 
iteration, the PacBio RS utilizes a chip con-
taining approximately 150,000 ZMWs, half 
of which are read at one time to generate less 
than 100,000 reads per run. For counting 
applications such as RNA expression analysis, 
higher throughput is necessary to attain the 
depth of sequencing coverage required to 
detect lower abundance RNA species. 
Although low accuracy long reads (>5 kb) 
can be useful for genome assembly and phas-
ing, higher per base accuracy will be required 
to successfully analyze highly polymorphic 
genomic regions, such as the major histocom-
patibility complex. Finally, the instrument is 
signifi cantly more expensive than current 
high-throughput sequencers. If these chal-
lenges can be overcome, the PacBio RS sys-
tem may be useful for routine clinical 
sequencing applications such as HLA geno-
typing, microbiology [ 20 ], and oncology [ 21 ]. 

 Life Technologies (Carlsbad, CA) has 
developed another approach for single- 
molecule polymerase-based sequencing that 
utilizes FRET to detect nucleotide incorpora-
tion events. Although there are no published 
data on this technology as yet, presentations 
describing the method (termed “Starlight”) 
suggest that the strategy involves generating 

FRET between quantum dot-labeled DNA 
polymerase molecules and fl uorescently 
labeled nucleotides [ 22 ]. When a fl uores-
cently labeled nucleotide enters the active 
site of the polymerase, two signals are gener-
ated during FRET. The signal from the quan-
tum dot decreases, indicating that a nucleotide 
is bound to the active site, while the signal 
from the bound fl uorescently labeled nucleo-
tide increases. Theoretically, the presence of 
two distinct but temporally related signals 
from the same nucleotide incorporation event 
could result in highly accurate base calls. 
Despite the potential of the Starlight tech-
nology, plans for commercialization remain 
unclear as Life Technologies devotes consid-
erable resources to the ongoing development 
of the Ion Torrent platform.  

    Sequencing Through Direct 
Imaging 

 Direct visualization of biological macromol-
ecules has long been proposed as an approach 
to determine nucleic and amino acid 
sequences. The potential benefi ts of sequenc-
ing through direct imaging include extremely 
long read lengths, fast analysis, and preserva-
tion of large-scale structural variation. 
Optical-based approaches to mapping long 
DNA fragments have been developed utiliz-
ing either restriction enzymes or fl uorescent 
labeling [ 23 ], but the resolution of light or 
fl uorescence microscopy is far too low to 
allow for single-base identifi cation. Recently, 
scanning transmission electron microscopy 
(STEM) has been explored as a potential 
direct imaging sequencing technology. In fact, 
the use of electron microscopy to image DNA 
is not new. In the 1970s, STEM was used to 
generate low resolution images of purifi ed 
genomic DNA from both  Drosophila  [ 24 ] 
and human samples [ 25 ]. Secondary struc-
tures of DNA (hairpin loops, etc.) were read-
ily observable, and the images provided 
support for the presence of inverted repeat 
sequences in the human genome. However, 
for STEM to become useful for nucleic acid 
sequencing, it must demonstrate suffi cient 
resolution to accurately image and identify 
each nucleotide by its unique chemical 
structure. 
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 In STEM, resolution is directly related to 
the ability of a target atom to scatter the elec-
tron beam. Heavier atoms are more easily 
visualized as the higher atomic mass results in 
increased electron scattering. Unfortunately, 
STEM cannot readily distinguish between 
each base in a nucleic acid sequence because 
natural nucleotides differ by only a few atoms 
with low atomic mass. Therefore, STEM- 
based approaches to sequence DNA must 
involve modifi cations to the target DNA (i.e., 
heavy atom labeling) to make the nucleotides 
“visible” to the electron microscope. 

 Recently, the fi rst report describing STEM 
to sequence DNA was published [ 26 ]. In this 
approach, target DNA molecules are labeled 
by performing PCR in the presence of thy-
mine nucleotides modifi ed with a single mer-
cury atom. Mercury-labeled DNA molecules 
are then purifi ed, linearized, and deposited 
onto a carbon substrate. The labeled DNA 
strands are imaged with the electron micro-
scope, and modifi ed nucleotides are detected 
by an increase in current as the electron beam 
is scattered by the heavy atom label (Fig.  2.3 ). 
For their initial experiments, the authors used 
M13 phage and a synthetic DNA molecule 
that contained labeled thymine nucleotides 
at well-defi ned positions in the sequence. 
Although STEM was able to detect labeled 
thymines in the test DNA molecules, only 
about half of the labeled thymine residues 
predicted by the test sequence were identi-
fi ed either due to ineffi cient incorporation 

during PCR or loss during processing of the 
sequencing templates. In addition, there was 
partial overlap between the signals generated 
by background current and the current gener-
ated by labeled thymine.

   Although promising, several technical hur-
dles must be overcome before STEM becomes 
a viable approach to DNA sequencing. 
Improved methods must be devised to 
uniquely label each nucleotide and ensure a 
high degree of label incorporation into the 
sequencing templates. The commercial 
potential of STEM for direct DNA sequenc-
ing is unclear, but mapping of long DNA frag-
ments by either STEM or optical-based 
approaches may ultimately provide impor-
tant complementary structural information 
to guide genome assembly from short-read 
high-throughput sequencing data [ 27 ,  28 ].  

    Sequencing with Protein 
Nanopores 

 To date, all single-molecule sequencing 
approaches require labeling (fl uorescence, 
heavy atoms, etc.) of the template molecule 
or nucleotides. Labeling adds complex prepa-
ration steps to the sequencing workfl ow, 
increases reagent costs, and can have adverse 
effects on the sequencing reaction such as 
inhibiting the action of polymerase. An alter-
native approach to avoid the use of labels 

  Figure 2-3    Sequencing with electron microscopy. Fragments of DNA are labeled through the incorporation of 
nucleotides modifi ed with heavy atoms ( red circle ). Labeled DNA template molecules are then stretched and 
applied to a carbon substrate overlying a circular detector. When the electron beam encounters an unlabeled 
nucleotide ( open circle ) the path of the beam is undisturbed and the electrons pass through the center of the 
detector. In contrast, heavy atoms scatter the electron beam, resulting in increased current within the detector. 
Figure adapted from Bell et al. [ 26 ]       
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would be through electrochemical detection 
of nucleotides in the DNA sequence. 
Electrochemical detection would eliminate 
the use of expensive enzymes and labels, and 
could represent the fastest and simplest 
option for DNA sequencing. 

 In the early 1990s David Deamer, Daniel 
Branton, and George Church fi led a patent 
application for the use of protein membrane 
channels (nanopores) as a method for electro-
chemical nucleic acid sequencing. The 
authors envisioned that an ionic gradient 
could be established across a lipid bilayer 
containing nanopores. Nucleic acids passing 
through the nanopores would disrupt the 
fl ow of ions, resulting in changes in current 
that could be used to decode the nucleotide 
sequence. In an initial proof-of-concept study 
[ 29 ], Deamer and coworkers showed that 
RNA and DNA molecules could transit 
through α-hemolysin nanopores derived from 
 Staphylococcus aureus , and the passage of 
nucleic acids through the nanopore was 
refl ected by changes in ionic current. 
Unfortunately, nucleic acid molecules passed 

through the nanopore far too quickly for each 
nucleotide in the sequence to generate a 
unique base-specifi c change in current. 
Therefore, new strategies had to be devised to 
control the transit of nucleic acids through 
the nanopore structure in order for each 
nucleotide to be reliably detected for 
sequencing. 

 In recent years, several important advances 
have been made to bring nanopore sequencing 
closer to reality [ 30 ]. Modifi cations have been 
made to several naturally occurring nanopores 
to improve the signals generated as nucleo-
tides or polynucleotides traverse the nanopore 
[ 31 ,  32 ], and enzymatic approaches have been 
developed to control the movement of nucleic 
acids through the nanopore [ 33 – 35 ]. One 
strategy developed by Hagan Bayley and col-
leagues is to use exonuclease to cleave indi-
vidual nucleotides from a nucleic acid polymer, 
and then detect the free nucleotides as they 
fl ow through the nanopore channel (Fig.  2.4a ) 
[ 33 ]. The advantage to this approach is that 
the signals are signifi cantly less complex 
because only four distinct current signals are 

  Figure 2-4    Nanopore sequencing. ( a ) Nanopore sequencing with exonuclease. Nucleotides are liberated from 
the 3′ hydroxyl terminus of DNA through the catalytic action of exonuclease. Free nucleotides enter the nanopore 
and generate a current signal specifi c to each base. ( b ) Nanopore sequencing with DNA polymerase. Double-
stranded DNA is modifi ed with a hairpin adapter, a blocking oligonucleotide is added, and the complex is bound 
to DNA polymerase. The blocking oligonucleotide is removed as the DNA interacts with the nanopore (not 
shown), allowing a segment of single-stranded DNA to enter the nanopore. Free nucleotides are added to the 
buffer surrounding the entrance of the nanopore, and DNA polymerase incorporates the nucleotides into the 
DNA strand in a controlled step-wise manner. During each base addition, the single-stranded region of the DNA 
template is withdrawn from the nanopore a distance equivalent to the length of one nucleotide. Each discrete 
movement of the template within the nanopore generates a current signal, which can be recorded and analyzed 
to determine the sequence       
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generated, each unique to a different nucleo-
tide. However, the accuracy of this technique 
is critically dependent on close alignment 
between the exonuclease and the nanopore to 
ensure that each liberated nucleotide is 
detected exactly in order according to the 
nucleotide sequence on the template strand.

   A second and potentially more promising 
approach is to utilize molecular motors to 
control the movement of single-stranded 
nucleic acid in the nanopore [ 36 ]. In 2012, 
two groups led by Jens Gundlach and Mark 
Akeson showed that DNA polymerase 
(DNAP) could control the rate of nucleic 
acid translocation through a protein nano-
pore to generate well-defi ned ionic currents 
[ 34 ,  35 ]. In these experiments, DNA tem-
plate molecules are modifi ed at the 3′ end 
with a hairpin adaptor to prevent DNAP 
from extending the template. Next, a block-
ing oligonucleotide is hybridized to the tem-
plate molecule, exposing a short 
single-stranded segment of the template 
DNA. DNAP then binds to the 3′ end of the 
blocking oligonucleotide, but extension is 
inhibited by the presence of abasic residues. 
Voltage is applied to the lipid bilayer, and the 
single-stranded segment of the DNAP/tem-
plate complex enters the nanopore (Fig.  2.4b ). 
The force of the electric current removes the 
blocking oligonucleotide, exposing a primer 
with a 3′ hydroxyl group that DNAP can uti-
lize for synthesis of DNA. Free nucleotides 
are then added to the reaction, DNAP extends 
the primer, and the single-stranded segment 
of the template molecule is pulled out of the 
nanopore in a stepwise fashion. Because the 
retrograde movement through the nanopore 
is controlled by nucleotide addition by DNAP, 
the template molecule moves and traverses 
the nanopore over the length of one nucleo-
tide at a time. Using this technique, complex 
patterns of current were observed, suggesting 
that the signals were infl uenced not only by 
the nucleotide sequence, but also by local 
sequence context and interactions between 
the template strand and the interior wall of 
the nanopore. More consistent current trac-
ings were produced with trinucleotide repeat 
sequences, suggesting that base calling algo-
rithms could be designed to recognize these 
defi ned patterns to generate sequence reads. 

 Much of the commercial development of 
protein-based nanopore sequencing has been 

pursued by Oxford Nanopore Technologies 
(Oxford, UK). Both exonuclease and molecu-
lar motor approaches for nanopore sequenc-
ing are being developed, and the company 
has made several technical advances such as 
enhancing the stability of the lipid bilayer 
[ 37 ]. A prototype instrument has been 
unveiled, but detailed performance metrics 
have not been released.  

    Solid-State Nanopore 
Sequencing 

 An alternative approach to the use of engi-
neered protein pores for sequencing would 
be to construct nanopores from inorganic 
materials (solid-state nanopores). Leveraging 
recent advances in materials science, solid- 
state nanopores have been fabricated from 
silicon [ 38 ], graphene [ 39 ], and carbon nano-
tubes [ 40 ]. Theoretically, solid-state nano-
pores would be highly stable and could be 
manufactured utilizing existing infrastructure 
built by the semiconductor industry. 

 Various approaches have been developed 
to detect nucleic acids as they pass through a 
solid-state nanopore. Nabsys (Providence, RI) 
is developing a solid-state nanopore sequenc-
ing system that relies on hybridization of 
labeled probe oligonucleotides to single- 
stranded DNA [ 41 ]. After hybridization, the 
remaining template molecule is converted to 
double-stranded DNA and coated with a 
DNA-binding protein to increase the resis-
tance as the template moves through the 
nanopore [ 42 ]. The template sequence can 
then be decoded by determining the relative 
positions of the labeled probes. Although 
contiguous stretches of DNA can be 
sequenced using this method, an added ben-
efi t is that the density of the probes can be 
reduced to enable mapping of large genomes 
[ 43 ]. However, for this strategy to be effec-
tive the nanopore must be able to precisely 
determine the nucleotide distance between 
the probes. 

 An added advantage of solid-state nano-
pores is that they can be modifi ed with elec-
trochemical sensors that can detect and 
identify nucleotides as they pass through the 
nanopore. For example, solid-state nanopores 
have been fi tted with nanoelectrodes that 
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transfer tunneling current through passing 
nucleotides to generate unique current signa-
tures [ 44 ]. Chemically modifi ed probes have 
also been designed that facilitate tunneling 
current by forming complementary interac-
tions with each base as it passes through the 
nanopore [ 45 ]. In an elegant solution, gra-
phene ribbons have been used to identify 
nucleotides in a near-planar orientation by 
taking advantage of natural pi-stacking inter-
actions contributed by the aromatic rings of 
the nucleobases [ 46 ]. Finally, IBM and Roche 
have reportedly been collaborating on a “DNA 
transistor” which uses electrical current to 
control DNA translocation through the nano-
pore and determine the nucleotide sequence 
simultaneously [ 47 ]. Although solid-state 
nanopore sequencing is still in the research 
and development stage, it is clear that these 
approaches have signifi cant potential to offer 
fast, reliable, and cost-effective sequencing.  

    Conclusions 

 This chapter provides an overview of the evo-
lution of single-molecule sequencing tech-
nologies, from fl uorescence-based approaches 
to direct electrochemical detection via solid- 
state nanopores. Although it is diffi cult to 
predict which sequencing technology will 
become a commercial success, there appears 
to be an inexorable progression towards the 
goal of sequencing individual nucleic acid 
molecules with virtually no sample prepara-
tion. Given the complexity of the human 
genome, it is likely that no one single technol-
ogy will provide a complete solution for 
genomic analysis. However, emerging single- 
molecule sequencing approaches appear 
poised to revolutionize clinical molecular 
diagnostics if they can deliver on the promise 
of fast, cost-effective, and accurate high- 
throughput sequencing.     
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         Introduction 

 The transcriptome is the entire assembly of 
RNA transcripts in a given cell type, including 
protein coding RNA such as messenger RNA 
(mRNA), and noncoding transcripts like ribo-
somal RNA (rRNA), transfer RNA (tRNA), 
micro RNA (miRNA), and other noncoding 
RNA (ncRNA) [ 1 ]. As opposed to the 
genome, which is shared by all cells in a given 
organism, the transcriptome is specifi c to a 
given tissue or cell type, or even specifi c to 
the single cell level. Transcriptome sequenc-
ing (RNA-Seq) is a recently developed tech-
nology that uses high-throughput sequencing 
approaches to determine the sequence of all 

RNA transcripts in a given specimen. This 
technology has rapidly deepened our under-
standing of alternative splicing, the functional 
elements of the genome, as well as fusion 
transcripts in cancer and has increased our 
understanding of gene expression profi les of 
various tissues and cells [ 2 ,  3 ]. The goal of 
RNA-Seq is to identify and catalogue the 
myriad forms of known and novel transcripts 
as well as identifying splicing and/or allelic 
usage patterns that are present in specifi c 
cells or situations. RNA-Seq is regarded as an 
unbiased technique to assess differential gene 
expression because it does not depend on the 
use of probe hybridization and can be used to 
study gene expression in various stages of 
development and in benign and malignant 
disease processes [ 2 – 6 ].  

    Microarrays, Tag Methods, 
and RNA-Seq  

 Gene expression profi ling by microarrays 
(GEM) surfaced at the end of the 1990s and 
became a well-established research technol-
ogy in the early 2000s and was introduced a 
few years later as a clinical tool [ 7 – 9 ]. The 
microarray is a hybridization-based technol-
ogy, consisting of oligonucleotide probes 
complementary to target sequences that 
are immobilized on a solid substrate; RNA 
transcripts are fl uorescently labeled and are 
hybridized to the arrays, which are then 
scanned with a laser. The signal intensity is 
used to determine the relative abundance 
of transcripts in a sample, creating what is 
known as a gene expression profi le [ 7 ]. The 
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increased understanding of the underlying 
chemistries and kinetics along with qual-
ity control by laboratories and organizations 
such as the MicroArray Quality Control 
 consortium (MAQC) contributed to dra-
matic improvements in the quality of micro-
array technology and of gene expression data 
[ 10 ,  11 ]. This led to an explosion in the num-
ber of gene expression profi ling studies that 
expanded our knowledge of transcriptomic 
differences between different tissue types, 
benign and malignant diseases and allowed 
us to identify the existence of molecular sub-
types of tumors, such as the intrinsic subtypes 
of breast cancer and molecular subtypes of 
leukemias and lymphomas [ 12 – 14 ]. 

 Although now a very robust technology, 
GEM has some drawbacks. As the conditions 
for hybridization are constant to all the 
microarray probes, there is bias towards 
probes whose hybridization kinetics are 
favored. Another limitation is the short 
dynamic range for evaluating relative tran-
script abundance (around three logs) [ 15 ]. 
For this reason, other approaches were devel-
oped, including tag-based techniques such as 
serial analysis of gene expression (SAGE), cap 
analysis of gene expression (CAGE), and 
massively parallel signature sequencing 
(MPSS). These approaches allowed unbiased 
transcript detection by sequencing but were 
limited by their dependence on Sanger 
sequencing, which made them laborious and 
diffi cult to scale up [ 16 ]. In addition, GEM 
and tag-based approaches shared a common 
problem, namely, the diffi culty to differenti-
ate between transcript isoforms (splicing vari-
ants), even though specialized microarrays 
spanning exon junctions to identify spliced 
isoforms and high-resolution genomic tiling 
microarrays are available [ 17 ]. 

 The recent development of high- 
throughput massively parallel sequencing 
(next-generation sequencing or NGS) set the 
stage for the development of sequencing- 
based transcriptome evaluation (RNA-Seq). 
This approach has clear advantages over 
microarrays and other methods, as the unbi-
ased nature of RNA-Seq allows the detection 
of known and unknown transcripts, and has 
enabled the identifi cation of new splice iso-
forms and gene fusions. RNA-Seq has other 
advantages such as: nucleotide sequence level 
resolution (it allows for determination of 

allele specifi c expression of transcripts), high 
dynamic range (due to its digital nature), 
detection of noncoding transcripts, and the 
ability to detect posttranscriptional sequence 
changes (mutations or editing). Comparisons 
between expression GEM and RNA-Seq 
show strong concordance among these tech-
nologies and RNA-Seq data [ 18 ,  19 ].  

    Sequencing Platforms 

 Multiple NGS platforms can be used for 
RNA-Seq [ 20 – 22 ]. We will briefl y describe 
the salient features of these sequencing 
instruments but the most commonly used 
technologies have been described in detail in 
the preceding chapters. 

 The Roche 454 Genome Sequencer 
adopted the pyrosequencing chemistry, the 
fi rst non-electrophoretic, bioluminescence 
method of sequencing by synthesis (SBS) and 
was the fi rst to introduce sequencing in a 
large-scale parallel manner [ 23 ]. In this tech-
nology, adapter-ligated DNA fragments are 
attached to capture beads and amplifi ed indi-
vidually via emulsion polymerase chain reac-
tion (PCR). Each bead is then packed into a 
pico-sized well where in nucleotides are 
fl owed in sequential order. Incorporation of 
nucleotides generates pyrophosphate that is 
then converted into a light signal by an enzy-
matic reaction. Light signals are detected and 
transformed into nucleotide sequences. In a 
typical run, this platform is able to generate 
one million reads and an average read length 
of 400–500 nucleotides [ 24 ]. 

 The SOLiD (Sequencing by 
Oligonucleotide Ligation and Detection) 
technology utilizes bead clonal amplifi cation. 
However, it uses ligation, rather than polym-
erization, as the means of detecting bases to a 
sequencing template. SOLiD generates short 
reads, ranging from 25 to 50 nucleotides [ 25 ]. 

 The Illumina platform (formerly Solexa) 
also uses SBS with a surface-based clonal 
amplifi cation template method, coupled with 
the four-color nucleotide detection method. 
It uses reversible termination to ensure that 
only a single nucleotide is extended each 
sequencing cycle, and the incorporated nucle-
otides are detected after each cycle. The read 
length depends on the number of cycles of 
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DNA synthesis. The throughput is ten times 
or greater compared to the 454 but read 
lengths are typically 100–150 base pairs (bp) 
[ 26 ]. 

 The Ion Torrent technology from Life 
Technologies uses a non-optical method 
based on an integrated semiconductor circuit. 
In this system, clonal amplifi cation is per-
formed on beads that are then distributed in 
micro-wells (similar to 454 above). Then, 
nucleotides are supplied in a step-wise fash-
ion to each parallel sequencing reaction when 
complementary nucleotides are incorporated 
and hydrolysis of the triphosphate bond liber-
ates a single proton, which causes a shift in 
pH. This pH change is detected by a sensor 
and converted to an electric voltage generat-
ing a signal [ 27 ]. Read lengths with this tech-
nology are currently up to 400 bp; throughput 
depends on the instrument used and on the 
size of the semiconductor chip. 

 Third-generation sequencers perform 
single- molecule sequencing and do not use 
PCR prior to sequencing [ 28 ]. Single- 
molecule sequencing was fi rst developed by 
Helicos Biosciences, which has also devel-
oped direct RNA sequencing (DRS) which 
circumvents the need for cDNA synthesis 
[ 29 ]. Pacifi c Biosciences has developed the 
fi rst single-molecule real-time (SMRT) 
sequencing platform, in which single DNA 
polymerase molecules are attached to the 
bottom surface of individual detectors, 
enabling signal capture in real time without 
the requirement of a termination step. This 
technology achieves substantially longer reads 
averaging 2–3 kilobases (kb) and up to 7 kb 
[ 30 ].  

    RNA Sequencing 

 Currently, direct sequencing of RNA is not 
routinely used. RNA-Seq thus always involves 
the generation of cDNA libraries that can then 
be sequenced with the approaches outlined 
above [ 5 ]. To generate cDNA, one can use 
mRNA targeted approaches to select polyA 
RNA using oligo(dT) selection and random 
hexamer primed fi rst-strand cDNA synthesis 
[ 31 ]. This technique helps to remove rRNA 
sequences, which constitute ~80 % of the 
total RNA. Poly(A) selection is very  effective 

at enriching mRNAs in eukaryotes, but this 
selection approach will miss ncRNAs and 
mRNAs that lack a poly(A) tail. If one wants 
to retain RNAs without a poly(A) tail in the 
assembled transcriptome, rRNA contamina-
tion can instead be removed by hybridiza-
tion-based depletion methods [ 32 ,  33 ]. The 
cDNA is then fragmented by DNase I, fol-
lowed by addition of a deoxyadenine base to 
the 3′ ends and ligation to adapters. These 
adapter-ligated cDNA fragments are subse-
quently amplifi ed and sequenced in a high-
throughput manner to obtain short sequence 
reads with any of the platforms described 
above [ 5 ].  

    Transcriptome Assembly 

 Sequence reads obtained from the common 
NGS platforms are often short and therefore 
need to be reconstructed into full-length 
transcripts, with the exception of short 
sequence length RNA classes such as miRNA 
[ 34 ]. Short reads can be converted to longer 
reads by the paired-end protocol, in which 
75–150 bp are sequenced from both ends of 
short DNA fragments (100–250 bp), and the 
overlapping reads are digitally stitched 
together [ 35 ]. Before assembly and mapping, 
preprocessing of sequence data is performed 
to remove low quality reads and artifacts. 
RNA-Seq artifacts such as sequencing adap-
tors, low-complexity reads and near-identical 
reads that are derived from PCR amplifi ca-
tion are removed with software tools such as 
SeqTrim and TagDust [ 36 ,  37 ]. Sequencing 
errors are removed or corrected by using the 
quality score, a probability function that a 
specifi c base in the sequence is correct and/or 
the k-mer frequency which is the number of 
times a short oligonucleotide of length k 
appears in a set of DNA sequences. Very low 
frequency k-mers usually originate from 
sequencing errors and reads containing these 
errors can be removed. However, this carries 
the danger of removing very rare genuine 
transcripts [ 34 ]. 

 After completion of preprocessing, tran-
scriptome assembly can be achieved by either 
reference genome based assembly or “de 
novo” assembly (Fig.  3.1 ). The reference 
based method comprises three parts. First, 
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alignment of the reads to a reference genome 
with a “splice-aware aligner” such as BLAT or 
TopHat [ 38 ,  39 ] is completed, secondly, over-
lapping reads from the same locus are clus-
tered in a graph to arrive at all possible 
isoforms, and fi nally the graph is traversed 
with programs such as Cuffl inks or Scripture 
to decide on individual isoforms [ 40 ]. 
Reference based methods require less com-
puting power, eliminate some artifacts and 
errors as these would not align to the refer-
ence genome, and are very sensitive to rare 
transcripts. It is important to note that errors 
caused by the short read aligners can carry 

over into assembly and that spliced reads 
spanning longer introns can be missed. “Multi- 
reads,” where a sequence aligns equally well 
to several loci in the genome can be excluded, 
however, this will leave gaps in the fi nal 
sequence assembly [ 34 ].

   “De novo” assembly does not a use a refer-
ence genome. Instead, it leverages the redun-
dancy in the short reads and uses the overlaps 
to assemble the transcriptome with software 
tools such as Rnnotator and Trinity [ 41 ]. 
Trinity was developed specifi cally for RNA- 
Seq data and prevents overlapping genes on 
the same strand being erroneously interpreted 

  Figure 3-1    Alternatives for transcriptome assembly. ( a ) Transcriptome reads are aligned to a reference genome 
to determine mapping position and concordance with the reference. ( b ) Overlapping sequences in transcriptome 
reads are used to infer the transcriptome sequence       
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as fusion transcripts. It also groups related lin-
ear sequences that represent alternative iso-
forms or paralogous gene families into 
nonlinear structures containing “bubbles” and 
alternative ends. In general “de novo” strate-
gies demand lots of computing power [ 41 , 
 42 ]. Cloud computing is an alternative and 
cloud based genome assemblers have been 
developed [ 34 ].  

    Specifi c RNA-Seq 
Approaches 

 Generation of strand-specifi c information has 
been pursued after the realization that anti-
sense transcription events were not just back-
ground noise, but were indeed functional in 
normal and diseased states and quite frequent 
[ 43 ]. Standard RNA-Seq uses double 
stranded cDNA which erases strand specifi c 
information, therefore techniques such as 
using unique ligation adapters for the fi rst 
strand of cDNA synthesis, chemical marking 
of the second strand and direct RNA sequenc-
ing of the fi rst strand of cDNA have been 
adopted [ 44 ]. 

 Targeted RNA-Seq has also been devel-
oped, based on capture of sequences of inter-
est, to reduce the cost of sequencing. This 
approach allows the evaluation of a subset of 
transcripts of interest (e.g., specifi c fusion 
transcripts in leukemia) or characterization of 
rare transcripts. Targeted selection can be per-
formed by using methods such as cDNA 
hybrid selection with biotinylated oligonucle-
otide baits on a solid phase or in solution. 
Targeted RNA-Seq can provide signifi cant 
savings in cost, time, and computing power 
and can be used for the development of clini-
cally useful panels [ 45 ,  46 ]. 

 Direct single-molecule RNA sequencing 
(DRS) has been developed by Helicos 
Biosciences [ 47 ]. This approach frees RNA- 
Seq from biases introduced by cDNA synthe-
sis, end repair, ligation and amplifi cation 
procedures, although this method is still lim-
ited by read lengths for detection of fusion 
mRNA transcripts [ 47 ]. Although this tech-
nique shows promise to enable single cell and 
circulating nucleic acid applications due to its 
low RNA input requirements, the high error 
rate (4–5 %), lack of paired read capability 

and the high cost of this technology have pre-
vented its widespread use and efforts towards 
clinical development [ 48 ].  

    Clinical Applications 
of RNA-Seq  

 Clinical gene expression profi ling developed 
in the last decade, with applications for can-
cer diagnosis and prognostication [ 9 ,  49 – 51 ] 
and for transplant rejection detection [ 52 ], 
some of which have obtained US Food and 
Drug Administration (FDA) clearance. 
However, despite great promise, widespread 
use of transcriptome profi ling for chronic 
infl ammatory, neurological, and infectious 
diseases, for example, has not become reality 
[ 53 – 55 ]. Aided by the rapidly decreasing cost 
of data generation, and the ongoing technical 
advances of NGS, RNA-Seq has the potential 
to become a powerful tool in the manage-
ment and treatment of human disease, 
although this technology is not yet in clinical 
use [ 56 ,  57 ]. In the paragraphs below, we dis-
cuss examples of RNA-Seq applications being 
developed for different clinical scenarios.  

    Inherited Conditions 

 Since the completion of the human genome 
there has been a steady increase in the identi-
fi cation of genes responsible for monogenic 
conditions [ 58 – 60 ]. NGS has been success-
fully employed for DNA based diagnostic 
assays such as disease specifi c panels and 
whole exome/genome approaches [ 61 – 63 ]. 
RNA-Seq is being used to study phenotypic 
variation among individuals affected with 
genetic diseases, and for diagnosis in cases 
where DNA-based sequencing and deletion/
duplication analyses are unsuccessful. In a 
recent example of the possible contribution 
of RNA-Seq to clinical diagnostics, 
Chandrasekharappa and collaborators showed 
that the addition of RNA-Seq to NGS-based 
DNA sequencing and array comparative 
genomic hybridization (aCGH) allows the 
detection of more disease alleles in patients 
with Fanconi Anemia (FA) [ 64 ]. The use of 
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RNA-Seq allowed the identifi cation of exon 
skipping associated with synonymous, mis-
sense and nonsense mutations, as well as 
intronic pathogenic mutations in FA genes. 
RNA-Seq has also proved to be an important 
tool to improve our understanding of  complex 
phenotypes in multigenic disorders, as seen in 
Down syndrome, for example [ 65 ]. In a 
recent study by Costa et al., RNA-Seq was 
performed in human trisomic endothelial 
progenitor cells, revealing differential expres-
sion of genes expressed at low levels, novel 
regions of active transcription outside known 
loci, identifi cation of non-polyadenylated 
long and short noncoding RNAs, identifi ca-
tion of novel splice isoforms and novel 
extended untranslated regions for known 
genes which could represent novel miRNA 
targets or regulatory sites for gene transcrip-
tion [ 65 ]. This approach could help better 
understand the mechanisms involved in the 
generation of Down syndrome phenotypes 
and the observed individual variability.  

    Complex Conditions 

 Genome-wide association studies (GWAS) 
linking SNPs with specifi c phenotypes of com-
plex traits and common diseases have shown 
that only a small fraction of associated SNPs 
falls within coding regions and that most are 
intronic or intergenic [ 66 ]. This suggests that 
these nucleotide variants affect gene expres-
sion rather than protein function [ 67 ]. These 
variants, therefore, are known as expression 
quantitative trait loci (eQTL). Given that 
RNA-Seq allows for the integrative analysis of 
variation in allele specifi c transcript sequence, 
regulatory sites, and expression levels, it is 
expected that its use will help better under-
stand regulatory variation at single base resolu-
tion and this could translate into better insight 
into the molecular pathogenesis of complex 
traits [ 68 ]. A recent example of success with 
this approach, although not done with RNA-
Seq, is the demonstration that a common non-
coding polymorphism at the 1p13 locus, that 
was found to be associated with changes in 
plasma low-density lipoprotein cholesterol 
isoforms and risk for myocardial infarction, 
affects the expression of a gene that regulates 
lipoprotein production by the liver [ 69 ].  

    Cancer 

 RNA-Seq has led to a large number of new 
discoveries in cancer [ 56 ,  67 ]. As discussed 
above, RNA-Seq represents a promising tool 
for revealing and interpreting the complex 
transcriptomes of human cancers, based on its 
superior capacity to identify gene fusions, 
ability to detect bias in expression of mutated 
alleles, and its improved dynamic range in 
quantifying gene expression with lower 
detection limits [ 56 ]. The unbiased nature of 
RNA-Seq also has proved to be an important 
tool in assessing pseudogene expression in 
human cancers. In a recent study by Kalyana- 
Sundaram et al., the authors were able to 
establish lineage and categorize cancer spe-
cifi c pseudogene expression profi les to the 
level of disease subtyping, which suggested 
that pseudogenes might play a role in cellular 
differentiation and cancer progression [ 70 ]. 

 Perhaps one of the most common uses of 
clinical transcriptome profi ling is the identifi -
cation of tissue origin in cancers of unknown 
primary site. Several commercial platforms 
are clinically available for this purpose [ 9 ,  71 , 
 72 ]. Although this application has not yet 
been migrated to RNA-Seq platforms, it is 
foreseeable that this will occur in the near 
future, because this technology enables not 
only the identifi cation of the site of origin 
based on the expression pattern but also the 
detection of expressed mutations and alterna-
tive splicing events that could be of utility for 
therapy selection [ 73 ]. An interesting devel-
opment in this area is the emerging ability to 
obtain expression profi les from single cells. 
Recently, Ramsköld et al. have applied this 
approach to the identifi cation of melanoma 
circulating tumor cells (CTCs), based on dis-
tinct gene expression patterns obtained from 
just a handful of isolated CTCs [ 74 ]. This 
approach opens the door to the development 
of noninvasive tests for the determination of 
tissue of origin and/or for the detection of 
mutations and fusion transcripts (see below) 
that can direct targeted therapy. 

 Breast Cancer (BC) management is 
another area where transcriptome profi ling 
has been incorporated into routine clinical 
management, with the use of gene expression 
profi les that are prognostic of tumor recur-
rence and that are used for therapeutic 
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 management in early stage patients [ 49 ]. 
While the current BC prognostic assays use 
either quantitative reverse transcriptase PCR 
(RT-PCR) or microarrays, efforts to translate 
these panels into RNA-Seq platforms are 
already underway [ 75 ]. This has the potential 
to expand content on these panels and to 
incorporate therapeutic biomarkers in these 
prognostic tests [ 50 ,  75 ]. 

 Because RNA-Seq provides full transcript 
sequences and is capable of assembling tran-
scripts without relying on preexisting ref-
erence sequences, it has been used for the 
detection of fusion transcripts, both for those 
previously known to be associated with spe-
cifi c tumors as well as for previously uniden-
tifi ed fusions [ 56 ]. Although recurrent gene 
fusions have been well documented in hema-
tologic malignancies and sarcomas for sev-
eral decades, the discovery of recurrent gene 
fusions in epithelial solid tumors is relatively 
recent. In 2005, Tomlins et al. reported the 
discovery of fusion transcripts between the 
 TMPRSS2  and the  ETS  transcription factor 
genes in prostate cancer [ 76 ]. This discov-
ery transformed our understanding of solid 
tumors and opened the door to an avalanche 
of studies reporting recurrent fusions in a vari-
ety of tumor types [ 77 – 83 ]. Some of these 
discoveries, such as the identifi cation of  ALK  
rearrangements in lung cancer, have already 
been incorporated into the diagnostic algo-
rithms and management strategies of cancer 
patients [ 84 ,  85 ]. RNA-Seq based assays are 
expected to be used to detect these fusion 
transcripts in some solid tumor types, such as 
thyroid cancers, among others [ 46 ]. The dis-
covery of new fusion transcripts is not limited 
to solid tumors; novel fusions increasingly are 
being reported in hematologic malignancies, 
especially in those that were characterized by 
a normal conventional karyotype [ 86 ,  87 ]. It 
is likely that the number of reported fusion 
transcripts in human cancers will continue 
to rise as the use of RNA-Seq becomes more 
prevalent. As in the case of lung cancer, some 
of these fusion transcripts might be useful for 
diagnosis, prognosis or selection of targeted 
therapies. Thus, we can expect that detection 
of these transcripts (whether by RNA-Seq or 
not) will become routine in the practice of 
pathology. A forecast of the upcoming role 
of RNA-Seq in clinical cancer medicine is 
the recent report of the use of transcriptome 

profi ling in the  identifi cation of  FLT3  overex-
pression in a patient with acute lymphoblastic 
leukemia who had recurred after transplant 
[ 88 ]. In this case, reported in the lay press, 
RNA-Seq was used on a research basis and 
the fi nding of high levels of  FLT3  led to the 
use of Sunitinib, which had been shown to 
inhibit FLT3 in vitro, with a durable remission 
achieved. Although this example is just one 
anecdotal case reported outside of a controlled 
clinical trial, using high-throughput sequenc-
ing for therapeutic guidance has already been 
incorporated in clinical trials [ 89 ]. 

 One of the challenges in the application of 
RNA-Seq to cancer diagnostics is the fact 
that metastatic tumors show evolution in 
their mutational patterns when compared to 
primary tumors. This has recently been dem-
onstrated by Shah et al., who performed 
whole genome and transcriptome sequencing 
of a metastatic invasive lobular breast carci-
noma occurring 9 years after its initial diagno-
sis, and showed signifi cant differences in the 
mutational landscape between the primary 
and metastatic tumors [ 90 ]. Not only is this 
problem confi ned to differences between pri-
mary and metastatic tumors, but signifi cant 
intra-tumoral heterogeneity also exists within 
primary tumors at the level of DNA sequence 
variations [ 91 ] and at the level of gene expres-
sion patterns [ 92 ]. These fi ndings highlight an 
important problem in the development of 
personalized cancer medicine: ensuring that 
the specimen tested adequately represents 
the disease to be treated [ 93 ,  94 ]. 

 In summary, basic and clinical research with 
RNA-Seq is providing us with a treasure trove 
of information that should allow us to better 
understand tumor initiation, progression, and 
resistance to therapy. However, RNA-Seq can-
not answer all remaining questions in oncology. 
The complexity of cancer has been made evi-
dent by recent research efforts and it is now 
clear that understanding cancer biology and our 
ability to personalize treatment and to impact 
outcomes will require the use of all available 
“omics” technologies, because not all molecular 
alterations that drive tumor behavior are 
detected by a single approach [ 95 ]. Examples 
of this are pediatric tumors, in which mutations 
are less frequent than in adults, and where tran-
scriptome analyses have recently identifi ed 
 disregulated genes that might uncover new tar-
geted therapeutic approaches [ 96 ].  
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    Clinical Microbiology 
Applications  

 The advent of NGS has made it possible to 
study and identify a large number of micro-
bial populations in humans and to start defi n-
ing the normal microbiome as well as 
microbiome changes associated with abnor-
mal states [ 97 ,  98 ]. The rapid development of 
microbiome studies mostly relies on the use 
of 16S rRNA gene sequencing, which is based 
on DNA sequencing and has become a trans-
forming force in clinical microbiology [ 99 ]. 
However, RNA-Seq technology has created 
new opportunities for the study of bacterial 
gene expression [ 100 ,  101 ]. One of the 
advantages of the RNA-Seq approach is the 
possibility to study unculturable bacteria or 
bacteria that cannot be isolated [ 102 ]. As 
such, transcriptome analysis by RNA-Seq has 
been applied to various clinically relevant 
microorganisms including:  Staphylococcus 
aureus ,  Streptococcus pneumoniae ,  Mycoplasma 
pneumoniae ,  Listeria monocytogenes , 
 Helicobacter pylori ,  Salmonella typhi ,  Vibrio 
cholerae ,  Chlamydia trachomatis  and  Bacillus 
anthracis , among others [ 101 ]. Whereas 
RNA-Seq offers several advantages over prior 
technologies, prokaryote RNA biology poses 
specifi c new challenges for this technology 
[ 103 ]. These include the absence of a poly-A- 
tail (which allows for easy retrieval of coding 
RNA in eukaryotes) [ 104 ], the highly unsta-
ble nature of bacterial RNA [ 105 ], and the 
fact that up to 50–80 % of bacterial RNA 
preparations are composed of ribosomal 
rRNA and tRNA [ 106 ]. However, sequencing- 
based microbial transcriptome studies have 
been made possible by removing, at least par-
tially, the rRNA and/or tRNA through a vari-
ety of extraction methods including r/tRNA 
depletion through hybridization with mag-
netic bead-linked complementary oligonucle-
otides, or the use of terminator exonucleases 
involved in specifi c degradation of transcripts 
with a 5′ monophosphate group [ 103 ,  104 , 
 107 ,  108 ]. These bacterial RNA-Seq studies 
have contributed to a more refi ned under-
standing of bacterial gene expression and its 
impact on microbial ecology [ 109 ], physiol-
ogy and ultimately its potential use in clinical 
settings [ 102 ,  103 ]. 

 Perhaps one of the most important aspects 
in the clinical practice of microbiology is the 
ability to predict or assess microbial virulence 
and pathogenicity [ 101 ,  102 ]. One of the 
most important fi ndings in this area is the 
identifi cation of a larger number of untrans-
lated regions (UTRs) in bacterial transcripts 
[ 110 ]. These UTRs contain riboswitches and 
binding sites of regulatory small RNAs 
(sRNAs) and are likely involved in the regula-
tion of gene expression in bacteria, including 
the expression of genes related to pathogenic-
ity [ 110 ]. RNA-Seq experiments have dis-
covered that sRNAs account for up to 20 % 
of bacterial RNA, including antisense RNAs 
[ 109 ], and these sRNAs appear to have regu-
latory roles [ 102 ,  111 ]. In a study by Perkins 
et al. focused on  Salmonella typhi , strand- 
specifi c cDNA sequencing (ssRNA-seq) was 
used to identify transcriptionally active genes, 
revealing a large number of previously 
unknown transcribed regions, including novel 
noncoding RNAs, some of which might 
impact the expression of virulence genes 
[ 108 ]. Sharma et al. obtained similar results 
in transcriptome profi les of  Helicobacter pylori  
and were able to establish a correlation 
between the size of 5′UTRs and cellular func-
tion, concluding that UTR size correlated 
with pathogenicity [ 112 ]. In a new twist in 
the study of understanding host–pathogen 
interactions, Westermann and colleagues have 
recently proposed the development of “Dual 
RNA-Seq”, in which both pathogen and host 
RNA are sequenced together [ 113 ]. 

 As detailed above, RNA-Seq is starting to 
provide an in-depth view of pathogen tran-
scriptomes and this research is predicted to 
have a direct impact not only on clinical 
diagnostics and epidemiology but also in the 
future progress of the fi eld of pathogenom-
ics. Nevertheless, many challenges remain. 
Single- molecule technology could allow 
sequencing of full-length polycistronic tran-
scripts, which are commonly found in bacte-
ria, and uncover how alternative transcription 
origins are utilized and regulated [ 102 ]. 
Probably the biggest hurdle for clinical 
implementation of RNA-Seq is the lack of 
reliable clinically based genotype–pheno-
type correlations that will enable clinical 
decision making based on bacterial expres-
sion profi les [ 109 ].  
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    Conclusions 

 RNA sequencing is making it possible to 
study transcriptomes at unprecedented 
resolution and with the ability to detect 
previously unknown noncoding and fusion 
transcripts. This technology is currently being 
applied to the study of inherited, neoplastic, 
and infectious disorders. Results from these 
transcriptome analyses are increasing our 
understanding of normal and disease pro-
cesses and it is expected that this new knowl-
edge will translate into clinical applications 
in the near future. Certainly, this technology 
seems to be moving to real clinical utility fast-
est in the area of oncology. This is illustrated 
by the use of RNA sequencing in a patient 
with acute lymphoblastic leukemia followed 
by success in the use of specifi c targeted ther-
apy, based on the transcriptome profi le [ 88 ]. 
RNA sequencing now has been incorporated 
in at least one ongoing clinical trial in patients 
with advanced cancers [ 83 ,  89 ]. In addition, 
RNA-Seq has been demonstrated to improve 
the diagnosis of genetic diseases and has the 
potential to reveal important clues about bac-
terial pathogenicity. It is therefore safe to pre-
dict that RNA sequencing will become one of 
the new applications of NGS in clinical and 
anatomic pathology.     
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         Introduction 

 The clinical promise of the research applica-
tion of microRNAs (miRNAs) is of great 
interest for clinicians as well as pathologists. 
In this chapter, we describe different assays, 
methods, and technologies used to identify, 
characterize, and confi rm miRNA expression 
in human diseases. 

 MiRNAs are small noncoding RNAs 
(ncRNAs) that play highly important roles 

in posttranscriptional regulation of protein- 
coding gene expression and are increasingly 
useful for early diagnosis, treatment, and 
assessment of treatment response of different 
pathologies. NcRNAs are currently classifi ed 
into two main categories according to their 
length: short and long noncoding RNAs [ 1 ,  2 ]. 
Short ncRNAs are 18–200 nucleotides long and 
comprise transcript variants such as miRNAs, 
small interfering RNAs, transfer RNAs, and 
piwi-interacting RNAs    [ 3 ]. In 2006, Andrew 
Fire and Craig Mello received a Nobel Prize 
for their discovery of RNA interference—gene 
silencing by double- stranded RNA [ 4 ], a proof 
of the tremendous scientifi c interest generated 
by the discovery of such noncoding RNAs. 
MiRNAs are single- stranded RNA structures 
that are 18–22 nucleotides long. They regulate 
the expression of genes by binding to different 
sites in the 3′ untranslated regions of several 
target mRNAs, which causes mRNA cleavage 
(degradation) or translational repression [ 5 ]. 

 Different miRNA profi les have proven to 
be relevant in both physiological and patho-
logical processes [ 1 – 3 ]. Therefore, in the new 
age of personalized medicine, while research-
ers demonstrated miRNAs as having multiple 
cellular functions and connected the com-
plexity of miRNA profi les with several human 
diseases, including cancer and cardiovascular 
and autoimmune diseases [ 1 ,  2 ,  5 ,  6 ], clini-
cians aim to use these miRNA expressions as 
tools for diagnostic approaches and individu-
alized therapeutic options. 

 Currently, there is a wide range of plat-
forms for miRNA identifi cation, confi rma-
tion, and profi ling, each having specifi c 
strengths and limitations [ 6 ,  7 ]. In this sense, 
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focusing on miRNA extraction, quality con-
trol, molecular profi ling, expression profi ling, 
and sequencing in different types of biologi-
cal samples (cells, tissues [in vitro and in vivo], 
and biological fl uids) is of paramount impor-
tance as these methods can be useful for 
pathologists as additional methods to classical 
immunohistochemistry in order to validate 
specifi c diagnoses. 

 In this chapter, we emphasize methods for 
the assessment of miRNA expression profi les 
in cells, tissues, and body fl uids and highlight 
the main advantages and disadvantages of 
these methods in specifi c biological applica-
tions. This complete picture can help pathol-
ogists combine new methods and classical 
ones for diagnostic and therapeutic purposes.  

    MiRNA in Human Disease 

 MiRNAs are actively being assessed as possi-
ble biomarkers of prognosis, therapy predic-
tion, and target of therapy for multiple 
diseases [ 2 ,  5 ,  8 – 11 ]. Their biological signifi -
cance was illustrated initially in cancer and 
recently proved to be implicated in several 
other pathologies like cardiovascular disease, 
obesity, diabetes, autoimmune diseases, neu-
rodegenerative diseases, and viral infections 
[ 7 ,  12 ,  13 ]. MiRNAs exhibit a tissue- specifi city 
profi le and are present in complex regulatory 
networks of cellular function, tissue differen-
tiation, and maintenance of cell identity and 
evolution from embryogenesis to adult life. 
Also, multiple fundamental processes are 
modulated by miRNAs, such as cell differen-
tiation, apoptosis, tumor initiation, invasion, 
and metastasis. 

 Alterations of particular signaling pathways 
or biological processes are often correlated 
with a specifi c pathology. The capacity of 
miRNAs to modulate key signaling pathways 
has been extensively documented. One rele-
vant example is the miR-34 family, which 
includes important components of the p53 
pathways. p53 is one of the most studied 
tumor-suppressor genes and directly transacti-
vates miR-34a and miR-34b/miR-34c fol-
lowed by modulation of the cell cycle and 
apoptosis [ 14 ,  15 ]. MiRNAs such as miR- 
125b [ 16 ] and miR-101 [ 17 ] were demon-
strated to regulate the major controller of 

cancer growth in the prostate, namely, 
androgen- receptor signaling. Similarly, miR- 
106b [ 18 ] and miR-23b [ 19 ] can target mem-
bers of the phosphatidylinositol 3-kinase/Akt/
PTEN signaling pathway in this type of cancer 
[ 20 ]. MiRNA implication in cancer is also 
related to the capacity to regulate apoptosis, 
cellular growth, and proliferation. For exam-
ple, miR-14 is required for growth control and 
 let-7  family miRNAs are regulators of the 
proto-oncogene  RAS . Interestingly, the 
miRNA mir-17 cluster is located on human 
chromosome 13 that is frequently amplifi ed 
in B-cell lymphomas [ 21 ,  22 ]. 

 Understanding miRNA roles in different 
disease processes is an ongoing process that 
remains far from complete, although preclini-
cal and clinical data are so far encouraging 
[ 23 ]. Below we provide a broad overview of 
miRNAs as biomarkers of prognosis, therapy 
prediction, and targets of therapy, demon-
strating their possible roles in clinical man-
agement in the genomic and personalized 
medicine era.

     Cancer 
 Several miRNAs are located at genomic 
regions linked to cancer [ 21 ]. During the cel-
lular transformation, some miRNAs are specif-
ically deregulated and their altered expression 
and functions lead to important disease phe-
notypes. Calin and colleagues provided the 
fi rst identifi cation of miRNA involvement in 
cancer more than a decade ago (2002) [ 24 ] 
in chronic lymphocytic leukemias (CLL). In 
this study, miR-15a and miR-16-1 were shown 
to be deleted or downregulated in most CLL 
samples indicating the potential of miRNA 
regulatory control over target genes [ 24 ], 
including BCL-2 [ 25 ]. The same group sub-
sequently described a unique miRNA signa-
ture associated with prognostic factors and 
disease progression in CLL [ 26 ]. Additionally, 
TCL-1, an important oncogene in B-cell CLL 
responsible for the aggressive form of the 
disease, was shown to be regulated by miR-
29 and miR-181, two miRNAs differentially 
expressed in CLL [ 27 ], and the role of miR-
NAs and ncRNAs was broadly described in 
this disease [ 28 ]. The expression levels of 
miR-21 were shown to be signifi cantly higher 
in patients with poor prognosis and were able 
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to predict the overall survival. A score termed 
21FK based on miR-21 evaluation by quanti-
tative reverse transcription- PCR (qRT-PCR), 
fl uorescence in situ hybridization (FISH), and 
karyotype was  proposed to predict patients’ 
survival. Patients with low 21FK score dem-
onstrated signifi cantly better survival [ 29 ]. 
More recently, miR-155 was shown to be 
overexpressed in B cells from individuals with 
monoclonal B-cell lymphocytosis (MBL, a 
premalignant condition) and was successfully 
identifi ed circulating in microvesicles of both 
MBL and CLL patients. miR-155 overexpres-
sion was also observed, in patients with CLL 
who did not reach complete responses after 
therapy, pointing to miR-155 as a powerful 
biomarker for progression in individuals with 
MBL and for prediction to therapy in individu-
als with CLL [ 30 ]. 

 Various miRNAs are recognized to control 
the expression of tumor-suppressor genes and 
oncogenes, whereas others have predictive 
value for specifi c treatment response and sur-
vival, including miR-21 and miRNA-221/222, 
which are usually overexpressed in various 
types of cancer cells. miR-21 is the top most 
upregulated miRNA in solid human cancers, 
as compared with matching noncancerous 
tissue [ 6 ,  7 ,  11 ]. miR-21 has been shown as 
able to promote tumor proliferation and inva-
sion in gastric cancer through the suppression 
of PTEN expression [ 31 ]. Also, increased 
expression of miR-21 in non-small-cell lung 
cancer was signifi cantly associated with worse 
survival and increased risk of lymphoid infi l-
tration [ 32 ]. In colorectal cancer patients, 
serum levels of miR-21 were correlated with 
recurrence and mortality, making it a poten-
tial prognostic marker in this type of tumors 
[ 33 ]. In invasive ductal carcinomas of the 
breast, high expression of miR-21 was associ-
ated with important clinicopathological fea-
tures such as tumor size, stage, grade, 
negativity of estrogen receptor (ER), positiv-
ity for human epidermal growth factor recep-
tor 2 (HER2), high Ki-67 expression, 
mastectomy, and lower overall survival. All 
these fi ndings indicate that miR-21 is a poten-
tially important prognostic factor in breast 
cancer [ 34 ]. Other well-studied miRNAs are 
the members of the miR-17-92 family, con-
sisting of six miRNAs with the same seed 
sequence, part of a cluster located on human 
chromosome 13q31. This region was shown 

to be frequently amplifi ed in several types of 
lymphoma [ 35 ] and solid tumors [ 36 ]. In oral 
squamous cell carcinomas, miR-17/20a was 
shown to regulate cell migration inhibition 
and demonstrated negative correlation with 
TNM-stage and lymphatic metastasis [ 36 ]. 
High levels of miR-miR-17, miR-20a, and 
miR-92-1, along with miR-15a and miR-
16- 1, suggested poor prognosis in multiple 
myeloma (MM) once it was associated with 
shorter progression-free survival [ 37 ]. In 
colon cancer, upregulation of this cluster was 
also correlated with poor prognosis and miR- 
17 expression was identifi ed as an indepen-
dent prognostic factor in this tumor [ 38 ]. 

 Potential utility of urine miRNAs as non-
invasive biomarkers in urologic cancers such 
as bladder, prostate, and renal cell carcinomas 
has been suggested [ 20 ]. Increased levels of 
miR-126, miR-182, and miR-199a have been 
documented in urine of bladder cancer 
patients indicating the potential of miRNAs 
as a biomarker of the disease [ 39 ]. 

 MiRNAs can also play an important role in 
drug resistance. In colorectal cancer for exam-
ple, miR-222 plays a role in the development 
of multidrug resistance by modulation of 
ADAM-17 [ 36 ]. Similarly, miR-122 and 
miR-29a were shown to contribute to resis-
tance to adriamycin and docetaxel in breast 
cancer [ 40 ]. Downregulation of miR-29 is 
capable of increasing resistance to cisplatin in 
ovarian cancer cells [ 41 ]. In this sense, future 
studies targeting miRNAs related to drug 
resistance can be of paramount importance in 
clinical practice. 

 MiRNAs can be targeted by the epigenetic 
machinery. Taking this into account, studies 
on the impact of methylation and acetylation 
on miRNA expression and cancer have been 
largely pursued with important clinical impli-
cations. MiR-129-2 is frequently methylated 
in hepatocellular carcinoma cells (HCC) [ 42 ] 
and in CLL, adversely impacting survival in 
the latter [ 43 ]. 

 Not surprisingly, miRNAs were also shown 
to be capable of targeting the epigenetic 
machinery. As an example, members of miR- 
29 family can negatively modulate DNA 
methyltransferases DNMT3A and DNMT3B 
enzymes in lung cancer. Lower survival rates 
were observed in patients with higher levels 
of DNMT3A in lung cancer [ 44 ]. This indi-
cates that interactions between the  miRNome 
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and the epigenome can provide new grounds 
for future studies of therapy-based strategies 
in cancer.  

    Adipogenesis 
 MiRNAs are deregulated in adipose tissue 
from obese patients. MiRNAs appear to play 
regulatory roles in many biological processes 
associated with obesity, including adipocyte 
differentiation, insulin action, lipid storage 
processes, and fat metabolism [ 45 ,  46 ]. 
Several miRNAs were described in adipo-
cytes and appear to have a role in the modu-
lation of adipogenesis, which may impact the 
targeting of adipogenesis dysfunction by con-
trolled delivery of miRNA structures [ 45 , 
 47 ]. During adipogenesis, miRNAs can accel-
erate or inhibit adipocyte differentiation and 
hence regulate fat cell development. In addi-
tion, miRNAs may regulate adipogenic lin-
eage commitment in multipotent stem cells 
and hence govern fat cell numbers. Recent 
fi ndings suggest miR-519d to be associated 
with human obesity, but larger case–control 
studies are needed. Few miRNA targets have 
been experimentally validated in adipocytes. 
Both miR-27 and miR-519d target PPAR 
family members, which are well-established 
regulators of fat cell development [ 48 ]. Most 
of the studies on miRNAs in adipogenesis are 
based on murine models, reporting the activ-
ity of miRNAs in various processes regulating 
adipogenesis. In mice models, the cluster 
miR-17-92, miR-200, and miR-103 has a 
pro-adipogenic role and let-7 and miR-27a/b 
are anti-adipogenic [ 45 – 48 ].  

    Cardiovascular Diseases 
 The latest investigations furnish the evidence 
that miRNAs modulate a wide range of cardiac 
functions with developmental, pathophysio-
logical, and also clinical implications [ 49 ]. 
MiRNA expression analysis has led to the dis-
covery of a potential role for miR-1, miR-16, 
miR-27b, miR-30d, miR-126, miR- 133, miR-
143, and the let-7 family in mammalian heart 
development [ 50 ]. Recently, deregulated 
expression of miR-1 and miR- 133 was 
reported in human heart failure [ 51 ,  52 ] and 
cardiac hypertrophy [ 53 ]. MiRNAs have 

been suggested as biomarkers for cardiovas-
cular diseases: increasing levels of miR-1, 
miR-133, miR-499, and miR-208 were asso-
ciated with cardiac injury after acute myocar-
dial infarction; reduced levels of miR-126 
were linked to the development of coronary 
artery disease or diabetes [ 54 ].  

    Autoimmune Diseases 
 Immune modulatory genes are highly regulated 
by miRNAs. Toll-like receptors, known media-
tors in microbial infections, and their ligands 
induce miR-155 expression, immune cell sur-
vival, and cytokine signaling suppression [ 55 ]. 
MiRNA is heavily implicated in the molecular 
mechanisms that regulate the immune system 
during the development of autoimmune dis-
eases. Examples of specifi c types of autoim-
mune disorders in which miRNAs are involved 
in immune system response evolution include 
rheumatoid arthritis, where miR-155 and miR-
146a are deregulated; multiple sclerosis where 
miR- 18b and miR-599 are associated with dis-
ease relapse; and systemic lupus erythematosus 
where miR-155 and miR-146a appear to be 
involved in upregulating and downregulating 
disease activity, respectively. MiR-941 is poten-
tially involved in the pathogenesis of infl am-
matory bowel disease [ 55 ]. In Sjogren’s 
syndrome, an autoimmune disease affecting 
salivary and lacrimal glands, miR-146a and 
miR-155 were found to be deregulated during 
disease development. MiR-21 has been shown 
to be activated in T cells in psoriasis, enhancing 
dermal infl ammation [ 56 ]. Several miRNAs 
such as miR-510, miR-191, and miR-342 were 
found to be deregulated in association with 
type I diabetes type. In this condition, miR-21 
expression was also highly correlated with the 
severity of the disease [ 57 ].   

    Which Types of Biological 
Samples Can Be Used 
for MiRNA Studies?  

 An important issue in the evaluation of 
miRNA expression is the quality of biological 
samples and the RNA isolation method used 
to obtain an appropriate quantity of total 
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RNA in order to achieve reproducible, reli-
able results [ 8 ]. Because of their short 
sequences, miRNAs are known to be rela-
tively stable and homogeneous compared to 
RNA and DNA. They are well preserved in a 
wide variety of biological samples, including 
various body fl uids such as blood  serum/
plasma, saliva, and urine [ 1 ,  2 ,  5 ,  8 ,  9 ,  58 ]. 
MiRNAs can also be isolated from fresh tis-
sues, cell cultures, and more recently from 
formalin-fi xed paraffi n-embedded (FFPE) tis-
sue blocks and archived materials, using vari-
ous methods (Fig.  4.1 ). The extraction of 
miRNAs from FFPE samples allows patholo-
gists to retrospectively use archival paraffi n 
blocks from previously diagnosed patients 
with invaluable corresponding clinical follow-
 up data [ 10 ,  11 ,  59 ] to assess the relationship 
with response to treatment and overall sur-
vival. The in situ  hybridization  (ISH) tech-
nique for miRNA evaluation has also been 

developed for FFPE samples as a useful 
method for comparison with immunohisto-
chemistry (IHC).

   The major limitation of using FFPE tissue 
samples in molecular biology applications is 
the less than optimal quality of RNA 
extracted from them; specifi cally, the nucleic 
acids are degraded to fewer than 300 base 
pairs in length and are chemically modifi ed 
during formalin fi xation [ 10 ,  11 ]. However, 
due to the short sequence of miRNAs, they 
can be successfully extracted from FFPE tis-
sue blocks using several commercially avail-
able kits [ 10 ,  59 ]. Additionally, miRNA 
expression profi les in FFPE tissue are closely 
similar to those in fresh tissue, proving that, if 
prepared appropriately, FFPE tissue samples 
are excellent resources for miRNA expres-
sion investigations [ 10 ,  11 ,  59 ]. Several prep-
aration methods are commonly used prior to 
miRNA isolation [ 60 ,  61 ]. During extraction 

  Figure 4-1       Biological samples and methods for microRNA evaluation. The fi gure illustrates a variety of biological 
samples and evaluation methods for miRNA assessment, targeting the achievement of routine early diagnosis, 
prognostication, and therapy for these molecules.  LCM  laser capture microdissection       
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and purifi cation of RNA, preventing the loss 
of small RNA species is the main concern. 
Therefore, using a robust miRNA isolation 
technique and ensuring the stability of stored 
miRNA samples that were isolated using 
these methods are highly important [ 12 ,  60 , 
 61 ]. MiRNA expression and localization 
studies have demonstrated the potential for 
use of these molecules as both screening and 
early diagnosis markers for various patholo-
gies through their identifi cation in body fl u-
ids. Therefore, development of reliable 
instruments for the assessment and quantifi -
cation of these miRNAs, which are found at 
minute concentrations, is important. Fresh 
tissue samples, immune cells like leukocytes, 
and cell lines usually furnish large quantities 
of high-quality miRNAs, which are required 
for miRNA profi ling studies (Fig.  4.1 ). Several 
kits are now available for miRNA extraction 
of good quality and quantity, including from 
FFPE tissues. 

 Regarding the need for matched pairs 
of normal and tumor samples, both normal 
and tumor tissue samples ideally should 
be obtained from the same patient, as 
described by Yanaihara et al. [ 58 ]. Access to 
both normal and tumor cells can be highly 
insightful for pathologists when evaluating 
miRNA expression. Nevertheless, tumor 
cell lines can also be suitable models for 
studying the effects of downregulated and 
upregulated miRNA expression, in spite 
of the fact that these may contain genetic 
abnormalities never identifi ed in patient 
tumors. A recommended step at the start of 
a miRNA-related study is to select clinical 
samples with different characteristics (e.g., 
colorectal tumor samples with and with-
out microsatellite instability, blood cells 
obtained from CLL patients with poor and 
good prognosis) in relatively similar num-
bers (more than 30 in each group for per-
formance of various statistical analyses). If 
the number of normal controls is not suf-
fi cient for conferring statistical power, the 
data can still be analyzed by comparing 
the two (or more) clinically distinct sets of 
samples. Because disease-oriented profi ling 
uses few types of samples (e.g., malignant 
and normal control samples in the simplest 
example), replicates of each sample are not 
needed for profi ling. In more detailed stud-
ies using limited numbers of samples that 

are very different biologically (e.g., cells 
transfected with a specifi c reagent and non- 
transfected controls), analysis of three rep-
licates of each sample is critical. 

 Investigators have observed large differ-
ences in miRNA expression in serum and 
plasma samples. The possibility has been 
raised that plasma and serum might display 
several differences in their miRNA content. 
These differences in miRNA concentration 
may be due to the fact that the coagulation 
process modifi es the pattern of blood miRNA 
[ 62 ]. However, differences can also be caused 
by platform-dependent variations in mea-
surement of miRNAs [ 12 ,  63 ].  

    MiRNA Extraction Protocols 

 Sample preparation and RNA extraction 
approaches can have direct consequences for 
miRNA analysis and profi ling, especially with 
samples that are prone to miRNA degrada-
tion (Fig.  4.2 ). All protocols for miRNA 
extraction have a basic step of cell/tissue lysis 
with the exception of those for body fl uids. 
For tissue samples, performance of this step 
using mechanical disruption of the sample is 
recommended, as researchers have observed 
higher effi ciency in quantity when using a 
homogenizer. The samples must be processed 
according to the manufacturer’s extraction 
protocol, and every effort needs to be made 
in order to eliminate contaminants, such as 
xylene, chloroform, and TRIzol.

   Extraction of miRNAs using TRIzol or 
TRIReagent is a method initially proposed as 
an approach to facilitate the elimination of 
proteins from nucleic acids. This method is 
recommended primarily for cells and tissues 
with increased expression of endogenous 
RNases or when separation of cytoplasmic 
RNA from nuclear RNA is required [ 64 ,  65 ]. 
The TRIzol/TRIReagent extraction proce-
dure is a reliable method for isolation of 
miRNA species, as reported in studies that 
compared it with other commercially avail-
able kits for miRNA extraction. When cor-
rectly stored and managed using these 
procedures, miRNA samples have not exhib-
ited degradation [ 64 – 66 ] (Table  4.1 ). 
However, a study called attention to the loss 
of short structured RNAs with low GC 
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 content during extraction with this reagent 
when using a small number of cells [ 67 ].

   The development of commercial miRNA 
extraction kits, such as the mirVana miRNA iso-
lation kit (Ambion), mirPremier microRNA 
isolation kit (Sigma-Aldrich), miRNeasy Mini 
Kit (Qiagen), and miRCURY (Exiqon), was 
based on the principle of solid- phase extrac-
tion (SPE), which signifi cantly improves the 
retention of small RNA species on SPE col-
umns in a selective manner. Consequently, 
any redundant materials in the extraction 

 procedures, including large RNAs, are elimi-
nated prior to the fi nal step of the protocol, in 
which small RNAs are eluted. The use of SPE 
appears to be the most widely applied effec-
tive approach to miRNA extraction. 

 Use of magnetic beads also ensures an easy 
and rapid workfl ow for miRNA extraction, 
thus avoiding the use of hazardous chemicals. 
Specifi cally, miRNAs are immobilized on 
magnetic beads, decanting the contaminants 
in a solution. MiRNA purifi cation is done by 
a magnetic fi eld to extract the magnetic beads 

  Figure 4-2    MiRNA extraction protocols, quality control, and quantifi cation. The recovery of miRNA from biologi-
cal samples through Trizol/TRIReagent, SPE columns, and magnetic beads is shown on the  top  of the fi gure. 
MiRNA quality control through the use of a NanoDrop or a Bioanalyzer is highly recommended prior to miRNA 
assays, statistics and bioinformatics analysis, and data correlation with clinical outcome in order to generate accu-
rate results.  SPE  solid-phase extraction       
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from the solution, after decontamination 
[ 68 ]. This extraction method has many ben-
efi ts for different samples with different con-
centrations of miRNAs, such as serum/
plasma, saliva, and urine.  

    MiRNA Quantity 
and Quality Control  

 Quantifi cation of nucleic acids, including 
miRNAs, extracted from different types of 
samples is essential for quality and quantity 
control. It is recommended to use the same 
amounts of miRNA when comparing various 
biological samples [ 66 ]. Recent experimental 
data demonstrated that the miRNA expres-
sion profi le is affected by RNA integrity [ 10 , 
 60 ,  65 ]. Samples with low RNA integrity 
exhibited the highest miRNA concentrations, 
because when RNA is degraded this results in 
the formation of small RNA species, leading 
to an overestimation of the miRNA amount. 
Consequently, miRNAs should not be consid-
ered as individual fractions or integrated parts 
of the total RNA. However, assessment of 
RNA integrity must be a routine step in 
assessing miRNA expression patterns [ 61 , 

 63 ]. Importantly, measuring RNA concentra-
tions using different platforms is a challeng-
ing process, so comparing miRNA profi les in 
samples evaluated using different platforms 
can be very complex. 

 In practice, miRNAs are quantifi ed using 
the same techniques as those used to quan-
tify DNA and mRNA (Fig.  4.2 ). The lack of 
specifi city that arises during miRNA quan-
tifi cation and quality control is the main 
inconvenience of the available techniques. 
The most commonly used methods for quan-
tifying miRNAs are spectrophotometric 
approaches (μ-volume quantifi cation, e.g., 
by the NanoDrop instrument series), which 
measure the concentrations of total nucleic 
acid species but are not able to differenti-
ate miRNA species; microfl uidic systems 
(2100 Bioanalyzer [Agilent Technologies]); 
Experion automated electrophoresis system 
(Bio-Rad); and capillary gel electrophoresis 
(QIAxcel advanced system [Qiagen]). 

 Staining with fl uorescent RNA-binding 
dyes (e.g., RiboGreenRNA assay kit [Promega, 
Ambion]) is preferred when assessing nucleic 
acids at low concentrations. Most of the 
methods used for integrity evaluation are 
based on an assessment of 18S and 28S ribo-
somal RNA, followed by different algorithms 
for analysis. These methods have different 

   Table 4-1    Biological Samples Used for MiRNA Evaluation and Their Utility   

 Sample type 
 MiRNA 
quantity (ng)  Utility  References 

 Cell lines  ≥1,000  Identifi cation of new miRNA; 
validation of action 
mechanisms and target 
pathways; identifi cation of 
novel target therapies 

 [ 11 ,  15 ,  16 ,  18 ] 

 Biopsy  Macrodissection  1–100  Identifi cation of novel early 
diagnostic biomarkers, novel 
prognostic biomarkers, 
biomarkers for prediction of 
the response to treatment or 
resistance to treatment, clinical 
investigation, clinical trials, 
translational research 

 [ 13 ,  15 ,  16 ,  18 ,  19 ] 

 LCM  ≤1–10 
 Fresh/frozen 

tissue 
 Macrodissection  ≥1,000 
 LCM  10–200 

 FFPE  Macrodissection  10–200 
 LCM  ≤1–40 

 Serum  1–100 
 Plasma  1–100 
 Saliva  ≤1–20 
 Urine  ≤1–40 

   FFPE  formalin fi xed paraffi n embedded,  LCM  laser capture microdissection  
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sensitivities, producing a wide range of results, 
and they therefore require objective compari-
sons of the experimental data [ 63 ,  66 ].  

    MiRNA Stability 

 For all miRNA assay procedures sample pro-
cessing should be performed in an RNase-free 
environment in order to prevent degradation 
of nucleic acids and to produce consistent 
results. At present, a wide range of RNase- free 
materials and reagents is commercially avail-
able. To prevent degradation of nucleic acids, 
including miRNA species, protocols for stor-
age indicate that RNAs should be deposited at 
−80 °C for prolonged periods to enable the 
generation of reproducible and reliable data. In 
the case of cDNAs synthesized based on 
miRNA sequence, the appropriate storage 
temperature for miRNA expression profi le 
studies is −20 °C. In a recent study, researchers 
presented the TRIzol/TRIReagent system as 
the gold standard for miRNA extraction [ 61 ]. 
Rapid degradation of miRNAs and cDNAs 
appeared to be independent of the extraction 
method. In order to reduce the degradation 
processes, proper storage conditions for RNA 
and cDNA are essential and should be used to 
ensure the accuracy of the experimental data 
and to allow correlation of different studies 
presented in the literature [ 69 ].  

    Advanced Techniques 
for Examining MiRNA 
Expression  

 MiRNA expression profi les are studied to 
determine the roles of these small molecules 
in particular biological processes. MiRNA 
profi les in tumors, obtained by different 
approaches (blotting, hybridization, qRT- 
PCR, microarray, or next-generation sequenc-
ing [NGS]) have supported their roles as 
potential biomarkers for diagnosis of and 
prognosis for cancer [ 70 ]. 

 MiRNAs can be evaluated in a wide range 
of biological samples with variable amounts of 
quantity and different qualities of miRNA 
content, including fresh and FFPE tissue 

 samples, in which laser capture microdissec-
tion (LCM) is required to obtain homoge-
neous tissue samples even at a lower yield 
(<10 ng of miRNA/sample) than in macrodis-
section. Plasma/serum, saliva, and urine are 
other types of samples in which low concen-
trations of miRNA are obtained and where 
quantifi cation of miRNA is a major challenge. 

 Once investigators observe alterations of 
miRNA profi les in patients with different 
pathologies [ 71 ] the quantifying of primary 
miRNA (pri-miRNA), precursor miRNA 
(pre-miRNA) transcripts, and mature miR-
NAs is required to distinguish among differ-
ent isomiR species, i.e., sequence variants of 
miRNAs [ 72 ], as well as changes in mature 
form processing. Assessing miRNA expres-
sion profi les as a diagnostic, prognostic, or 
therapeutic tool can also be performed, using 
molecular and biological methodologies 
including Northern blotting, polymerase 
chain reaction (PCR), qRT-PCR, ISH, miRNA 
microarrays, and NGS [ 73 ,  74 ]. 

    Northern Blotting 
 Northern blotting was the fi rst technique 
used to identify miRNAs [ 75 ,  76 ], and up 
until recently, it was the only standardized 
and most widely used assay for small RNA 
research. This technique can reliably detect 
the expression profi les of miRNAs of interest, 
determine their sizes, and accurately quan-
tify and identify a predictive population of 
 miRNAs with a specifi c role in a disease [ 77 ]. 

 Despite its frequent use, Northern blotting 
has several technical limitations that restrict its 
use as a miRNA expression-profi ling tool. 
These include the relatively large sample 
quantity requirement and poor sensitivity of 
routine analysis once mature miRNAs are very 
short, and their prevalence in total RNA is 
very low. Furthermore, the close sequence sim-
ilarity among miRNAs in the same families 
poses a challenge to the specifi city of miRNA 
detection using Northern blotting [ 78 ]. 

 Over the years, new Northern blot versions 
have been developed in an attempt to increase 
the sensitivity of the procedure and reduce 
total assay time. Nevertheless, Northern 
blotting and its variants are  considered to 
be medium-throughput miRNA- screening 
techniques.  
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    Quantitative Reverse 
Transcription-Polymerase 
Chain Reaction 
 qRT-PCR is one of the most frequently used 
approaches to achieve gene-expression quan-
tifi cation, including for mature miRNA and 
pre-miRNA expression profi ling [ 60 ,  79 ]. In 
this procedure, small quantities of miRNA or 
total RNA are reverse-transcribed into cDNA, 
followed by a quantitative PCR analysis in 
which accumulation of reaction products is 
observed in real time [ 7 ]. qRT-PCR has excel-
lent sensitivity and sequence specifi city, and it 
is the most often used method for expression 
profi ling and confi rmation of miRNA fi ndings 
that were obtained by other methodologies, 
particularly by microarray assays. Most qRT-
PCR- based miRNA-expression quantifi ca-
tion approaches are specifi c to 3′ end sites 
of targeted miRNAs [ 60 ,  79 ]. In qRT-PCR 
applications using hydrolysis probes, both 
mature miRNAs and their precursors must 
be assayed. 

 There are several advantages in using 
hydrolysis probes, such as the capacity to 
detect specifi c miRNA precursors [ 7 ] and the 
achievement of higher reaction effi ciency for 
mature rather than miRNA precursors. Other 
available qRT-PCR protocols for miRNAs use 
a single nonspecifi c dye, such as SYBR Green. 
These methods require treatment with 
DNase for removing the genomic DNA [ 65 ] 
but are less costly and have a lower detection 
limit and a higher sequence specifi city and 
accuracy than the hydrolysis probe-based 
methods [ 49 ,  79 ]. 

 Given that most miRNAs are 21–22 nucle-
otides long, a classic PCR primer of approxi-
mately the same size length imposes 
limitations on miRNA evaluation, because at 
least two non-overlapping primers are 
required for the exponential amplifi cation 
phase in qRT-PCR [ 79 ,  80 ]. One way to cir-
cumvent this limitation is to extend the 
length of the miRNA, generally via polyade-
nylation [ 81 ,  82 ]. Because all RNA structures 
with 3′ ends will be polyadenylated using this 
procedure, it cannot differentiate among 
 pre- miRNAs and mature miRNAs that are 
capable of activation of the RISC protein 
complex for the silencing of genes. Another 
restriction of this polyadenylation-based 
technique is its inability to quantify species 

containing 2′-oxymethyl modifi cations at 
their 3′ ends that will block polyadenylation. 
Companies like Qiagen, Stratagene [ 83 ], 
Agilent Technologies [ 84 ], and Invitrogen 
(NCode) developed commercial qRT-PCR 
assays for miRNA [ 85 ]. Additionally, Exiqon 
[ 86 ] and Eurogentec [ 87 ] have developed 
assays that require proprietary reagents, such 
as locked nucleic acid (LNA), and complex 
modifi cation steps that restrict their routine 
implementation.  

    In Situ Hybridization 
 ISH is used for validation of experimental 
data and evaluation of relative expression lev-
els [ 88 ,  89 ] and can also be applied to discern 
biological differences between pre-miRNAs 
and mature miRNAs [ 90 ,  91 ]. Therefore, ISH 
provides powerful complementary data for 
confi rmation of target miRNA, which enables 
progression from high-throughput investiga-
tions to more focused examination of the 
roles and localization of individual miRNAs 
[ 60 ,  90 ]. 

 Despite the technical diffi culty associated 
with adapting ISH methods to miRNA quan-
tifi cation [ 90 ,  92 ], ISH is a robust assay that 
has been applied to miRNA studies in a large 
number of organisms from bacteria to various 
eukaryote cell types [ 60 ,  79 ,  88 ,  91 ]. 
Paralogous miRNAs such as miR-29a and 
miR-29b differ by unique central nucleotides 
and a few nucleotides at their 3′ ends, existing 
in different cellular compartments (nuclear 
and cytoplasmic, respectively). Such differ-
ences in localization can only be illustrated 
using ISH techniques [ 60 ,  79 ]. ISH tech-
niques also offer the advantage of delineating 
the cellular distribution of the miRNA(s) and 
also long noncoding RNAs in tissue samples 
composed of different cell types (Fig.  4.3 ).

       Microarrays 
 DNA microarray technology continues to 
evolve following its initial use for the mea-
surement of differences in the amount of tar-
get DNA and RNA sequences among 
biological samples [ 74 ,  93 – 95 ]. Recently, 
DNA microarrays have been shown to be a 
powerful tool for the evaluation of alterations 
in an abundance of miRNA species [ 96 ,  97 ]. 
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Although microarrays enhance the through-
put of miRNA analysis with a high sensitivity 
and specifi city, microarray-derived fi ndings 
must be confi rmed using qRT-PCR assays 
[ 93 – 95 ]. A comprehensive workfl ow for 
microarray data production, analysis, and 
interpretation is provided in Fig.  4.4 .

   Despite the large amount of experimental 
data obtained from DNA microarrays used for 
the evaluation of miRNA profi les in pathologic 
conditions, only a few studies have focused on 
intraplatform and interplatform correlations 
[ 60 ]. The reproducibility of data obtained 
using different miRNA-detection technologies 

with a focus on comparing the sensitivity and 
specifi city of microarray platforms has also 
rarely been explored [ 74 ,  93 ]. Such studies, 
however, point to a poor correlation of mRNA 
gene expression among different microarray 
platforms in terms of reproducibility and 
equivalence. This is in part due to the lack of 
optimization of microarray protocols and the 
defi ciency in complete and accurate data anno-
tation of the commercially available platforms, 
lack of correct probe matching among tech-
nologies, discrepancies in data normalization, 
and interlaboratory or intralaboratory variabil-
ity in technical expertise [ 98 ]. 

  Figure 4-3    In situ hybridization (ISH) for miRNAs and long noncoding RNAs. Examples of ISH are provided. ( a ) 
miR- 224 in prostate cancer. Staining for miR-224 is shown in  brown  in the  small box  (higher magnifi cation—10×) 
and in the  bigger box  (lower magnifi cation—40×). ( b ) ISH in colorectal cancer. The  small box  illustrates ISH for U6 
(normalizer) and the  bigger one  for long noncoding RNA CCAT2       

 

MIRNA Expression Assays  |  55



 The short length of miRNA sequences 
represents the main drawback for primer 
design, selection of specifi cally labeled 
probes, and, generally, optimization of reac-
tions for the concomitant detection of col-
lective  miRNAs by microarray technologies 
[ 13 ,  94 ]. Also, because miRNAs are short, 
even small variations in their length and/or 
the GC nucleotide content have major con-
sequences on their biochemical properties, 
which are particularly visible at the melting 

temperature ( T  m ) of the miRNA in a hybrid-
ization reaction [ 13 ]. 

 Commercially available microarray plat-
forms for the analysis of miRNA expression 
are listed in Table  4.2 . Selecting a microarray 
platform is diffi cult, as each platform has 
benefi ts and limitations in printing and sur-
face technology, slide design, labeling and 
detection chemistry (one or two colors), 
hybridization conditions, probe design, and 
cost per sample [ 93 ,  94 ].

  Figure 4-4    Comprehensive workfl ow for microarray data production, analysis, and interpretation. Obtaining a 
differentially expressed miRNA list through the use of microarray technology is possible following the workfl ow 
shown in ( a ). The identifi cation and validation of targets for these differentially expressed miRNAs follow the 
workfl ow shown in ( b )       
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   Affymetrix has developed a microarray that 
includes miRNAs from several species [ 95 ]. 
This platform and that developed by Illumina 
contain probes for human and murine spe-
cies [ 95 ,  97 ]. The Exiqon platform uses 
LNAs to increase the specifi city [ 95 ]. Agilent 
Technologies offers a microarray design 
with considerable fl exibility in analysis [ 97 ]. 
Microarray technologies are especially suit-
able for high-throughput miRNA expression 
 profi ling given the large number of samples 
that can be analyzed [ 7 ].  

    Next-Generation Sequencing 
 NGS is used for the assessment of known 
miRNA sequence patterns and for identifying 
novel miRNA species, which traditional 
approaches are incapable of detecting [ 7 ,  99 , 
 100 ]. Sequencing miRNAs provides informa-
tion not only about the levels of expression 
but also about single-nucleotide polymor-
phisms (SNPs), posttranscriptional RNA 
modifi cations—particularly in 3′-terminal 
regions—extension with a single nucleotide, 
and variations in miRNA length. 
Posttranscriptional modifi cations of miRNAs 
produce multiple mature miRNA variants, 
which are referred to as isomiRs [ 7 ,  101 ]. The 
ideal NGS approach should require a low 
amount of total RNA, should have no or a 
low sequence bias, and is amenable to per-
forming multiplex assays with easily designed 
experimental protocols [ 102 ]. 

 High-throughput sequencing for miRNA 
expression profi ling is currently performed on 
several commercial NGS platforms including 
SOLiD (Applied Biosystems), HiSeq2000 
(or Genome Analyzer IIX; Illumina), and 
GS FLX + 454 (Roche) as well as smaller 
scale NGS platforms, such as Ion Torrent 
and Ion Proton (Applied Biosystems), MiSeq 
(Illumina), and GS Junior454 (Roche). 
Sequencing technologies have also been 
applied to miRNA analysis but are expensive 
and not widely accessible. NGS platforms, 
which use less than 1 μg of total RNA, start 
with the preparation of a cDNA library [ 100 , 
 103 ] from total RNA and miRNA samples 
[ 103 ] followed by massively parallel sequenc-
ing of the millions of distinct DNA molecules 
in the library [ 104 ,  105 ]. They are able to 
generate millions of short sequence reads in 

order to provide miRNA profi les or to iden-
tify novel miRNAs [ 4 ,  99 ,  101 ]. 

 NGS platforms for miRNA high- 
throughput sequencing and novel miRNA 
characterization have high sensitivity and 
resolution and can differentiate among highly 
similar sequences, such as isomiRs. The main 
limitation of these approaches is that they are 
not suitable for absolute quantifi cation of 
miRNA amounts. They also require highly 
complex bioinformatics analysis of sequence 
reads. Specialized bioinformatics software 
programs as miRDeep [ 106 ] and miRExpress 
[ 99 ,  107 ] and Web-based tools such as miRan-
alyzer [ 99 ,  103 ,  108 ] and miRCat [ 109 ] are 
available for miRNA-expression profi ling as 
well as discovery [ 99 ] making the identifi -
cation of known and novel miRNAs an eas-
ier process. 

 As a summary, Table  4.3  lists the main prin-
ciples used in miRNA assays and techniques 
and Table  4.4  lists the main platforms used for 
evaluation of miRNA-expression patterns 
along with their strengths and limitations.

    Examination of miRNAs is considerably 
more complex and technically demanding 
compared to that of mRNAs due to several 
factors: short miRNA lengths, diffi culty in 
distinguishing different miRNA types (pre- 
miRNA, pri-miRNA, and mature miRNA), 
fl uctuating  T  m  s  for primers and probes, differ-
ent RNA ligase conditions, and high homol-
ogy between probes among miRNA families.   

    Data Processing 
and Normalization  

 Prior to data normalization, data pre- 
processing for miRNA pattern analysis is 
required and comprises a set of corrections 
of values specifi c for the platform used: 
baseline corrections and threshold settings 
for qRT- PCR approaches, background 
adjustment for microarrays, and/or screening 
for small amounts of RNA-sequencing data 
[ 110 ]. Subsequent to these initial steps, data 
interpretation requires selection of the opti-
mal normalization strategy for proper esti-
mation of the biological variation among 
samples to avoid systematic and technical 
errors [ 111 ]. 
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   Table 4-4     Technology Platforms for MiRNA Expression Analysis: Advantages 
and Disadvantages   

 Technology  Advantages  Limitations  References 

 Northern blot  “Gold standard”  Low sensitivity and 
reproducibility, requires a 
large amount of biological 
material 

 [ 29 ,  31 ,  32 ] 

 Real-time PCR  Low sample amount, high 
sensitivity and sequence 
specifi city; discriminates 
between pre- and mature 
miRNA 

 High price  [ 6 ,  33 ,  34 ,  36 – 38 ] 

 In situ hybridization  Cellular localization  Low sensitivity, background 
effect 

 [ 33 ,  34 ,  44 ,  46 ] 

 Microarray  High-throughput assay  Low sensitivity; it requires 
data validation; low price 

 [ 6 ,  48 ,  50 ,  54 ] 

 Next-generation 
sequencing 

 High-throughput assay; 
discovering novel or rare 
miRNAs 

 High price  [ 6 ,  56 ,  57 ,  59 ] 

 The precision of miRNA analysis is depen-
dent on proper data normalization. A common 
method of normalization of qRT-PCR inputs is 
the use of constant endogenous controls or ref-
erence miRNAs, such as U6, RNU44, and 
RNU48 [ 112 ]. When using an endogenous 
control, the standardized approach is applying 
the 2 −ΔCT  method [ 112 ] with the formula 
ΔCT = CT miRNA  − CT endogenous control . 

 Statistical tools are important in any high- 
throughput technology, including the exami-
nation of miRNA species. The statistical 
analyses needed differ according to the tech-
nology used. The analysis should be carried 
out with consideration of the biochemistry, 
biological material characteristics [ 110 ,  111 ], 
and intrinsic limitations of each miRNA pro-
fi ling platform [ 111 ,  112 ]. Regarding micro-
arrays, to reduce the overall variance in data 
interpretation, researchers developed differ-
ent normalization methods for specifi c 
miRNA microarray platforms, taking into 
account the type of sample, method of RNA 
extraction, dye labeling (one or two colors), 
hybridization and washing conditions, and 
effi cacy of scanning [ 110 – 112 ]. 

 Raw data analysis, ideally, should be per-
formed by two distinct bioinformaticians 

using two independent methods of analysis. 
Using this approach, we were able for exam-
ple to identify a unique miRNA signature 
associated with prognostic factors and disease 
progression in patients with B-cell CLL [ 26 ]. 
Another strategy for analyzing raw data was 
generated by microarray images using the 
GenePix Pro software program (Molecular 
Devices). For a detailed review, we suggest 
reading Volinia et al. [ 113 ] as well as multiple 
additional publications describing various 
methods [ 114 – 117 ].  

    Analysis of MiRNA Function 
and Gene Interaction  

 MiRNAs function primarily by inhibiting 
translation, degrading the target mRNA, or 
altering mRNA stability. This is facilitated 
by the partial sequence homology of the 
miRNA seed sequence with the 3′ untrans-
lated regions of the target mRNAs [ 118 , 
 119 ]. Because of this unique feature, an indi-
vidual miRNA can have multiple targets and 
regulate a large number of protein-coding 
genes [ 120 ]. 
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 As master gene regulators, miRNAs can 
impact a variety of cellular pathways and 
functions. Consequently, miRNAs regulate 
diverse biological processes that are critical 
to development, cell death, proliferation, 
and differentiation. Likewise, given their 
presence in all eukaryotic cells, miRNAs are 
implicated in the deregulation of multiple 
pathways, leading to a variety of diseases in 
humans, animals, and plants [ 119 ,  120 ]. 
Thus, understanding how miRNA expres-
sion is regulated in normal as well as disease-
specifi c cellular processes is critical. For 
example, a variety of miRNAs play impor-
tant roles in various aspects of cellular 
immunity. miR-29 family members play 
critical roles in determining the molecular 
bases for innate and adaptive immune 
responses toward intracellular bacterial 
infections [ 119 ]. Other examples are miR-
208a, miR-208b, and miR-499, which, along 
with MHC genes, have important functions 
in the formation of a regulatory circuit that 
controls cardiac hypertrophy and leads to 
heart failure [ 121 ,  122 ]. 

 Interactions between miRNAs and biologi-
cally important targets can be direct (sequence 
complementarity) or indirect (e.g., via a tran-
scription factor infl uenced by the miRNA). 
Therefore, the step of target identifi cation is 
one of the most important ones for the bio-
logical characterization of a miRNA role in 
the pathogenic mechanisms of a specifi c dis-
ease. The best approach for target identifi ca-
tion is to confi rm the negative expression 
correlation using protein samples obtained 
from the same study subjects who had 
miRNA expression profi led. If a negative cor-
relation is found between array miRNA 
expression and Western blot protein expres-
sion, it should be confi rmed by transfecting 
the miRNA of interest in at least two cell 
lines that express the protein that is thought 
to be a putative target of that miRNA. To 
date, investigators have mainly found nega-
tive correlations between miRNA expression 
and their targets (miRNA inhibition of tran-
scription or translation). This does not, how-
ever, preclude the existence of positive 
correlations. The fi nding that miR-122 has a 
positive infl uence on replication of hepatitis 
C virus by interacting with the 5′-noncoding 
region of the virus is an indication of such 
positive correlations [ 123 ].  

    MiRNA Mimics 
and Inhibitors  

 Manipulation of mRNAs with specifi c oligo-
nucleotides that mimic miRNAs provides 
new opportunities for a better understanding 
of the molecular mechanisms of diseases, 
opening up new avenues of research aimed at 
treatment of pathologies. The concept that 
the cause of a specifi c pathogenesis is solely 
based on alteration of the expression of 
protein- coding genes is no longer tenable 
with the discovery of miRNAs. Pathogenic 
miRNA alterations can be reversed by posi-
tively or negatively modulating the expres-
sion of miRNAs, highlighting the potential of 
these small molecules as pharmacological 
targets. 

 Because of their small size, miRNAs are 
easier to transfer than other molecules, such 
as DNA or mRNA [ 124 ]. Antagomirs, anti- 
miRs, or agonist microRNAs are novel chemi-
cally designed oligonucleotides that prevent 
the interaction of miRNAs with their target 
mRNA molecules. MiRNA mimics have the 
opposite effect, mimicking the effect of miR-
NAs in the cells. Both antagomirs and miRNA 
mimics can be readily introduced into cell 
lines via cold transfection using electropora-
tion or viral and nonviral vectors [ 125 ]. 

 Viruses widely used for miRNA transfer 
include retroviruses, lentiviruses, adenovi-
ruses, adeno-associated viruses, and herpes 
simplex viruses [ 126 ]. Their favorable rate of 
cell uptake and gene and/or tissue specifi city 
has led to their wide use as transfer vectors. 
Their main drawbacks are production 
diffi culties and limited administration capac-
ity due to host-induced acute infl ammatory 
responses [ 127 ]. The antitumoral effect 
achieved with the administration of adeno- 
associated viral vector scAAV8 expressing 
miR-26a, for example, in transgenic mice 
with conditional expression of Myc in the 
liver illustrates the potential role of miRNA 
in therapeutics [ 128 ]. In another study, over-
expression of miR-133 delivered into a 
mouse model using an adenovirus vector led 
to a signifi cant reduction in the number of 
cardiac myocytes in the left ventricle and 
increased expression of fetal genes pointing 
to miR-133 as a therapeutic target in cardiac 
hypertrophy [ 51 ]. 
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 Nonviral miRNA delivery systems are 
constructed from synthetic or natural 
compounds. These systems are generally 
less toxic and less immunogenic than viral 
systems, and they can be easily secured 
and repeatedly utilized. Their main disad-
vantages are reduced effi ciency and short 
expression durations. For example, Rai et al. 
[ 129 ] used a liposomal system carrying 
miR-7 to block the expression of mutant 
epidermal growth factor receptor in lung 
cancer cells. 

 The main obstacle for clinical applications 
of such treatment strategies remains the lim-
ited effi ciency in miRNA delivery. Over the 
years, researchers have developed many deliv-
ery systems, but the focus is still on emerging 
concepts for the delivery of therapeutic 
miRNA mimics and antagomirs [ 130 ]. 

 As mentioned above, miRNAs inhibit the 
expression of genes relevant to different bio-
logical and pathological processes. Not sur-
prisingly, alteration of the miRNA profi le has 
been linked to multiple human illnesses, 
including cancer and cardiovascular and auto-
immune diseases [ 131 – 133 ]. In this sense, 
miRNAs continue to have a strong potential 
as biomarkers for diagnosis [ 70 ,  134 ], prog-
nosis [ 135 ,  136 ], and therapeutic response 
prediction (Fig.  4.5 ).

       Conclusions 

 MiRNAs, fi rst discovered over two decades 
ago, have proven to play a major role in gene 
regulation and transcription in normal as well 

  Figure 4-5       Experimental design and logistic support for evaluation of miRNAs in a selected pathology. A com-
prehensive experimental design and logistic support start with sample processing, quality control, and high- 
throughput miRNA expression pattern and bioinformatics analysis. Once a candidate miRNA is identifi ed, a 
validation process takes place and functional studies are aimed at the elucidation of diagnostic, prognostic, or 
therapeutic roles for the found miRNA       
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as abnormal cells and in many different 
diseases. Cancer, cardiovascular diseases, 
immune system deregulation, and adipogen-
esis, all represent platforms for investigation 
into miRNA communication and molecular 
profi ling in order to better establish an early 
diagnostic and a therapeutic option for differ-
ent patient subgroups. From a pathologists’ 
point of view, miRNA’s discovery was a 
breakthrough for diagnosis, prognostication, 
and therapy prediction. Bringing these mole-
cules and all their complexity from bench to 
the bedside is, at present, a big challenge. The 
investigative frontier in miRNA biology is 
currently centered on the detection of novel 
structures of miRNAs, identifi cation of the 
molecular targets, and potential as yet 
unknown roles. 

 Currently, many research applications for 
miRNAs that could be applied to clinical 
practice can be found among published data, 
mainly in the cancer fi eld. Important exam-
ples are miR-15a and miR-16-1 downregula-
tion in CLL; miR-155 expression levels and 
miR-21 panels as powerful biomarkers also in 
CLL; association of miR-21 with important 
clinicopathological characteristics in non-
small- cell lung cancer, colorectal cancer, and 
invasive ductal carcinomas of the breast; and 
association between the miR-17-92 family 
with many solid tumors, lymphomas, and 
myelomas. 

 From the therapeutic perspective, based 
on clinical trial data, controlling the levels of 
a single miRNA has resulted in only a limited 
effect on the expression level for a target 
gene. The latter could be due to the activation 
of compensatory pathways or an ineffi cient 
delivery. 

 The changes in miRNA pattern have rele-
vant biological signifi cance and may provide 
useful information for identifi cation of the 
early stages of disease, for clinical diagnoses, 
or for the identifi cation of therapeutic targets 
with important implications in personalized 
treatment. 

 By using ISH, the pathologist is able to use 
FFPE or fresh tissue samples with high per-
formance quality and reproducible results. 
This has made it possible to refi ne and vali-
date the data obtained by microarrays and to 
localize particular miRNAs in a given tissue. 
This new technique indicates the remarkable 
stability of miRNAs in archival human  tissues. 

Additional functional genomic techniques 
are still necessary to profi le the upregulated 
and downregulated miRNAs in a patient. 
Microarray technology can be used for the 
assessment of miRNAs in normal and tumor 
tissues. As the expression profi les and func-
tion of miRNAs during disease development 
and progression are further elucidated using 
NGS, their role as biomarkers and therapeu-
tic targets will likely continue to increase.     
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         Introduction 

 Worldwide, cancer remains among the most 
common causes of morbidity and mortality 
constantly presenting challenges in diagnosis 
and clinical management. The effective imple-
mentation of cancer screening methods and 
the improvements in treatment strategies 
have led to a decrease in cancer mortality in 
the last decades. However, despite the 
advances in multidisciplinary treatment strat-
egies and the development of more effi cacious 
systemic therapy, patients with metastatic dis-
ease remain currently incurable. 

 Cancer spreads locally and through blood 
and lymphatic vessels, leading to distant 
metastases. Although the processes underly-
ing metastasis remain largely unknown, single 
cells or cell clusters detaching from the pri-
mary tumor and invading surrounding vessels 
are regarded to be the carriers of metastatic 
spread [ 1 ]. Surrogate markers of this spread 
have been studied for decades [ 2 ]. Regional 

lymphatic spread has long been evaluated in 
lymph nodes, with a more recent focus on the 
assessment of sentinel nodes. Whereas the 
detection of metastatic hematogenous dis-
semination was initially focused on bone mar-
row analysis, it has increasingly shifted to 
peripheral blood, given the invasive nature of 
the bone marrow aspiration procedure. 
Occult metastatic spread is not detectable by 
routine diagnostic and staging methods, and is 
known in literature as the presence of occult 
tumor cells, disseminated tumor cells, micro-
metastases, or, in peripheral blood, circulating 
tumor cells (CTC).  

    Enrichment Techniques 
for CTC  

 The greatest challenge in the detection of 
CTC is their rarity in peripheral blood. Very 
few CTC will be present, even in patients 
with advanced stages of metastatic disease. 
These cells have to be detected among white 
blood cells (5–10 × 10 6 /ml), red blood cells 
(5–9 × 10 9 /ml), and platelets (2.5–4 × 10 8 /
ml). The frequency of CTC is often less than 
1 CTC per ml of peripheral blood. 

 A variety of techniques are currently in use 
for enrichment and detection of CTC. All 
these techniques are based on biological and/
or physical properties that help distinguish 
CTC from all the normal blood cells. A brief 
overview is provided here and the reader is 
referred to excellent, detailed reviews on the 
topic [ 3 – 5 ]. 
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 By far, affi nity-based enrichment is the 
most commonly employed strategy. Affi nity- 
based methods take advantage of antigens 
that are differentially expressed by CTC but 
not by blood cells (e.g., EpCAM, positive 
selection) [ 6 ,  7 ], or vice versa (e.g., CD45, 
negative selection) [ 8 ,  9 ]. A signifi cant 
drawback of positive enrichment strategies 
is that they are only effective for CTC that 
show high expression of the target capture 
antigen; CTC with low or no expression are 
not enriched. For example, EpCAM is het-
erogeneously expressed, even by tumor 
types that are considered to have high 
expression levels (such as breast cancer). 
Furthermore, some epithelial tumors may 
completely lack EpCAM expression (e.g., 
renal cell carcinoma). Evidently, the latter is 
also true for non-epithelial cancers such as 
melanoma. 

 The most common method of affi nity- 
based selection is immunomagnetic separa-
tion using magnetic beads equipped with 
antibodies that bind to either CTC or to 
blood cell antigens [ 10 ]. Other forms of 
immunomagnetic enrichment use columns 
or cartridges that allow for automation of the 
process [ 7 ,  11 ]. In recent years, microchip- 
based affi nity methods have been described 
[ 6 ,  12 ]. 

 Among the oldest approaches for cell 
enrichment are those that take advantage of 
differences in cell density (a physical prop-
erty of the cell). An example of such a 
method is Ficoll Hypaque separation [ 13 ], 
which separates red blood cells from nucle-
ated cells in the peripheral blood or bone 
marrow aspirate, including tumor cells. 
Despite low recovery yield and poor enrich-
ment of the tumor cells by density gradients, 
it remained the standard approach for many 
years [ 14 ,  15 ]. 

 An alternative property of tumor cells that 
has long been considered to be potentially 
useful for enrichment is cell size [ 16 ]. Tumor 
cells, particularly those derived from epithe-
lial tissues, are larger than most blood cells 
[ 17 ]. An advantage of this approach is that a 
broader range of tumors is potentially ame-
nable to size-based separation, without 
dependence on their inherent heterogenous 
antigen expression. Whereas the use of size to 
enrich CTC in blood has been considered for 
almost 50 years [ 16 ], it is only recently that 

size-based separation techniques have 
become commercially available [ 18 ,  19 ]. We 
have developed a size-based microfi lter for 
enrichment and detection of CTC [ 20 ], 
which seems to be highly effi cient and faster 
than affi nity-based separation techniques. 
Further, our platform can be used for detailed 
molecular characterization [ 21 ], which is of 
particular interest for genomic analysis 
of CTC. 

    Size-Based Microchips 
 Several platforms that use size as the capture 
method have been described [ 17 ]. Our group 
has developed a simple size-based parylene 
microfi lter for isolation of CTC with the 
potential for integrated downstream RNA, 
DNA, and multi-marker protein character-
ization. The ability to fabricate high-density 
pore fi lters allowed for enhancement of both 
the enrichment factor and the recovery rate 
of CTC. In initial studies, the achieved recov-
ery rate of tumor cells, spiked into peripheral 
blood, was >90 %. The fi ltration of a 7.5 ml 
blood sample could be performed within a 
few minutes. Using the microfi lter, we were 
able to detect CTC in peripheral blood sam-
ples from 51 of 57 metastatic cancer patients 
that included prostate, colon, breast, and 
bladder cancer patients, compared to 26 of 
57 patients for whom the CellSearch™ 
method was employed. The mean number of 
recovered CTC was 5.5 times higher by the 
microfi lter device compared to CellSearch™ 
[ 20 ]. Another advantage of the parylene fi l-
ter is that parylene is optically transparent 
making it possible for the capture platform 
to simultaneously be used as the analysis 
platform. 

 Alternative size-based separation plat-
forms have also been described [ 22 ]. The 
main difference between the parylene fi lter 
and other sized-based separation platforms is 
the density and regularity of the pores. Most 
fi lters are track-etched, produced by ionizing 
radiation. This results in an irregular pore dis-
tribution, with a low density and signifi cant 
overlap of pores. Some holes are large enough 
to allow CTC to pass through. The parylene 
fi lter is designed with advanced lithography 
techniques, resulting in a highly regular and 
dense pore pattern. The size and shape of the 
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pores can be precisely controlled. The two 
different designs are depicted in Fig.  5.1 .

       Affi nity-Based Microchips 
 One of the fi rst reported microchips for CTC 
enrichment was an affi nity-based microfl u-
idic chip with microposts coated with 
EpCAM antibodies [ 6 ,  12 ]. CTC were suc-
cessfully isolated in each clinical blood sam-
ple tested in all study subjects that included 
metastatic lung, prostate, pancreatic, breast, 
and colon cancer patients. Using this method, 
monitoring of CTC was performed in meta-
static non-small-cell lung cancer patients 
demonstrating correlation of CTC count with 
tumor response [ 23 ]. The affi nity-based 
microfl uidic chip was also capable of captur-
ing tumor cells from which DNA could be 
extracted for  EGFR  mutation analysis [ 12 ]. A 
limitation of such chips is their requirement 
for a very slow fl ow of blood for effi cient cap-
ture of CTC, often taking more than 10 h to 
process 7.5 ml of blood [ 6 ].  

    Other Microchip Methods 
 Among existing alternative methods, a micro-
fl uidic device that utilizes deterministic 
hydrodynamic fl ow and size-based separation 
is described next [ 24 – 26 ]. Inside a microfl u-
idic chamber the device contains a micropost 
array, and the diameter of the circular micro-

post, the distance between the microposts in 
individual rows, and the row-to-row shift 
determine its performance. With such a 
device, separation of plasma from blood cells, 
different types of blood cells from each other, 
and DNA fragments of different size can be 
performed. The time required for relatively 
large volumes of blood samples is consider-
ably longer. 

 Some devices have been developed using 
dielectrophoretic forces applied through the 
microelectrode arrays onto the fi eld. Based on 
their electric properties, cells are positioned 
at a specifi c distance from electrodes [ 25 ,  27 ]. 
This technique has demonstrated 100 % sep-
aration effi ciency when defi ned numbers of 
cultured human breast cancer MDA-231 
cells were spiked into peripheral blood [ 28 , 
 29 ]. A severe limitation of this technique is 
that only a very small sample volume (30 μl) 
can be processed. Given the low number of 
CTC (often less than 1 CTC per ml), this 
technique would not be expected to be use-
ful for the detection or isolation of CTC in 
clinical samples.   

    Detection Methods 

 CTC enrichment methods allow for the ratio 
of target CTC to background cells to be sig-
nifi cantly enhanced. However, none of the 
currently available enrichment methods 

  Figure 5-1    Comparison of the design of track-etch fi lter and a parylene fi lter. On the  left , holes large enough to 
allow CTC to pass through are framed. The parylene fi lter is designed with advanced lithography techniques, 
resulting in a highly regular and dense pore pattern ( right  image) [ 20 ,  21 ]       
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results in a pure population of tumor cells. 
Following enrichment, all separation tech-
niques require a method to distinguish CTC 
from the nonspecifi cally captured cells. 
Several approaches can be performed to iden-
tify tumor cells: cytomorphological charac-
terization of CTC, immunohistochemical/
immunofl uorescent (IHC/IF) detection of 
tumor specifi c antigens, or various real time 
polymerase chain reaction (RT-PCR) 
approaches. Cytomorphological characteriza-
tion relies on classifi cation of tumor cells 
based on their distinct morphological features 
[ 19 ]. Immunocytochemical detection of 
CTC relies on antibody based detection of 
cells using antibodies specifi c for epithelial 
cells. Most commonly used antibodies are 
cytokeratins, including both low- and high-
molecular- weight cytokeratins [ 30 ]. This 
method is now often combined with markers 
such as CD45 that identify the background 

blood (non-CTC) cells. A representative 
cytokeratin-positive cell in a background of 
blood cells is depicted in Fig.  5.2 .

   Multiplex IHC/IF approaches enable 
simultaneous visualization of multiple mark-
ers on a single cell [ 31 ], such as in the repre-
sentative image for detection of cytokeratins 
and the putative breast cancer stem cell 
marker aldehyde dehydrogenase (ALDH) 
(Fig.  5.3 ). Detection of CTC by IHC/IF has 
one major potential drawback, namely, the 
potential to miss cells that lack the expression 
of the targeted antigen. The potential for such 
omission is further suggested by recent litera-
ture demonstrating epithelial–mesenchymal 
transition (EMT) and expression of mesen-
chymal markers by epithelial CTC [ 32 ]. The 
simultaneous use of multiple cytokeratins of 
high and low molecular weight, including 
stem cell associated cytokeratins, has mini-
mized this concern [ 30 ,  33 ].

  Figure 5-2    Detection of a circulating tumor cell in a background of hematopoietic cells. CTC are identifi ed as 
cells that are large in size (i.e., 12–25 μm), nucleated (as demonstrated on 4′6-diamidino-2-phenylindole (DAPI) 
positivity), cytokeratin (CK) positive ( green ), and CD45 negative and display other morphologic features consis-
tent with malignant cells (e.g., a high nuclear to cytoplasmic ratio). In contrast, the lymphocytes display a CK 
negative/CD45 positive ( red ) profi le.     CTC  circulating tumor cells,  CK  cytokeratin       
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       Molecular Characterization 
of CTC  

 It is becoming apparent that intratumoral het-
erogeneity is one of the many factors that could 
be responsible for therapeutic failure and drug 
resistance in cancer. Tumor cell heterogeneity is 
attributed, in part, to one of several key bio-

logic mechanisms of cancer progression. Chief 
among these are the presence of a perpetual 
supply of cancer stem cells (CSC) [ 34 ], the 
process of EMT, and the heterogeneity of 
expression of molecules that determine drug 
response and resistance, including those that 
are therapy targets among cancer cells [ 35 – 37 ]. 
For example, variability in estrogen and proges-
terone receptor expression and Her2-neu 

  Figure 5-3    Double immunofl uorescence for a putative breast cancer stem cell marker ALDH and CK in a Cytospin 
preparation from a mixture of cancer cell lines (MCF7, SUM159, SUM1315, and HEPG2). The sample was assessed 
for ( a ) DAPI ( blue ), ( b ) ALDH using a secondary antibody labeled with DyLight 550 ( yellow ), ( c ) CK with a second-
ary antibody labeled with Alexa Fluor 488 ( green ), and ( d ) all markers merged. The cell indicated with an  arrow  is 
a representative cell positive for ALDH and CK (    DAPI  4′6-diamidino-2-phenylindole,  ALDH  aldehyde dehydroge-
nase,  CK  cytokeratin)       
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status among mammary cancer cells will result 
in heterogeneity of response to therapies 
directed against these targets [ 38 ,  39 ]. Given 
the likely role of CSC in tumor heterogeneity 
and resistance [ 40 ], molecular characterization 
of CSC in the setting of metastatic dissemina-
tion has increasingly gained interest. 

    Cancer Stem Cells 
 Experimental evidence in support of a “can-
cer stem cell model” in various malignancies 
is mounting [ 41 ]. Such a model assumes the 
presence of a small proportion of cells on top 
of a hierarchy of tumor cells with the capabil-
ity of sustaining tumor formation and growth, 
self-renewal and differentiation. Several 
markers of CSC have been identifi ed, includ-
ing a CD44 + CD24 −/low  phenotype and ALDH 
expression in breast and other cancers [ 42 , 
 43 ], and CD133 expression in non-small-cell 
lung cancer and brain tumors [ 44 ,  45 ]. 

 In breast cancer, and presumably other 
cancers, as well, the identifi cation of distinct 
properties and molecular biomarkers of CSC 
may help in the development of more effec-
tive treatment and novel therapeutic targets 
[ 46 ]. In general, the presence of occult micro-
metastases is the rationale behind the use of 
systemic adjuvant chemotherapy following a 
defi nitive local treatment of a primary tumor 
[ 47 ]. The dissemination of CSC may be 
responsible for the failure of adjuvant chemo-
therapies in a proportion of early-stage breast 
cancer patients [ 48 ]. Several in vitro studies 
have demonstrated that putative breast CSC 
are resistant to conventional treatment strate-
gies, including radiation and chemotherapy 
[ 49 – 51 ]. Consequently, the identifi cation of 
breast CSC among CTC may be a promising 
strategy to assess their malignant potential 
and identify novel therapeutic targets. A 
major hurdle for such an approach is the 
hereto limited available knowledge regarding 
CTC phenotypes and the fact that CSC rep-
resent only a proportion of enriched CTC.  

    CSC in Dissemination 
 Pooled analysis of data from nine prior breast 
cancer studies which included a large num-

ber of early-stage patients revealed that the 
presence of disseminated tumor cells (DTC) 
in bone marrow is associated with a poor 
prognosis. Surprisingly, a signifi cant propor-
tion of patients with DTC had a favorable 
survival outcome 10 years or more following 
the diagnosis [ 2 ]. One potential reason for 
such an outcome could be the ability of DTC 
to remain dormant in distant organs. Based 
on the prior observations, we hypothesized 
that CSC not only exist within the primary 
tumor but may represent the most potent 
and virulent cells metastasizing from primary 
breast cancer to distant locations. In order to 
test our hypothesis, we performed a study 
analyzing DTC from breast cancer patients 
enrolled in the ACOS-OG Z-00010 trial for 
the putative breast CSC phenotype 
CD44 + CD24 −/low . The large majority of DTC 
in examined patients had the putative CSC 
phenotype [ 48 ]. This study provided the fi rst 
demonstration that DTC/CTC are primarily 
composed of CSC, in contrast to primary and 
metastatic tumors in which fewer than 10 % 
of cells have a CSC phenotype [ 48 ,  52 ]. This 
fi nding has signifi cant biologic implications, 
as it suggests the relative enrichment for 
breast CSC in the process of metastasis [ 53 ]. 
The fact that the ACOS-OG Z-00010 trial 
patients were early- stage I and II breast can-
cer patients in whom only 3 % of BM sam-
ples were positive for DTC, made the fi nding 
even more signifi cant [ 54 ]. 

 Several studies have since confi rmed these 
fi ndings. In a prospective analysis of bone 
marrow aspirates from high-risk breast cancer 
patients, using cell sorting by fl ow cytometry, 
Reuben et al. [ 55 ] were able to show a high 
percentage of CSC in DTC. Using a similar 
approach, Theodoropoulos et al. demon-
strated the presence of CTC in 67 % of 
patients with metastatic disease, with 35 % of 
CTC displaying the CD44 + /CD24 low  CSC 
phenotype [ 56 ]. In another fl ow cytometry 
study, evaluating peripheral blood from breast 
cancer patients at variable stages, Wang et al. 
showed an increasing percentage of putative 
CSC in correlation with higher tumor stage 
[ 57 ]. The above fi ndings further emphasize 
the need for reliable CTC enrichment meth-
ods allowing for detailed molecular 
characterization.  
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    Epithelial–Mesenchymal 
Transition 
 The ability of tumor cells to undergo EMT is 
crucial for local invasion and gaining access to 
the blood stream through intravasation [ 58 ]. 
The plasticity of tumor cells and their 
 capability to transform and acquire mesen-
chymal characteristics may be derived from 
CSC [ 59 ]. EMT is associated with a specifi c 
set of genetic changes that lead to increased 
tumor cell motility and an invasive pheno-
type. These changes are typically character-
ized by loss of E-Cadherin expression and 
subsequent translocalization of β-catenin 
from the cell membrane into the nucleus, 
increased expression of vimentin, production 
of matrix metalloproteinase enzymes, and 
upregulation of various EMT-inducing tran-
scription factors such as Twist, Snail, and Slug 
[ 60 ]. Thus, EMT provides a potential mecha-
nistic basis for how CTC intravasate in pri-
mary tumors to reach the circulation, and 
subsequently extravasate from the circulation 
to seed tumor implants at distant secondary 
sites. Several studies have evaluated the 
expression of EMT associated markers in 
CTC. In a study involving metastatic breast 
cancer patients, Aktas et al. revealed at least 
one of three EMT markers (Akt2, PI3K, and 
Twist1), assessed by RT-PCR, to be expressed 
by the CTC population in 62 % of patients 
harboring CTC. Patients with CTC who were 
positive for EMT were more likely to fail to 
respond to palliative chemotherapy, antibody 
or hormonal therapy [ 61 ]. Evaluating CTC 
expression of EMT markers Twist and vimen-
tin by immunofl uorescence, Kallergi et al. 
found vimentin/Twist expressing CTC in 
77 % of early-stage breast cancer patients 
compared to 100 % of patients with meta-
static disease [ 62 ]. In a recent study involving 
11 breast cancer patients who were serially 
monitored for CTC phenotype, mesenchy-
mal phenotype CTC were more likely to be 
associated with disease progression. In one 
index patient, the authors were able to dem-
onstrate a reversible shift between the epithe-
lial and mesenchymal phenotype 
corresponding to response to treatment and 
disease progression, respectively [ 63 ]. 

 Additional potential mechanisms that 
could facilitate tumor cell dissemination 

include ameboid motility and collective 
migration of cell clusters [ 64 ]. The occur-
rence of circulating tumor micro-emboli 
(CTM) in metastatic lung cancer patients was 
demonstrated by Hou et al. [ 65 ]. In this study, 
the authors showed that single CTC expressed 
apoptosis related markers at a higher rate 
than CTM. These fi ndings suggest that collec-
tive migration of tumor cells in circulation 
may offer a survival advantage to the tumor. 

 Nevertheless, given the recent evidence 
that at least a portion of CTC are cells transi-
tioning between the epithelial and mesenchy-
mal state [ 63 ] that possess stem cell-like 
properties and the ability of reversible modu-
lation [ 66 ], the functional characterization of 
these processes in CTC is crucial. 
Development of new technologies that will 
enhance sensitivity and effi ciency of CTC 
detection will facilitate functional character-
ization of CTC invasiveness, aggressiveness, 
plasticity, and tumorigenic potential. 
Functional characterization will, in turn, help 
further clarify the mechanisms of tumor cell 
dissemination. 

 Recent advances in CTC enrichment have 
allowed for better genetic and molecular 
characterization of CTC. The latter is carried 
out by various strategies that include fl uores-
cent in situ hybridization (FISH), compara-
tive genomic hybridization (CGH), 
PCR-based techniques and immunofl uores-
cence. These studies have shed light on the 
oncogenic profi le and metastatic potential of 
CTC and have allowed the comparison of the 
genetic profi le of tumor metastases and CTC 
to that of their primary tumor counterpart.  

    Global Genomic Profi ling of CTC 
 One approach to the genetic characteriza-
tion of CTC is the evaluation of whole-
genome copy number alterations in CTC 
in comparison to their primary tumor ori-
gin [ 67 ]. The earliest studies profi ling single 
cells of DTC and CTC were performed 
by Dr. Christoph Klein’s group [ 46 ,  68 , 
 69 ] and provided fundamental knowledge 
on dissemination and metastasis. Using 
genomic and transcriptomic profi ling, the 
authors confi rmed the malignant origin 
of single cells detected in bone marrow of 
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breast  cancer patients. Subsequently, based 
on comprehensive molecular analysis per-
formed on mice transplanted with single 
premalignant  HER-2  transgenic glands, the 
same group was able to defi ne metastasis as 
an early event [ 70 ]. The comparative analy-
ses in these early studies of primary tumors, 
metastases, and DTC provided the impetus 
for the molecular  characterization of sys-
temic disease rather than solely focusing on 
primary tumors [ 71 ]. 

 Technical limitations of CTC isolation effi -
ciency and the diffi culties of performing 
whole-genome analyses on rare cells have 
limited the number of CTC genomic profi le 
studies. Magbanua et al. [ 72 ] developed a 
novel approach for the molecular profi ling of 
CTCs utilizing sequential immunomagnetic 
enrichment steps and fl ow cytometry sorting 
to isolate CTC. The latter was followed by 
whole-genome DNA amplifi cation and array 
CGH analysis. The authors were thus able to 
unveil a wide range of copy number altera-
tions in CTC obtained from peripheral blood 
samples of patients with advanced breast can-
cer. In order to delineate genomic alterations 
specifi c to CTC, the authors performed a 
comparative analysis between the CTC CGH 
dataset and a previously published dataset of 
primary tumor CGH [ 73 ]. Several copy 
number gains were more frequent in CTC 
compared to primary tumors. A sub-analysis 
performed in patients with known  HER-2  
status of primary tumors revealed focal 
amplifi cation of  HER-2  in CTC obtained 
from two patients with  HER-2  positive pri-
mary tumors. In contrast, in eight patients 
with  HER-2  negative primary tumors, the 
CTC samples showed no  HER-2  copy num-
ber gain in six and low-level gains in the 
remaining two. 

 In an earlier study, Paris et al. demonstrated 
that copy number profi les of CTC detected 
in castration resistant prostate cancer patients 
were similar to those of their paired solid 
tumor DNA and distinct from corresponding 
DNA from the remaining depleted mononu-
clear blood cells after EpCAM enrichment of 
CTC [ 74 ]. The study demonstrated the use-
fulness of the collagen adhesion matrix based 
CTC enrichment method for genetic analysis 
of CTC in prostate cancer patients. Similarly, 
Magbanua et al. were able to show the utility 
of immunomagnetic enrichment followed by 

fl uorescence activated cell sorting for isolat-
ing CTC in castration resistant prostate can-
cer. The isolated CTC were successfully used 
to perform copy number profi ling, evaluate 
progression and monitor response to therapy 
[ 75 ]. 

 Recently, Heitzer et al. have tested whether 
tumor-specifi c copy number alterations can 
be detected in the peripheral blood of patients 
with cancer [ 76 ]. The authors evaluated the 
plasma DNA concentration and the fraction 
of DNA fragments in patients with colorectal 
and breast cancer and in healthy controls 
along with CTC detection by CellSearch. 
The presence of biphasic DNA size distribu-
tion was associated with increased CTC 
counts in cancer patients. Further, plasma 
DNA was screened for mutations with deep 
sequencing and an ultrasensitive mutation- 
detection method. In patients with biphasic 
DNA size distribution, an elevated concen-
tration of mutated plasma DNA fragments 
was also detectable. The authors suggested 
that detection and characterization of plasma 
DNA in cancer patients may be useful for 
monitoring the response of cancer patients to 
ongoing treatment. 

 The above studies offer a proof of princi-
ple of the feasibility of CTC analysis for the 
assessment of genomic alterations associated 
with cancer progression and of monitoring 
response to targeted therapy. Prospective tri-
als will be needed to evaluate the usefulness 
of such noninvasive approaches to genomic 
based therapy response prediction assays. 

 Our group has evaluated the feasibility of 
IHC/IF labelling of CTC captured by the 
parylene fi lter described above, for subse-
quent microdissection using a precise and 
contact-free laser microdissection system 
(PALM) and DNA extraction. Figure  5.4  
shows MCF7 breast cancer cells that were 
captured and microdissected using this 
method. The captured CTC underwent DNA 
extraction and whole-genome amplifi cation. 
The DNA quality was verifi ed by multiplex 
PCR according to a previously published pro-
tocol for the evaluation of the DNA quality 
prior to CGH analysis [ 77 ]. Whole-genome 
array CGH analysis using a 44 K Agilent array 
successfully revealed the expected array 
CGH profi le of MCF7 cells.

   The greatest advances in the treatment of 
cancer have been made with combinations of 
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targeted therapies. The identifi cation of 
important pathways and their components as 
well as the characterization of the predictive 
value of specifi c molecular changes have led 
to an improvement in individualization of the 
treatment of cancer patients. With increasing 
knowledge of molecular targets and biomark-
ers, it may become necessary to perform 
genomic profi ling of a large number of 
genomic changes in cancer tissue, metastatic 
sites, and CTC prior to the implementation 
of anticancer therapies. Once multi-targeted 
drugs or combinations of targeted therapies 
become clinically applicable, genomic profi l-
ing may help to optimize treatment. Such 
profi ling may require next-generation 
sequencing of a larger number and combina-
tion of genes, or profi ling of many transla-
tional products. Currently, the technologies 
are limited. For example, the number of 
markers that can be analyzed is limited, 
regardless of their structures (i.e., proteins, 
mRNA, DNA, etc.). Whereas global profi ling 
may add substantial information to the 
understanding of metastasis, heterogeneity of 
tumors, and the biology of disease, the cur-
rent analyses are largely experimental. 
Analyses of specifi c changes, for now, may 
have a more specifi c clinical role in determin-
ing treatment strategies. The development of 
technologies capable of determining a large 
number of clinically relevant biomarkers is 
exigent.  

    Mutation Analyses of CTC 
 Currently, mutation analysis of genetic altera-
tions that predict response to targeted thera-
pies in metastatic-stage cancer patients is 
performed on primary rather than metastatic 
tumor samples. Examples include assessment 
of  KRAS  and  BRAF  mutations, and  EGFR  
mutations in colorectal cancer and lung ade-
nocarcinoma, respectively [ 78 ,  79 ]. Whereas 
determinants of response to a given targeted 
therapy would ideally be assessed in the met-
astatic tumor being treated, obtaining such 
samples through an invasive surgical or imag-
ing procedure is associated with signifi cant 
morbidity and/or expense. Finding a source of 
tumor that can be noninvasively accessed, 
represents the most relevant population of 
tumor cells being treated, and could be seri-
ally accessed through the course of therapy, 
would be ideal. CTC may well represent such 
a source of tumor cells. 

 One of the early studies that demonstrated 
the ability to detect specifi c mutations in cap-
tured CTC to predict response to targeted 
therapies is the study by Punnoose et al. [ 80 ]. 
The authors were able to show the potential 
of CTC mutation analysis of  KRAS  along 
with further molecular analyses to provide 
real-time information on tumor biomarker 
status, including EGFR, Her-2neu, or ER on 
spiked cancer cells from various cancer cell 
lines. Maheswaran et al. demonstrated the 
feasibility of detecting  EGFR  mutations in 
CTC in metastatic lung cancer patients 
undergoing tyrosine kinase inhibitor treat-
ment [ 12 ]. CTC were enriched using a micro-
fl uidic device containing microposts coated 
with antibodies against epithelial cells.  EGFR  
mutation analysis was performed on DNA 
that was recovered using allele-specifi c PCR. 

 Dharmasiri et al. demonstrated the tech-
nical feasibility of detecting  KRAS  mutations 
in colon cancer cell lines spiked into periph-
eral blood [ 81 ]. Subsequently, Yang et al. 
[ 82 ] and Mostert et al. [ 83 ] were able to 
detect  KRAS  mutations in CTC in the 
peripheral blood of colorectal cancer patients. 
The discrepancies occasionally found 
between tissue and CTC  KRAS  mutation 
status were suggested to be due to the lim-
ited number of CTC available [ 83 ]. Gasch 
et al. have recently been able to analyze sin-
gle CTC, obtained by CellSearch based 

  Figure 5-4    Following CK (cytokeratin) immunostaining 
( green ), laser microdissection of the parylene fi lter was 
performed under a precise and contact-free laser 
microdissection system (PALM). The microdissection of 
the fi lter represents a necessary step for single cell 
analyses       
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enrichment, for several genetic alterations in 
49 metastatic colorectal cancer patients [ 76 ]. 
Considerable heterogeneity among patients 
and within individually analyzed cells from 
the same patient was found in regard to 
 EGFR  expression and genetic alterations in 
 EGFR ,  KRAS , and  PIK3  [ 76 ]. 

 Androgen receptor mutation is one of the 
mechanisms leading to castration resistance 
in advanced prostate cancer [ 84 ]. Jiang et al. 
[ 85 ] have established an approach to detect 
such mutations in CTC from these patients 
after enrichment of CTC with the CellSearch 
method. Such an approach may facilitate the 
development of more effective treatment 
strategies in advanced prostate cancer. 

 Technological advances in CTC enrich-
ment and sequencing have made it possible to 
perform genomic profi ling on CTC. Many of 
the described and available technologies have 
the potential to be further developed for 
genomic profi ling of CTC pools and single 
CTC in clinical samples. This will facilitate 
studies of CTC as a tool for liquid biopsy but 
also the evaluation of intra-CTC heterogene-
ity. For downstream analyses, there are many 
possibilities, depending on the questions to be 
addressed. Good single cell DNA quality may 
allow for global array CGH profi ling and 
next-generation sequencing of larger regions 
or selected genes. Finally, specifi c PCR proto-
cols on various platforms may be employed 
to detect particular genetic alterations and 
mutations.  

    Transcriptional CTC Profi ling 
 Transcriptional profi ling of CTC presents a 
signifi cant technical challenge. A study by 
Smirnov et al. was one of the fi rst to attempt 
global gene expression profi ling of CTC in 
colorectal, prostate, and breast cancer patients 
[ 86 ]. Global gene expression profi les of CTC- 
enriched and corresponding CTC-depleted 
portions were generated and a list of CTC- 
specifi c genes was obtained. Subsequently, 
using quantitative RT-PCR, the authors were 
able to differentiate the expression level of a 
set of CTC specifi c genes in patients com-
pared to normal controls. The study illus-
trated, for the fi rst time, the feasibility of 
performing global gene expression profi ling 
in CTC. 

 Barbazan et al. [ 87 ] performed whole- 
transcriptome amplifi cation and gene expres-
sion analyses on affi nity-enriched CTC from 
metastatic colorectal cancer patients. A 410 
gene CTC signature was identifi ed by hier-
archical clustering, which included genes 
related to cell movement, cell adhesion, cell 
death, proliferation, cell signalling, and inter-
action. Confi rmation of several genes was 
performed by quantitative RT-PCR in an 
independent set of patients. Sieuwerts et al. 
[ 88 ] brought attention to the fact that profi l-
ing a low number of CTC may result in dis-
crepant estrogen receptor and HER-2 status 
profi les compared to primary tumor—a fi nd-
ing that could impact the use of current ther-
apeutic strategies in breast cancer [ 35 ,  89 ]. 

 Gene expression profi ling studies, such as 
those evaluating the expression profi les of 
EMT related and CSC signatures in CTC [ 30 , 
 48 ,  51 – 54 ], have enabled a more detailed 
evaluation of the biologic events associated 
with CTC and cancer metastasis. These stud-
ies provide preliminary support for the util-
ity of CTC genomic assessment as a tool for 
exploring the biology of metastasis.  

    Epigenomic and miRNA 
Characterization of CTC 
 Epigenetic events are fundamental to normal 
processes of development and differentiation, 
and are increasingly found to play a substan-
tial role in carcinogenesis. Aberrant DNA 
methylation profi les, histone modifi cation 
and the alterations in micro RNA (miRNA) 
are examples of epigenetic alterations asso-
ciated with cancer formation. Therefore, 
assessment of epigenomic alterations in CTC 
is crucial to further our understanding of the 
biology of cancer metastasis. As with all other 
types of genomic analyses, the rarity of CTC 
in patient samples presents technical chal-
lenges to epigenetic applications. 

 So far, only few studies have evaluated 
DNA methylation in CTC, attempting to 
correlate CTC occurrence with the methyla-
tion status of circulating DNA [ 55 – 57 ]. 
Likewise, few studies have either addressed 
the association of cancer miRNA alterations 
and CTC occurrence or the expression of 
miRNA in CTC. Sieuwerts et al. [ 88 ] were 
able to demonstrate the expression of ten 
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miRNAs in CTC in metastatic breast cancer 
patients. Such studies are bound to become 
more frequent as new prognostic and thera-
peutic applications related to epigenetic 
alterations in cancer emerge.   

    Conclusions 

 The ability to detect and characterize CTC 
remains a technical challenge. Advancements 
in CTC enrichment, detection and character-
ization methods are rapidly being made. In 
the past decade, molecular assessment of 
CTC at the single cell level has provided the 
foundation for improved understanding of 
the biology of metastatic cancer spread. We 
have witnessed an era of great technical 
advancement that has led to the improved 
sensitivity of CTC detection and a better def-
inition of recently discovered molecular pro-
cesses related to CTC occurrence. Advances 
in next-generation sequencing and bioinfor-
matics will no doubt potentiate the fi eld of 
CTC analyses, and, through a better under-
standing of the biologic events associated 
with cancer metastasis, help establish novel 
strategies for cancer treatment. Defi nition of 
single molecular targets, such as mutations 
detected in CTC, may soon infl uence the 
treatment of cancer patients. In the not so dis-
tant future, analyses of “liquid biopsies,” to 
defi ne a large number of molecular targets 
and potential mechanisms of resistance in a 
given patient, will become reality. Such anal-
yses will dynamically guide the treatment of 
cancer patients, and parallel their cancer pro-
gression status.     
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        Introduction 

 Presence of circulating cell-free DNA 
(ccfDNA) in human blood was originally dis-
covered in 1948 by Mandel and Métais [ 1 ]. 
As the name implies, it refers to free-fl oating, 
“naked” DNA that is found in the blood and 
is thought to be derived from normal cells as 
well as cells in various disease states. Interest 
in the potential medical utility of ccfDNA 
resurfaced in the last decade when scientists 
began to explore a use for it in maternal–fetal 
medicine and oncology. More recently, tech-
niques to identify and quantitate ccfDNA 

have been applied to other disease processes 
such as sepsis, myocardial infarction, stroke, 
and diabetes [ 2 – 5 ]. 

 It has been postulated that ccfDNA is 
shed into the circulation by macrophage 
release of necrotic or apoptotic cellular 
debris [ 6 ]. It has also been suggested that 
direct secretion of ccfDNA into the plasma is 
possible [ 7 ]. Thus, despite its presence in the 
circulation, the origin(s) of ccfDNA is (or 
are) not fully known but could involve mul-
tiple not mutually exclusive mechanisms. 
ccfDNA can be found in many different 
human fl uids such as whole blood, serum, 
plasma, and urine, and ccfDNA fragments 
range from 70 to 1,200 base pairs in length 
[ 8 – 10 ]. Researchers have shown that 
ccfDNA has a variable half-life on the order 
of 15 min to a few hours and is quickly 
cleared by the kidney and the liver [ 10 – 13 ]. 
Patients with conditions such as metastatic 
cancer, trauma, myocardial infarction, and 
sepsis have on average a higher concentration 
of overall ccfDNA than normal controls [ 9 , 
 14 – 18 ]. Potential uses for ccfDNA based 
assays in the diagnosis, prognosis, and moni-
toring of various disease states are currently 
under investigation. Several different assays 
are being used for the identifi cation and 
quantifi cation of ccfDNA but currently there 
is no standard platform.  
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   Applications in Maternal–
Fetal Medicine  

 In the late 1970s, fetal cells were fi rst dis-
covered in the maternal circulation and 
subsequent work demonstrated that a small 
percentage of ccfDNA originating from the 
fetus could also be found in the maternal 
blood [ 19 – 21 ]. The advantages of noninva-
sive diagnostic testing that using maternal–
fetal ccfDNA would afford have fueled 
signifi cant subsequent interest. The size of 
fetally derived ccfDNA was determined to 
be <300 base pairs (bp), whereas ccfDNA 
fragments derived from maternal cells are 
>300 bp [ 22 ]. It appears that the fetal frac-
tion of ccfDNA accounts for approximately 
3–6 % of the total ccfDNA population, 
although studies differ slightly, and as ges-
tation continues the percentage may rise 
[ 23 ,  24 ]. 

 Given the small percentage of fetal 
ccfDNA, different technologies with varying 
sensitivities have been examined to detect 
and quantify this minority population of 
DNA. Work using fetus-specifi c methylated 
markers, digital polymerase chain reaction 
(PCR) based technologies, and assays query-
ing for paternal short tandem repeat 
sequences, has allowed for the examination 
of fetal aneuploidies and sex determination 
in multiple reported studies [ 20 ,  25 ,  26 ]. Fan 
et al. used direct shotgun sequencing fol-
lowed by chromosome mapping to establish 
the overrepresentation or underrepresenta-
tion of chromosomes in maternal plasma 
ccfDNA, thereby identifying potential aneu-
ploidy [ 27 ]. Similarly, other investigators 
have employed next-generation massively 
parallel sequencing of maternal plasma DNA 
to detect increased representations of chro-
mosomes 21, 18 and 13 to identify fetuses 
harboring these chromosomal abnormalities 
[ 28 ,  29 ]. In addition, advances in detection 
of ccfDNA from maternal plasma have 
allowed for Rhesus D genotyping and the 
detection of paternally inherited genetic dis-
orders [ 30 ,  31 ]. The feasibility of detecting 
relatively rare fetal DNA molecules in mater-
nal peripheral blood was established with 
these earlier studies which set the stage for 
the applications of these technologies in can-
cer diagnostics.  

   Applications in Cancer 
Diagnostics  

 Using radioimmunoassays, Leon et al. were 
the fi rst to show that the average amount of 
ccfDNA in cancer patients was increased 
compared to healthy individuals without can-
cer [ 32 ]. However, the range of ccfDNA con-
centrations in cancer patients was found to 
vary substantially between 0 and >1,000 ng/
ml of blood with normal subjects typically 
exhibiting ccfDNA concentrations between 0 
and 100 ng/ml [ 12 ,  33 – 35 ]. Given the signifi -
cant overlap of ccfDNA concentrations in 
normal and cancer patients, it became appar-
ent that the total quantity of ccfDNA could 
not be used as a reliable diagnostic tool. 

 Similar to fetal DNA detection from 
maternal blood, the promise of ccfDNA in 
cancer diagnostics and monitoring is based on 
the ability to detect the small population of 
cell-free plasma tumor DNA (ptDNA) from 
the larger population of normal ccfDNA 
through the identifi cation of tumor-specifi c 
(somatic) variations. It should be emphasized 
that the plasma fraction of blood contains 
 cell-free  ptDNA and this is distinct from cur-
rent efforts studying circulating tumor cells 
(CTCs) as cancer biomarkers. Studies have 
demonstrated that for a patient with a tumor 
containing approximately 3 × 10 10  cells, tumor 
DNA comprises 3.3 % of the ccfDNA found 
in the blood stream daily [ 9 ]. In addition, 
multiple groups have demonstrated that the 
size of ptDNA molecules is smaller than that 
of ccfDNA derived from normal cells, and 
typically ranges from 70 to 200 bp [ 8 ,  9 ,  36 ]. 

 Cancer DNA harbors numerous somatic 
changes that include mutations, epigenetic 
alterations, and amplifi cations, as well as rear-
rangements resulting from translocations and 
deletions or insertions. Naturally, ptDNA 
would also harbor these genetic and epigene-
tic changes. Specifi cally, the ptDNA contains 
the same mutations and genomic rearrange-
ments in tumor suppressor genes or onco-
genes which are driving the development and 
progression of the cancer. In addition, so- 
called “passenger” mutations or genetic altera-
tions that are likely the result of tumor genetic 
instability but not of direct functional conse-
quence, are somatic changes that would be 
represented in ptDNA, therefore both driver 
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and passenger mutations/alterations could 
serve as potential cancer markers [ 37 ]. 

 The ability to use a patient’s blood sample 
to perform a “liquid biopsy” allows for the 
identifi cation of residual micrometastatic 
cancer and provides a noninvasive test to 
query for specifi c mutations without surgical 
intervention. In theory, the liquid biopsy 
would be a real-time assessment of molecular 
tumor genotype (qualitative) and existing 
tumor burden (quantitative). The short half- 
life of ptDNA lends itself to be a reliable 
marker of tumor burden and possibly of 
response to therapies. Therefore, the poten-
tial applications for clinical oncology that 
stem from ptDNA detection are vast. This 
technology has the capacity to completely 
change the paradigm of how clinicians make 
decisions regarding adjuvant systemic thera-
pies as well as therapies for metastatic dis-
ease. In the adjuvant setting one could 
theoretically test each patient post-surgery 
to determine if there is residual micrometa-
static disease in order to make an informed 
assessment of the need for adjuvant systemic 
treatment and prevent the administration of 
toxic systemic therapies when not needed. 
Additionally, if validated, such a technique 
could guide the substitution of different 
forms of therapy (e.g., chemotherapy versus 
hormonal versus biologic) in the adjuvant set-
ting or when treating metastatic disease by 
triggering a change of regimen when a 
decrease in “personalized” DNA markers is 
not achieved. Furthermore, real-time knowl-
edge of the molecular profi le of a tumor 
without the need for a biopsy would also help 
drive rational therapies, clinical trial enroll-
ment and create new surrogate endpoints 
allowing for a more rapid pace of drug 
approval. Until the last few years, the tech-
nology to realize these applications had not 
existed. However, with the introduction of 
next-generation sequencing (NGS) technolo-
gies and improvements in digital and emul-
sion PCR, there is now the capacity to identify 
DNA-based genetic biomarkers that are 
unique to a patient’s cancer and to perform 
subsequent analysis of the patient’s plasma to 
quantify the amount of residual tumor bur-
den via the measurement of ptDNA. 

 Mutations in proto-oncogenes and tumor 
suppressor genes found in tumor tissues can 
be detected in the patient’s plasma using the 

above mentioned technologies. Mutations in 
 TP53  for example were found in 42.9 % of 
the plasma DNA samples from patients har-
boring  TP53  mutations in their tumor [ 38 ]. 
Similarly, the relatively common p.V600E 
 BRAF  mutation has been shown to be present 
in ptDNA and has been used to monitor 
patient response to  BRAF  directed therapy 
[ 39 ]. Several studies have examined mutant 
 KRAS  in a primary tumor and identifi ed cor-
responding  KRAS  mutations in the plasma. 
However, these studies demonstrated varying 
sensitivities for ptDNA detection ranging 
from 27 to 100 % [ 40 – 42 ]. 

 In 2005, investigators used a digital PCR 
based technique termed BEAMing (which 
stands for its four primary components: 
Beads, Emulsion, Amplifi cation, and 
Magnetics, described below) to identify 
patients with point mutations in mutant  APC  
molecules in both early stage and metastatic 
colorectal cancer patients [ 9 ]. The authors 
found 100 % concordance between  APC  
mutations in the plasma and the known solid 
tumor  APC  mutations of six metastatic 
colorectal cancer patients. They also analyzed 
16 patients with early stage colorectal cancer 
with known  APC  mutations and found that 
63 % had detectable mutant  APC  DNA in 
their plasma. On average, they described 
11.1 % of the total  APC  gene fragments in 
the plasma of metastatic patients to be 
mutant compared to only 0.04–0.9 % in early 
stage patients, explaining the likely reason for 
decreased sensitivity of detection in that 
group. Subsequent work by the same investi-
gators examined the plasma of 18 patients 
undergoing therapy for colorectal cancer and 
correlated the amount of ptDNA with tumor 
burden using BEAMing for four genes ( APC , 
 PIK3CA ,  TP53 , and  KRAS ) [ 10 ]. This work 
identifi ed a median percentage of 0.18 % of 
ptDNA when separate samples were ana-
lyzed for different mutated genes, fi nding 
similar concentrations of mutant genes in 
ptDNA. These patients were followed after 
surgery with subsequent blood draws and 
assessment of their ptDNA during chemo-
therapy and surveillance. The fi ndings seemed 
to correlate with clinical status. 

 Investigators have also evaluated “hotspot” 
 PIK3CA  mutations (a gene commonly 
mutated in breast and other cancers) in meta-
static breast cancer patients. In a retrospective 
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study, 49 archival matched tumor and plasma 
samples were examined for exon 9 and 20 
hotspot  PIK3CA  mutations using BEAMing 
for both tumor tissues and plasma. They 
found 100 % concordance between the pres-
ence and type of  PIK3CA  mutations in the 
tumor and plasma. However, a subsequent 
prospective study by the same group identi-
fi ed an approximately 70 %  concordance of 
 PIK3CA  mutational status between tumor 
tissues and peripheral blood. This seemingly 
disparate result may have been the effect of 
tumor heterogeneity and clonal evolution, 
since the prospective study used archived pri-
mary cancer tissues along with blood drawn 
at the time of study entry as the source for 
tumor mutational and ptDNA analyses, 
respectively. Blood samples had been drawn 
concurrently with the tumor tissue acquisi-
tion in the retrospective study. Changes in 
 PIK3CA  mutational status were only seen in 
patients whose tumors were harvested more 
than 3 years prior to the blood draw for 
ptDNA analysis [ 43 ]. These results raise con-
cerns regarding the use of archival specimens 
when assessing mutation status and perform-
ing genetic profi ling in cancer patients with 
metastatic disease, as the mutational and 
genomic spectrum may differ signifi cantly 
between primary and metastatic sites of dis-
ease [ 44 ,  45 ]. 

 More recently, several groups have used 
BEAMing to identify point mutations 
involved with disease progression. For exam-
ple, Taniguchi and colleagues have recently 
demonstrated the ability to detect second site 
p.T790M epidermal growth factor receptor 
( EGFR ) mutations in non-small-cell lung 
cancer patients treated with EGFR kinase 
inhibitors [ 46 ]. Interestingly, they also 
detected the same mutation in a signifi cant 
fraction of patients who were not treated 
with these inhibitors suggesting the existence 
of a minority population of cancer cells that 
might lead to the emergence of this clonal 
population upon EGFR kinase inhibitor ther-
apy. In addition, two separate studies reported 
the use of BEAMing to detect the emergence 
of  KRAS  mutations that conferred resistance 
to antibody mediated EGFR targeted thera-
pies [ 47 ,  48 ]. Taken together, these studies 
suggest that a powerful potential use of 
assessing ptDNA status in treated cancer 
patients is the ability to monitor for the emer-

gence of resistant clones with a particular 
mutation or genotype. 

 In hematologic malignancies, there are 
established techniques available to detect 
minimal residual disease in the blood exploit-
ing tumor-specifi c DNA rearrangements. For 
example, in Chronic Myeloid Leukemia 
(CML) detection of the  BCR-ABL1  fusion 
transcript by quantitative real-time PCR 
(qPCR) using PCR primers specifi c for the 
fusion transcript has allowed for real-time 
monitoring of the disease burden and the 
ability to follow response to treatment using 
peripheral blood or bone marrow samples 
[ 49 ]. The capacity to perform such assays in 
solid tumor malignancies has yet to transition 
into clinical practice given the relative rarity 
of known recurrent somatic rearrangements 
in solid tumor malignancies. Because leuke-
mias are by defi nition blood based diseases, 
abundance of leukemic cells in the peripheral 
blood and/or bone marrow facilitates the use 
of qPCR of fusion transcripts as a reliable 
measure of disease burden. In contrast, the 
ability to identify circulating tumor cells 
(CTCs) for most solid malignancies is still 
hindered by low sensitivity though newer 
methods for improving capture and therefore 
sensitivity of isolating CTCs have shown 
promise [ 50 ]. 

 With the understanding that tumor cells 
“shed” DNA as ccfDNA, and the advent of 
NGS technologies, several groups have now 
demonstrated the ability to identify tumor- 
specifi c genetic rearrangements that are 
patient-specifi c. The technology of “mate 
paired end” sequencing can identify many of 
the genomic alterations found in cancers 
including mutations, translocations, amplifi -
cations, deletions, etc. [ 51 ,  52 ]. In 2008, 
Campbell et al. identifi ed the presence of 
multiple patient-specifi c somatic rearrange-
ments in cancer using massively parallel 
sequencing [ 51 ]. To date, hundreds of solid 
tumor samples have been subjected to this 
form of NGS, with rearrangements found in 
virtually all samples and the majority of sam-
ples containing more than ten rearrange-
ments. Using a technology termed PARE for 
Personalized Analysis of Rearranged Ends (a 
technique described later in this chapter), 
investigators from two groups identifi ed 
somatic rearrangements in primary tumor tis-
sue, designed unique patient-specifi c PCR 
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primers and were able to detect and quantify 
personal markers in the plasma of fi ve cancer 
patients [ 53 ,  54 ]. The sensitivity for detecting 
rearranged DNA was calculated to be 1 can-
cer genome equivalent among 390,000 nor-
mal genome equivalents. To minimize false 
negative results both groups recommended 
the use of multiple somatic rearrangement 
markers to increase the reliability of  detection. 
Theoretically these markers should be 100 % 
specifi c, since each marker is validated to 
detect only tumor-specifi c rearrangements. 

 More recently, further work has verifi ed 
that genomic rearrangements can be directly 
identifi ed from the plasma of metastatic can-
cer patients using NGS and specifi c bioinfor-
matics criteria [ 55 ]. In their study, Leary et al. 
expand upon the use of NGS by analyzing 
the copy number of chromosomes found in 
the plasma of metastatic cancer patients com-
pared to healthy controls. Similar to efforts in 
fetal medicine using NGS of maternal plasma 
to query copy number changes of various 
chromosomes, the study demonstrated a 
0.61- to 1.97-fold copy number increase in 
the plasma of cancer patients compared to 
normalized controls. Thus, it is possible to 
detect patients with metastatic cancer com-
pared to normal controls by assessing copy 
number alterations present in ccfDNA. This 
appears to be feasible if the percentage of 
ptDNA compared to ccfDNA is at least 
0.75 %. At this level of ptDNA the assay had 
a sensitivity of >90 % and a specifi city of 
>99 %. However, it should be noted that the 
sensitivity and specifi city of this technique 
are dependent upon the depth of sequencing 
data collected, which refl ects the number of 
DNA molecules that are assayed for each 
individual. 

 As alluded to above, the differing levels of 
sensitivity among ptDNA detection studies 
may refl ect the amount of genome equiva-
lents sampled by the investigators as well as 
the techniques used. With the knowledge 
that there is a greater amount of ccfDNA 
(both tumor and normal derived) in meta-
static cancer patients compared to early stage 
cancer patients, increasing the amount of 
genome equivalents sampled in early stage 
cancer patients is likely to improve the sensi-
tivity of these assays [ 32 ]. In addition, tumor 
heterogeneity can result in a low clonal fre-
quency of a given mutation within a solid 

tumor mass. In this situation, wild-type 
sequences shed from other tumor cells and 
normal cells may signifi cantly decrease the 
amount of ptDNA for the given mutation, 
and will not be refl ective of the overall tumor 
burden [ 40 ,  56 ,  57 ]. Similar issues with dilu-
tion of ptDNA by total ccfDNA have been 
hypothesized to cause diffi culties in the 
detection of loss of heterozygosity (LOH) in 
ptDNA in several studies [ 12 ,  58 – 60 ]. As 
 discussed above, the use of multiple somatic 
alterations as markers can mitigate some of 
these concerns. However, investigators have 
also considered the possibility of using stool, 
urine, and increased volumes of plasma to 
improve the sensitivity of detecting rare 
mutations within ptDNA [ 61 ]. 

 The ratio of long to short DNA fragments 
(DNA integrity) is also being studied as a 
possible biomarker of tumor presence and 
tumor burden. It is technically feasible to 
detect noncoding repetitive DNA sequences 
such as ALU sequences in ccfDNA, and the 
length and ratio of these markers can deter-
mine the DNA integrity within ccfDNA. This 
has led to studies examining whether changes 
in these markers are prognostic and/or diag-
nostic in several types of cancers [ 62 ,  63 ]. 
Testing for DNA integrity could be broadly 
applicable for many cancer subtypes and 
therefore could also improve sensitivities of 
current assays. In addition, studies examining 
epigenetic alterations in the plasma of cancer 
patients, specifi cally detection of promoter 
hypermethylation by methylation-specifi c 
PCR have been performed in various cancer 
subtypes and hold signifi cant promise as 
another biomarker of cancer burden [ 64 ,  65 ].  

   ccfDNA Detection 
Technologies  

 Total ccfDNA can be isolated from the blood, 
plasma, and urine of patients. The majority of 
ccfDNA studies in maternal–fetal medicine 
have used column-based extraction methods 
and/or other automated techniques [ 66 – 68 ]. 
Once isolated, ccfDNA can be measured by 
fl uorescence-based methods utilizing 
PicoGreen staining or UV spectrometry, or by 
qPCR with detection by intercalating dyes such 
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as SYBR green or with dual labeled fl uorescent/
quencher probes (for example, hydrolysis probe 
technology). For the purpose of detecting vari-
ant molecules within ccfDNA such as fetal 
DNA or cancer ptDNA, various methods have 
been developed. BEAMing, Droplet Digital 
PCR, and PARE are among such methods 
which allow for the detection and quantifi ca-
tion of minority ccfDNA populations such as 
ptDNA and will be described below. 

   BEAMing 
 Incorporating an emulsion digital PCR based 
technology, the BEAMing technique is able 
to identify and quantitate rare genetic mole-
cules found in a larger population of normal 
or wild-type DNA molecules [ 10 ,  69 – 71 ]. In 
essence, this technology allows for the rapid, 
massively, and in parallel assessment of indi-
vidual DNA molecules to separate rare 
genetic variants from a “sea” of normal 
DNA. Thus, BEAMing is a method of digital 
PCR, which assesses individual DNA mole-
cules after serial dilution and/or separation 
such that the read-out yields individual reac-
tions with a binary result of either the pres-
ence or absence of variant DNA. Because 
ptDNA represents only a small fraction of 
total ccfDNA, digital PCR techniques, and 
BEAMing in particular, were developed to 
separate this minority population so that 
mutations in ptDNA could be readily 
detected. For applications in oncology, 
BEAMing has successfully been used with 
high sensitivity and specifi city to detect 
somatic point mutations within ptDNA and 
was shown to correlate the amount of ptDNA 
with disease burden as described earlier in 
this chapter [ 9 ,  10 ,  69 ,  72 ]. 

 The technology of BEAMing allows for 
single molecule PCRs to be performed on 
magnetic beads in water-in-oil emulsions 
with genetic variants subsequently quantifi ed 
by fl ow cytometry. The complete method of 
BEAMing consists of six parts as initially 
described by Dressman et al. (Fig.  6.1 ) and 
subsequently updated and improved upon by 
Diehl et al. [ 10 ,  69 ]. What follows is a brief 
description of the various steps:

    Quantifi cation of human genomic DNA from 
plasma samples:  Plasma is subjected to qPCR 
in order to quantify the amount of total 

plasma DNA using a modifi ed version of a 
human LINE-1 qPCR [ 72 ]. 

  Preamplifi cation:  Primer sets are designed 
which correspond to the candidate genes 
mutated in the original tumor sample. An ini-
tial PCR amplifi cation of multiple loci is per-
formed for these regions using the isolated 
plasma DNA as the template material. 
Subsequently, in a second amplifi cation, indi-
vidual amplicons are generated by nested 
primer pairs to create the DNA template. 

  Step 1: Coupling oligonucleotides to beads:  10 μM 
oligonucleotides are attached to streptavidin 
bound beads by incubation in a bind-and- wash 
buffer using a magnet. The oligonucleotides are 
adjusted to have a dual biotin group at the 5′ 
end and average 41 base pairs in length. After 
incubation each bead binds approximately 10 5  
oligonucleotide molecules. 

  Step 2: Preparing microemulsions:  Micro-
emulsions are prepared using a combination 
of oil and aqueous phases in a 2 ml round 
bottom cryogenic vial [ 70 ,  73 ,  74 ]. PCR 
reagents, previously amplifi ed DNA tem-
plate, and oligonucleotide-coupled beads are 
added to the aqueous phase prior to drop 
wise combination of the two phases. The 
droplets should appear similar and all beads 
should be enclosed in 3–9 μm diameter drop-
lets. In addition 5–35 % of the beads should 
contain PCR products to optimize the 
technique. 

  Step 3: PCR cycling:  The water-in-oil emul-
sions are added to a PCR plate at approxi-
mately 80 μl into eight wells. The fi rst few 
rounds of PCR are facilitated by additional 
forward primer added to the solution. 

  Step 4: Magnetic capture of beads:  After ampli-
fi cation the emulsions are broken apart with 
nonionic detergents, the beads are pelleted 
and the oil and a portion of the aqueous solu-
tion are removed. The remaining solution is 
removed through attachment of the beads to 
a magnet and subsequent washes. It is esti-
mated that more than 10,000 PCR products 
are present on each bead. 

  Step 5: Sequence differentiation:  This step employs 
the hybridization of fl uorescein- conjugated 
or biotin-conjugated oligonucleotides to the 
PCR amplifi ed bead product for analysis of 
the variants. One probe is made specifi c for 
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the wild-type allele and another is made spe-
cifi c for the variant allele. The probes are 
bound to their respective targets through vari-
ous washing and incubation steps. 

  Step 6: Flow cytometry:  Magnetic fl ow cytom-
etry and sorting of the beads is performed to 
quantify the variant and the wild- type popu-
lation. Multiple platforms have been used 
including BD Bioscience FACSan, LSR I and 
IIm FACSCalibur, FACSAria, and fl uores-
cence microscopy. 

 Whereas BEAMing provides a sensitive 
and specifi c platform to quantify a very small 
fraction of mutant ptDNA fragments, it poses 
some challenges. Given the fi xed number of 
DNA fragments in each sample, as well as 
BEAMing’s limitation of detection, it is pos-
sible that in early stage cancer patients, 
ptDNA may not be detectable due to a low 
level of genome equivalents. In addition, 
should the initial PCR product have errors 
from the DNA polymerase those errors 
would persist in the ultimate detection of 
mutant DNA. This could affect sensitivity due 
to mismatches between the probe and the 

 target DNA molecule both at the mutation 
being queried, and also in adjacent nucleo-
tides that could affect annealing properties of 
a probe. Another potential limitation of 
BEAMing is the time for developing assays 
for every mutation. This could be relevant for 
the use of BEAMing to measure residual 
tumor burden, because testing of multiple 
somatic alterations will likely be required due 
to the inherent genetic instability and there-
fore heterogeneity of most human cancers. 
Thus, in such a scenario, BEAMing would 
require the development and validation of 
multiple somatic markers with each mutation 
necessitating optimization, adding further 
complexity and costs.  

   Droplet Digital PCR 
 Droplet digital PCR is another variation of 
emulsion based digital PCR based technology 
that, in principle, is similar to BEAMing. 
Analogous to BEAMing, the basis behind 
Droplet digital PCR is that the target sample 
is separated into partitions of single molecules 
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  Figure 6-1    BEAMing. The workfl ow for the BEAMing process is shown. Plasma DNA is extracted and pre-
amplifi ed prior to being partitioned into water-in-oil emulsions with magnetic beads. PCR amplifi cation is then 
carried out on the beads within emulsions, and then emulsions are broken to release amplifi ed DNA on the beads. 
Fluorescent probes specifi c for mutant or wild-type DNA are then hybridized to the PCR products and subjected 
to fl ow cytometry (from Inostics)       
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which individually undergo PCR. The major 
difference is in the partitioning methods. 
While BEAMing uses microliter emulsions 
that are generated using mechanical means, 
droplet technologies use specialized capillary 
equipment to generate emulsions that are in 
the nanoliter and even picoliter size range. In 
theory, this allows for more precise and accu-
rate quantifi cation of nucleic acid variants 
and may afford higher sensitivities in certain 
situations. These next-generation PCR plat-
forms are capable of separating DNA samples 
into tens of thousands to millions of individ-
ual droplets with a random distribution. The 
target alleles in the sample are then amplifi ed 
and using a dual labeled probe each droplet 
provides a fl uorescently positive or negative 
signal via hydrolysis from polymerase activity, 
allowing for quantifi cation of a given target 
molecule. There are currently several differ-
ent droplet digital PCR platforms each with 
advantages and disadvantages with respect to 
sensitivity, costs, and other factors.  

   Microfl uidic Based Digital PCR 
 Although less mature than emulsion based 
digital PCR, the use of microfl uidics for digital 
PCR analysis has been gaining in popularity 
with advances in technology. Due to its less 
developed technology relative to emulsion 
based digital PCR, this chapter will only pro-
vide a brief overview of this nascent fi eld. 
Microfl uidic technology is not new, but its 
application towards digital PCR has only 
recently been applied compared to other com-
peting methods. Microfl uidics involves the 
separation of fl uids into progressively smaller 
channels and chambers such that it is possible 
to force single DNA molecules into specifi ed 
compartments with the use of “one way gates.” 
In essence, the partitioning of DNA molecules 
that normally occurs with emulsions is instead 
achieved through the use of microfl uidic 
“chips” or arrays. These arrays require exquisite 
design and implementation considerations, 
and heretofore the ability to create such 
reagents at a resolution to allow for a massive 
in parallel approach for digital PCR was not 
feasible. However, similar to emulsion based 
PCR, improvements in technology along with 
decreased costs have resulted in viable plat-
forms for microfl uidics based digital PCR, 
with commercial launches imminent.  

   PARE 
 PARE (personalized analysis of rearranged 
ends) (Fig.  6.2 ) was developed to exploit 
somatic rearrangements in cancer DNA for 
biomarker development. The principles of 
PARE are similar to the use of qPCR analy-
sis for CML using the unique fusion tran-
script  BCR-ABL1  that is only present in 
cancer cells but not in normal cells within 
the affected individual. A prime difference, 
however, is the use of ccfDNA, rather than 
cellular derived RNA, for measuring tumor 
burden. With the advent of next-generation 
mate paired end sequencing, Leary et al. 
demonstrated that unique somatic rear-
rangements resulting from translocations, 
amplifi cations, and deletions could be iden-
tifi ed in a patient’s tumor [ 54 ]. Exploiting 
this knowledge to develop personalized bio-
markers, they showed that PCR primers that 
amplifi ed only these rearrangements could 
be used in qPCR assays to detect ptDNA 
from metastatic breast and colon cancer 
patients. Moreover and similar to BEAMing, 
quantitative ptDNA measurements could 
be used to follow responses to systemic 
therapies. The advantage of this approach is 
that specifi city for tumor DNA comes from 
the primers used, similar to its  BCR-ABL1  
transcript counterpart in CML. This obvi-
ates the need to design specifi c probes and 
assays for every somatic cancer alteration 
that is to be used as a biomarker of residual 
disease and response to therapy. A potential 
disadvantage to this approach, however, is 
that the identifi cation of somatic rearrange-
ments presents more challenges in data 
interpretation and bioinformatics compared 
to detecting the point mutations that are 
used for BEAMing. As an example, the costs 
of performing whole-exome sequencing 
have dramatically decreased in recent years, 
and this approach therefore lends itself to 
rapid and easily verifi able somatic muta-
tion detection that would be needed for 
BEAMing and other digital PCR approaches. 
In contrast, PARE does not necessarily rely 
upon digital PCR technologies (although 
likely will require digital PCR for low level 
ptDNA detection), but whole-exome NGS 
will likely be inadequate to identify somatic 
rearrangements in cancer due to the limits 
of this technology, and therefore, whole-
genome sequencing will be needed, requiring 
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signifi cantly more time and costs. It should 
be noted that these two platforms are not 
necessarily competing, and indeed the use 
of both somatic rearrangements and muta-
tions could be complementary for the use of 
ptDNA as personalized cancer biomarkers. 
The PARE technique is detailed in the sup-
plementary information of McBride et al. 
[ 53 ]. See Fig.  6.2  [ 54 ].

   What follows is a brief description of the 
various steps: 

  Step 1: Identifi cation of tumor-specifi c genomic 
rearrangements:  Genomic DNA is extracted 
via standard protocols from the original 
tumor sample. Appropriate libraries are cre-
ated from this genomic DNA according to 
the sequencing platform to be utilized. 
Massively parallel, paired-end sequencing is 
then performed according to the technology 
being used. Campbell et al. described paired- 
end sequencing of at least 25–35 bp from 
either end as generating the ideal coverage 
for detecting appropriate rearrangements 
[ 51 ]. Once sequenced, alignment is per-

formed to the reference human genome. 
Using bioinformatics and other computa-
tional algorithms, putative genomic rear-
rangements can be identifi ed. 

  Step 2: Identifying tumor-specifi c rearrange-
ments:  A variety of bioinformatics tools can 
be utilized to identify putative intrachro-
mosomal and interchromosomal somatic 
rearrangements. At least two reads spanning 
the same rearrangement should be consid-
ered, for example paired end reads on the 
same chromosome mapping <100 kb apart 
or both ends mapping within 50 kb of a 
change in copy number are indicators of 
possible rearrangements. Once putative 
rearrangements are identifi ed, PCR primers 
on either side of the presumed rearrange-
ments can be designed and sequencing of 
PCR products in both tumor and normal 
can be performed to confi rm a bona fi de 
somatic rearrangement. 

  Step 3: Design of primers to detect tumor- specifi c 
rearrangements:  Each confi rmed tumor-specifi c 

  Figure 6-2    PARE for monitoring ptDNA. Cancer DNA is extracted from resected tumor tissues and then used for 
NGS to identify somatic genomic rearrangements (from translocations, deletions, amplifi cations). Plasma is also 
obtained from the patient and ptDNA extracted. Cancer-specifi c PCR primers that will amplify only structural 
rearrangements are then used to query ptDNA via qPCR. ptDNA plasma tumor DNA       
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somatic rearrangement is examined for 
 suitability as a marker by assessing copy 
 number changes, uniqueness of surrounding 
DNA, and its possible role as a causal gene/
noncoding region in cancer and/or drug resis-
tance. Ideally three to four or more somatic 
rearrangements should be identifi ed per 
patient as genetic heterogeneity and tumor 
evolution can result in the loss of a given 
marker over time [ 43 ]. Based on the approach 
of quantifying  IGH  rearrangements in acute 
lymphoblastic leukemia, the next step entails 
the use of nested PCR to amplify the rear-
rangements [ 75 ]. 

  Step 4: Extraction of free DNA from serum and 
subsequent quantifi cation of somatic rearrange-
ments:  Plasma has been shown to be a richer 
and higher quality source of ccfDNA than 
serum, but plasma used for ccfDNA analysis 
must be spun down after collection in EDTA 
within 2 h of venipuncture. The exact amount 
of plasma to collect is unclear due to the wide 
range of ccfDNA found in patients with early 
versus late stages of cancer. However, in gen-
eral, the greater the volume of blood in a 
given sample, the more genome equivalents 
of ccfDNA are present. Therefore, the poten-
tial and sensitivity of detecting ptDNA is 
directly affected by the number of genome 
equivalents assayed, and therefore second-
arily affected by the amount of blood drawn 
from an individual patient. After genomic 
DNA extraction either qPCR or digital PCR 
can be employed depending on the 
platform(s) used, to identify and quantitate 
the amount of ptDNA in the patient at the 
time of blood draw 

 In summary, PARE offers great promise in 
individualized cancer medicine. Genetic bio-
markers assayed by the PARE technique can 
be created to detect disease burden in the 
plasma of early stage and metastatic cancer 
patients. However, issues similar to those 
encountered with BEAMing exist in terms of 
sensitivity of the technique, and the quantity 
of ptDNA sampled, if low, may lead to false 
negative results. Whereas the current cost and 
speed of NGS could be perceived to be pro-
hibitive for PARE use in clinical applications, 
the anticipated decreasing costs and improve-
ments in technology will likely greatly 
enhance the ease and applicability of this 
technique.   

   Additional Medical 
Applications of ccfDNA  

 In addition to cancer and maternal–fetal 
medicine, there are other potential uses for 
ccfDNA in medical diagnostics. However, the 
majority of these applications involve the 
simple quantifi cation of total ccfDNA as 
there is no mutant or minority variant DNA 
population to analyze. For example, investiga-
tors have studied patients who have under-
gone traumas or burns and correlated the 
amount of ccfDNA with the severity of 
injury, patient outcome and length of hospital 
stay [ 16 ,  17 ,  76 ]. Others have analyzed the 
ability of ccfDNA levels to predict the need 
for ventilator use in an ICU setting with two 
of the three studies demonstrating increased 
mortality and ventilator requirements in 
patients with high levels of ccfDNA [ 4 ,  18 , 
 77 ]. In addition, ccfDNA levels were found 
to predict occurrence of sepsis. Studies 
attempting to characterize the change in 
ccfDNA associated with myocardial infarc-
tion for prognostic purposes have also been 
conducted. For example, one study demon-
strated that higher levels of ccfDNA corre-
sponded with increasing levels of myocardial 
damage and subsequent cardiac outcome 
[ 78 ]. A separate study correlated classic car-
diac ischemic markers such as troponin and 
creatinine kinase with increasing levels of 
ccfDNA [ 3 ]. Similar research has also been 
carried out in patients with stroke, and it was 
shown that levels of ccfDNA in these patients 
have prognostic signifi cance [ 2 ]. Finally, 
ccfDNA levels have been examined to better 
assess sickle cell crisis. In one study, a higher 
level of ccfDNA was found in sickle cell 
patients diagnosed with acute pain crisis [ 79 ]. 
Further research in these areas will undoubt-
edly lead to new and better methods of assess-
ing ccfDNA for the improved management 
of human health and disease.  

   Conclusions 

 Future directions for the fi eld of digital PCR 
and nucleic acid detection include improve-
ments in technology, potential new assays to 
measure circulating nucleic acids from body 
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fl uids and tissues, and new applications of 
these methods to other disease states. From a 
technical standpoint, the use of additional cir-
culating nucleic acids is being examined as an 
adjuvant or superior method of detecting 
residual disease and mutation profi ling in can-
cer and other disease states. Specifi cally, circu-
lating messenger RNA (mRNA) has been 
shown to be present in the serum of humans 
although the cellular origin of  circulating 
mRNA is less clear than that of 
ccfDNA. Circulating cell free mRNA can be 
detected using microarray technologies or 
reverse transcription qPCR [ 80 ]. Investigators 
are currently examining whether circulating 
mRNA could aid in differentiating between 
bacterial versus viral infections in critically ill 
patients. In addition, the ability of donor- 
specifi c ccfDNA and circulating mRNA to 
predict graft rejection in transplant patients 
has been explored. Interestingly, for these 
assays, it appears that urinary mRNA may 
afford a more reliable predictor of rejection 
[ 81 ]. Circulating mRNA is also being investi-
gated in the early diagnosis of diabetic retinop-
athy and diabetic neuropathy. By screening for 
organ-specifi c mRNA in the plasma, investiga-
tors are attempting to diagnose these diabetic 
complications sooner, with the hope that ear-
lier intervention would lead to improved out-
comes [ 5 ,  82 ]. Finally, microRNAs (miRNAs), 
which are noncoding RNA species that can 
regulate gene expression of coding genes, have 
been described in the serum of cancer patients 
with B cell lymphoma and serum miRNA lev-
els have also been shown to correlate with 
metastases [ 83 ,  84 ]. 

 Although great progress has been made in 
exploiting ccfDNA for cancer and other dis-
ease states, there is much room for further 
discovery and progress. A current critical bar-
rier is the diffi culty in detecting a relatively 
small percentage of mutant or variant mole-
cules in a majority fraction of associated nor-
mal/wild-type ccfDNA. Although this 
chapter has described some of the current 
methods for quantifi cation and detection of 
these small populations of ccfDNA, there is 
currently neither an industry standard nor 
widespread clinical acceptance for the use of 
ccfDNA, nor a uniformly agreed upon plat-
form. Future studies are needed to establish 
the best techniques to quantify, detect, and 
monitor ccfDNA, and appropriate criteria for 

ccfDNA surveillance will need to be devel-
oped with prospective clinical trials. Through 
standardization and improved detection tech-
nologies, the future holds great promise for 
the development and implementation of clin-
ical assays that will enable ccfDNA to help 
clinicians and their patients make better and 
more informed therapeutic decisions.     
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         Introduction 

 Sequencing of the fi rst human genome took 
over 10 years and cost more than $2 billion 
[ 1 ]. Current massively parallel next- 
generation methods allow a whole genome 
to be sequenced in weeks at costs under 
$10,000 [ 2 ]. Pathologists, as the directors of 
clinical laboratories, have the expertise to 
effectively translate genomic technology to 
patient care. To play this important role, 

pathologists must be trained in genomic 
methods and result interpretation. This 
chapter provides evidence demonstrating the 
need for genomic pathology education, 
addresses the progress to date of several edu-
cational initiatives, and suggests possible 
ways to improve future training. 

 Much of molecular pathology involves 
testing for single gene variants (e.g.,  BRCA ). 
For the purpose of this chapter, genomics 
refers to analysis of large portions of the 
genome with a single “test.” Aside from the 
whole genome, only gene-coding regions 
(exome) or expressed genes (transcriptome) 
can be sequenced. Chip-based testing, as well 
as other approaches, can be utilized in the 
analysis of hundreds of genes, millions of 
single- nucleotide polymorphisms (SNPs) or 
copy number variation across the genome.  

    Integration of Genomic 
Testing into Clinical Care  

 Genomic testing is being incorporated into 
almost all areas of medicine. In oncology, 
genomic analysis of tumors has already led 
to personalized chemotherapy, as exempli-
fi ed by the following cases. In 2007, a patient 
was diagnosed with an oral adenocarcinoma 
[ 3 ]. Despite excision and adjuvant radia-
tion, the tumor metastasized to the lung. 
Although treated with an epidermal growth 
factor receptor (EGFR) tyrosine kinase 
inhibitor (based on increased EGFR immu-
nohistochemical (IHC) staining), the tumor 
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continued to grow. Lacking additional che-
motherapeutic options, whole-genome and 
-transcriptome sequencing was performed on 
a lung biopsy specimen. This analysis demon-
strated upregulation of the  RET  oncogene, 
and this fi nding was confi rmed with fl uores-
cent in situ hybridization (FISH) analysis as 
well as IHC staining. Subsequent treatment 
with a RET tyrosine kinase  inhibitor led to 
stabilization of disease for 4 months. Upon 
disease progression, sequencing of a new 
biopsy specimen revealed mutations that 
could bypass the RET inhibition. 

 In a second illustrative oncology case, a 
patient developed what appeared, by mor-
phology, to be acute promyelocytic leukemia 
(APML) [ 4 ]. The corresponding  PML-RAR  
rearrangement, however, could not be 
detected using a standard FISH assay. Using 
next-generation sequencing (NGS) methods, 
a cytogenetically cryptic  PML-RAR  fusion 
was identifi ed and this result was subse-
quently confi rmed by FISH and polymerase 
chain reaction (PCR) assays. Determination 
of the genetic basis of the disease led to 
appropriate treatment with all-trans retinoic 
acid. The entire diagnostic process was com-
pleted in approximately 7 weeks. 

 In addition to whole-genome sequencing, 
gene-panels are becoming more commonly 
used in a variety of cancers. For breast cancer, 
both a 21-gene and a 70-gene assay per-
formed on tumor samples are commercially 
available to provide information regarding 
risk of recurrence and possible need for che-
motherapy [ 5 ]. A 167-gene assay has also 
been developed to help determine appropri-
ate management of cytologically indetermi-
nate thyroid nodules [ 6 ]. A 13-gene panel of 
oncogenes has been used to guide pharmaco-
logic management of cancer patients. In a 
prospective study of salivary duct carcinoma 
cases, the assay infl uenced treatment deci-
sions in six of eight patients tested [ 7 ]. 

 Genomic technology has also been applied 
to non-neoplastic diseases. A 15-month-old 
presented with intractable infl ammatory 
bowel disease (IBD) requiring multiple surgi-
cal interventions [ 8 ]. Whole-exome sequenc-
ing led to the discovery of a variant in the 
X-linked inhibitor of apoptosis gene (XIAP). 
Defi ciency of this gene can lead to hemo-
phagocytic histolymphiocytosis (HLH). 
Although not typically associated with colitis, 

given the prognostic implications of HLH, 
the patient underwent a bone marrow trans-
plant and the procedure appears to have 
cured the patient’s IBD. Genomic testing has 
also revealed the genetic cause of other rare 
diseases [ 9 ]. Results may not always have an 
immediate direct effect on patient care but 
can lead to insights into the disease 
pathophysiology. 

 Genomics applications are not limited to 
disease state and are increasingly being 
offered to healthy individuals. Pre-conception 
risk assessment and prenatal diagnosis are 
examples of the latter applications. For 
women planning a pregnancy, a commercially 
available single test assesses risk for over 100 
genetic diseases and is offered at a relatively 
low cost of approximately $350 [ 10 ]. A sec-
ond NGS-based test to detect fetal trisomy 
13, 18, and 21 in maternal peripheral blood is 
also commercially available [ 11 ]. Using a 
sample of the mother’s blood, cell-free DNA 
is isolated and sequenced and the amount of 
representation from each chromosome is 
quantifi ed. For example, an excess of chromo-
some 21 DNA is consistent with Down 
Syndrome in the fetus. Recent head-to-head 
studies have also shown that chromosomal 
microarrays compare favorably to standard 
karyotyping in regard to prenatal diagnosis 
and determining abnormalities associated 
with stillbirth [ 12 ,  13 ]. 

 Genomic testing has also been performed 
on healthy individuals outside the setting of 
pregnancy. In transfusion medicine, high- 
throughput assays have been developed to 
determine the blood group antigen genotypes 
of healthy donors [ 14 ]. This genotyping will 
allow better donor–recipient matching and 
identifi cation of donors with rare variants for 
which classic serologic methods are of limited 
utility. In regard to the potential role of 
genomics in preventive medicine, a study 
published in 2010 described the whole- 
genome sequencing of a blood sample from a 
40-year-old male with a family history of sud-
den cardiac death and coronary artery disease 
[ 15 ]. Over two million SNPs and 752 copy 
number variants were analyzed with results 
suggesting an increased risk of myocardial 
infarction and diabetes. In addition, several 
variants in genes associated with sudden car-
diac death and response to medication were 
identifi ed. In another study, 20 samples were 
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collected over a 14-month period from a 54 
year old male [ 16 ]. Whole-genome and tran-
scriptome analysis was performed and over 
one million gene-associated variants were 
identifi ed. Some of these variants were associ-
ated with increased risk for diseases such as 
diabetes and basal cell carcinoma. Interestingly, 
the patient developed  indicators of type 2 dia-
betes during the course of the study. 

 In addition to sequencing human genomes, 
NGS methods are being applied to microbio-
logic testing. During the 2011  E. coli  outbreak 
in Europe, the entire sequence of the caus-
ative organism was determined in a less than 
a week [ 17 ]. During a recent tuberculosis 
outbreak in Canada, whole-genome sequenc-
ing of 32 isolates led to the determination of 
the outbreak epidemiology when traditional 
methods failed [ 18 ].  

    Are Physicians Prepared 
for the Genomic Era?  

 The application of genomic testing to patient 
care will only continue to increase. As such, 
physicians must be prepared to understand 
appropriate ordering practice and the inter-
pretation of these new assays. Unfortunately, 
there is evidence that many physicians do not 
understand single-gene molecular testing, 
let alone genomic analysis. 

 A study from 1997 examined physician 
practice in testing for the  APC  gene variant 
associated with familial adenomatous polyp-
osis [ 19 ]. In approximately 20 % of cases, an 
inappropriate strategy for pre-symptomatic 
testing was used and 32 % of the results were 
misinterpreted by ordering physicians. Over a 
decade later, physician ability to appropri-
ately utilize and interpret genetic tests does 
not appear to have improved. In 2010, genetic 
counselors at a large reference laboratory 
examined test ordering practice for 36 molec-
ular tests and corrected inappropriate orders 
[ 20 ]. There were issues with approximately 
30 % of ordered test (1,200 orders). In the 
majority of these cases (68 %), the wrong test 
was ordered. The most frequent inappropriate 
test orders were for  NF1  deletion/duplication 
testing and alpha globin sequencing where 
80 % and 64 % of orders were cancelled, 
respectively. 

 Physicians are aware of their need for 
acquiring additional knowledge of genetic 
testing. In one survey-based study of over 200 
internists, while 65 % stated that they have 
counseled a patient on a genetic issue and 
44 % had ordered a genetic test in the past 6 
months, 74 % rated their knowledge of genet-
ics as “somewhat poor” or “very poor” and 
approximately 80 % indicated a need for 
additional training [ 21 ]. In another study 
involving 401 family physicians, 55 % 
reported that they had no awareness of the 
Genetic Information Non-Discrimination 
Act (GINA) [ 22 ].  

    Current Physician Training 
in Genomics  

 Clearly, many of today’s practicing physicians 
have diffi culty interpreting single gene testing 
and are not prepared for the genomic era. The 
lack of knowledge is perhaps not surprising 
given the content of medical school courses 
in genetics. In a 2007 study evaluating 112 of 
these courses in the USA and Canada, only 
11 % included “practical training” in medical 
genetics [ 23 ]. Consistent with the latter fi nd-
ing, a major conclusion of a separate focus- 
group based study involving family medicine 
residents was that medical school genetics 
training “dealt with rare disorders and was not 
clinically relevant” [ 24 ]. 

 Others have recognized this gap in medi-
cal education and there have been numerous 
publications calling for greater training in 
genomic medicine [ 25 – 28 ]. There are, how-
ever, relatively few published initiatives to 
improve health professional knowledge in 
this area. Since the above study of medical 
school genetics courses, there has been lim-
ited evidence of widespread integration of 
genomic medicine education into medical 
school training [ 29 – 31 ]. There is, however, 
evidence for innovation such as the “genes-to- 
society” curriculum developed at Johns 
Hopkins University [ 32 ]. Implemented in 
2009, this 15 month course endeavors to 
incorporate genomics as a “horizontal strand” 
during the fi rst and second years of medical 
school. 

 Beyond medical school, a set of core com-
petencies approved by the European Society 
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of Medical Genetics was published in 2010 
[ 33 ]. Whereas labeled as addressing the “chal-
lenge of genomic medicine,” the competen-
cies established for nongenetic specialists are 
not suffi ciently detailed and include only 
basic goals such as to “identify individuals 
with or at risk of a genetic condition” and 
“manage patients with genetic conditions, 
using accepted guidelines.” In the USA, a 
project that aims at generating interactive 
tools for genomic medicine education as well 
as teaching modules related to genomic biol-
ogy, disease susceptibility, and pharmacoge-
nomics remains in the planning stages [ 34 ].  

    The Important Role 
of Pathologists 
in the Genomic Era  

 Pathologists are in a unique position to assist 
in translating genomic technology to clinical 
care. Pathologists already direct the laborato-
ries offering single gene testing and have the 
expertise in ensuring accurate and precise 
results. As the authors of the aforementioned 
study involving detection of a cryptic  PML- 
RAR   fusion transcript wrote, “to fully use this 
potentially transformative technology to 
make informed clinical decisions, standards 
will have to be developed that allow for 
CLIA-College of American Pathologists certi-
fi cation of whole-genome sequencing” [ 4 ]. 

 Almost all specimens used for genomic 
testing will pass through the pathology labo-
ratory. In anatomic pathology, a pathologist 
must fi rst determine that there is a malignant 
process before sending for assays that deter-
mine prognosis or potential chemotherapy 
regimens in a given neoplastic disease. In 
addition, the pathologist must also ensure 
that an appropriate sample is sent. 
Determining the type of processing (fresh 
versus frozen or formalin-fi xed) and the por-
tion of the specimen to analyze are crucial in 
providing accurate results [ 35 ]. In clinical 
pathology, whether in the blood bank, micro-
biology, hematology, or molecular pathology 
laboratories, pathologists have access to sam-
ples for genomic analysis. Furthermore, 
pathologists are already versed in incorporat-
ing genetic data into pathology reports that 

enable other clinicians to understand the 
results and act appropriately. 

 Given the experience and training of 
pathologists in sample preparation, assay vali-
dation and quality control, one can argue that 
without pathologists overseeing genomic 
testing, there is the potential for patient harm. 
As evidence of such potential danger, in 2009, 
a direct to consumer (DTC) genomic testing 
company mixed up samples, leading to clients 
receiving incorrect results suggesting risk for 
a variety of diseases [ 36 ]. 

 Commercially offered DTC genomic tests 
typically use gene chips to study over a mil-
lion SNPs. Some SNPs are associated with 
increased risk of disease based on genome 
wide association studies (GWAS) [ 37 ] that 
use a case control design to determine SNPs 
associated with a specifi c disease or trait. The 
results from GWAS, however, are meant to be 
used on a population basis and not to deter-
mine individual risk. The previously men-
tioned whole-genome sequencing studies on 
healthy individuals for the assessment of sud-
den cardiac death and diabetes also used 
GWAS data to determine disease susceptibil-
ity [ 15 ,  16 ]. As noted by the authors of one of 
these studies, when a patient has multiple risk 
factors for a disease (e.g., diet, smoking status, 
medication use, genetic variants), currently 
“no methods exist for statistical integration of 
such conditionally dependent risks” [ 15 ]. 

 This diffi culty of determining true pretest 
probability, as well as which genetic variants 
are clinically signifi cant, has signifi cant impli-
cations for patient care. In a study where 
identical samples from fi ve individuals were 
sent to two different DTC genomic testing 
companies, the results were discordant in 
33 % of the time (e.g., an individual received 
a report of an increased risk for a disease from 
one company and average or decreased risk 
for the same disease from the other) [ 38 ]. 

 Pathologists are well versed in many of the 
statistical issues that arise in the setting of 
genomic testing [ 39 ]. For example, a test with 
very high test specifi city (>99 %) may still 
have a low positive predictive value if the 
prevalence of the disease in the population 
tested is very low. This issue is compounded 
considering that most genomic tests are made 
up of many individual “tests” (e.g., a multi- 
gene panel) which increases the risk of false- 
positive results [ 40 ]. In the genomic era, 
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pathologists’ familiarity with issues related to 
statistics, accuracy, precision, and quality con-
trol will be vitally important. 

 Given the above, pathologists need to be 
centrally involved in translating genomic 
methods to patient care. As genomic testing 
will affect all areas of medicine, however, 
pathologists will need to collaborate with 
other specialists such as genetic counselors 
and medical geneticists. In a pilot study, 
pathologists developed a workfl ow for tumor 
analysis consisting of sample processing, 
sequencing and result validation [ 2 ]. While 
the authors “anticipate that the molecular 
genetics and pathology communities will 
move high-throughput sequencing toward 
CLIA certifi cation, which will ultimately 
reduce costs and improve turnaround time,” 
they also describe the formation of a 
“genomic” tumor board consisting of oncolo-
gists, medical geneticists, ethicists as well as 
pathologists. 

 It is important to note, however, that there 
are currently less than 3,000 molecular genet-
icists and genetic counselors in the USA with 
only approximately 500 being certifi ed each 
year [ 34 ]. In contrast, there are approxi-
mately 20,000 board certifi ed pathologists 
[ 41 ]. As such, pathologists not only have the 
expertise but the workforce needed to trans-
late genomic testing to patient care, even if 
only a subset of pathologists will specialize in 
this area.  

    Single Program Approaches 
to Genomic Pathology 
Training  

 As can be surmised from the above discus-
sion, there is a strong case for training pathol-
ogists in genomics. In 2010, a group of 
representatives from leading pathology orga-
nizations, insurance consortiums, industry, 
the National Institutes of Health (NIH), and 
the military met at the Banbury Conference 
Center at Cold Spring Harbor Laboratory to 
discuss the future of genomic pathology. 
Recommendations from the meeting listed 
seven “blue dot” projects to help ensure that 
pathologists play a signifi cant role in apply-
ing genomic technology to patient care [ 42 ]. 

One of these projects (Blue dot project #1) 
had the goal “to ensure that every 
Accreditation Council for Graduate Medical 
Education (ACGME)-approved residency in 
pathology in North America includes a man-
datory curriculum in genomics and personal-
ized medicine.” An editorial published in the 
same issue of the American Journal of Clinical 
Pathology as the Banbury Conference recom-
mendations stated “although all seven proj-
ects certainly have merit and are important to 
pathologists … project 1 is, without doubt, a 
‘no-brainer’” and “the need to introduce NGS 
and whole-genome technology topics into 
medical student and pathology resident edu-
cation is mandatory” [ 43 ]. 

 Given current medical school training, 
individuals entering pathology residency 
would be expected to have a limited back-
ground in genetics and genomics. Although 
pathology residency programs are currently 
required by The Accreditation Council of 
Graduate Medical Education (ACGME) to 
have training in “molecular biology,” the infor-
mation form submitted prior to site inspec-
tion only asks programs to document 
instruction related to FISH, PCR, DNA 
sequencing and microarray techniques [ 44 ]. 
There are also no genomic pathology-specifi c 
requirements for molecular genetic pathol-
ogy fellowship programs. 

 In the absence of current ACGME require-
ments, but recognizing the importance of 
educating pathologists in genomic methods, 
several pathology residency programs have 
established genomic pathology curricula and 
two programs have published their approach. 
In 2009, faculty at Beth Israel Deaconess 
Medical Center (BIDMC) established a man-
datory resident curriculum in genomic 
pathology. Knowledge, affective, and 
performance- based objectives were included 
[ 45 ]. First, residents attended three lectures. 
An introductory lecture provided an over-
view of genomics and the important role a 
pathologist is expected to play in genomic 
testing. The second focused on genomic test-
ing methods such as NGS. Recognizing the 
need for inter-specialty collaboration, the 
third lecture focused on communicating 
genetic and genomic test results to patients 
and was given by BIDMC genetic counselors. 

 The three lectures provided a strong 
knowledge-base for the other components of 
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the curriculum. To demonstrate the ability to 
apply this knowledge, residents were asked 
to select a paper on a disease of their choice 
that used genomic methods. With a faculty 
advisor, the resident reviewed the paper and 
delivered a 15-min presentation to his/her 
peers describing the fi ndings. A wide variety 
of conditions including both malignant (e.g., 
melanoma) and nonmalignant (e.g., macular 
degeneration) were discussed. Demonstrating 
the thoroughness of the literature review, in 
the fi rst year of administering the genomic 
pathology curriculum at BIDMC, two resi-
dents found an error on a DTC company 
Web site. For a variant associated with mul-
tiple sclerosis risk, the Web site listed the 
odds ratio as 1.8. When the residents exam-
ined the cited paper, the odds ratio was actu-
ally 1.37 [ 46 ]. 

 The fi nal component of the curriculum, 
offering residents free-of-charge DTC 
genomic testing, allowed participants to 
appreciate affective issues related to genomic 
testing (i.e., the impact testing has on 
patients). A company was selected that uti-
lized SNP analysis and GWAS to determine 
risk for 40 conditions and also provided 
genetic counselors to help answer questions. 
The testing was completely voluntary, not 
required to participate in the curriculum 
and results were only seen by the resident 
who ordered the testing. In addition, the 
curriculum was scheduled over several 
months (while residents were on other rota-
tions), so participants were able to hear the 
lectures and have an adequate knowledge-
base before deciding on the testing. Each 
year testing was offered, over 70 % of resi-
dents participated. In an anonymous survey, 
no residents felt coerced into participating 
and several commented that the testing 
added to their understanding of genomic 
pathology. In addition, a key driver of adult 
learning is relevance and the “need to know” 
[ 47 ]. Several residents used their testing 
results to decide on the topic for their pre-
sentation. While there has been some debate 
on the utility and ethics of educational DNA 
testing, self-testing on a smaller scale is not a 
new concept in clinical pathology training 
[ 29 ,  31 ,  48 ,  49 ]. At some programs, for 
example, a resident may perform laboratory 
testing (e.g., a type and screen) on their own 
blood sample. 

 The BIDMC curriculum has been pub-
lished and key components including the lec-
tures and resident presentations are available 
online [ 50 – 52 ]. The curriculum is currently 
undergoing revision and there are now plans 
to integrate genomics training into the 
month-long molecular pathology and cytoge-
netics rotation. Exercises related to annota-
tion of genomic data and communication of 
results to patients are also being created. 

 Pathology faculty at Stanford University 
have published the genomic pathology cur-
riculum offered to pathology residents at 
Stanford. This mandatory series of ten core 
lectures was started in 2010 and made avail-
able online in 2012 [ 53 ,  54 ]. The fi rst lecture 
provides an introduction to methods for mea-
suring and manipulating nucleic acids and 
includes a discussion of polymerase chain 
reaction and sequencing technology. The fol-
lowing three lectures provide a background 
on types of genetic variation as well microar-
ray and NGS methods. The subsequent fi ve 
lectures cover specifi c clinical applications of 
genomics in areas including inherited disor-
ders, solid tumors, pharmacogenomics, HLA 
genetics, and hematopoietic cancers. The fi nal 
lecture addresses ethical, regulatory, and eco-
nomic issues in genomic pathology. In 2011, 
the Stanford University Pathology Department 
also began offering an advanced genomic 
medicine elective for residents, faculty, and 
fellows who “plan to work actively with 
genomic data.” This elective is taught in a 
small-group interactive environment and 
includes additional instruction in NGS, 
genetic variation and sequence analysis.  

    A National Approach 
to Genomic Pathology 
Education  

 In 2010 a survey was distributed to members 
of the Pathology Residency Program Directors 
Section (PRODS) of the Association of 
Pathology Chairs (APC) in order to obtain a 
better assessment of current national practice 
[ 55 ]. Of 185 programs surveyed, 42 (23 %) 
responded. While 93 % of programs provided 
training in molecular pathology, only 31 % 
had any training in genomic pathology-related 
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topics such as NGS and DTC genetic testing. 
And, whereas 91 % of programs without 
training wanted to have a curriculum, lack of 
faculty expertise (52 %) and time in the resi-
dent schedule (76 %) were cited as major bar-
riers. Due to these issues, 74 % of programs 
did not plan on initiating training in the 
 following year. Respondents rated availability 
of online modules as the most helpful tool in 
implementing a new curriculum or for 
improving an existing curriculum in genomic 
medicine. 

 The survey results prompted the creation 
of a PRODS committee to facilitate integra-
tion of genomic pathology training into resi-
dency programs. The Training Residents in 
Genomics (TRIG) Working Group is made 
up of experts in medical education and 
molecular genetic pathology as well as mem-
bers of leading pathology organizations. The 
American Society for Clinical Pathology 
(ASCP) provides administrative support. The 
TRIG Working Group includes three past 
presidents of the Association for Molecular 
Pathology (AMP), a past editor-in-chief of 
 The Journal of Molecular Diagnostics , and the 
former chief of the molecular pathology 
section of the National Cancer Institute. 
Recognizing the need for collaboration across 
specialties, the National Society of Genetic 
Counselors (NSGC), the American College 
of Medical Genetics and Genomics, and the 
National Coalition for Health Professional 
Education in Genetics (NCHPEG) have 
appointed representatives. The latter is a 
group of over 50 organizations, including 
consumer and volunteer groups, government 
agencies, private industry, managed care orga-
nizations, and genetics professional societies, 
working collaboratively to improve genetics 
education. 

 The fi rst major goal of the TRIG Working 
Group is to develop a national genomic 
pathology curriculum including teaching 
tools. The members decided to begin with a 
structured evaluation of the BIDMC curricu-
lum. More extensive curriculum objectives 
were developed and presented at a PRODS 
session at the July 2011 APC meeting. By 
March 2012, four PowerPoint lectures with 
lecture notes had been created. The lectures 
were initially posted with free access on the 
Intersociety Council for Pathology 
Information (ICPI) Web site and are now also 

available on a separate TRIG Working Group 
Web site [ 56 ,  57 ]. The curriculum includes 
an introductory lecture followed by lectures 
on genomic methods, applying genomic tech-
nology to clinical care and communicating 
with the patient. 

 A second major goal of the TRIG Working 
Group is to promote training of pathology 
residents in genomics. Towards this end, 
members of the working group have given 
presentations at the annual meetings of lead-
ing pathology organizations including the 
Academy of Clinical Laboratory Physicians 
and Scientists, ASCP, and the United States 
and Canadian Academy of Pathology 
(USCAP). Of particular note, at the 2012 
USCAP Annual Meeting, portions of the 
TRIG Working Group lectures were both 
presented and distributed in booklet form at 
a fi rst-ever joint companion meeting of ASCP, 
AMP, and the American Society for 
Investigative Pathology. Based on its success, a 
second companion meeting, including pre-
sentation of two TRIG lectures, was held at 
the 2012 ASCP Annual Meeting. Future ses-
sions incorporating the TRIG lectures with an 
interactive genomic data analysis component 
are being planned for the 2013 College of 
American Pathologists (CAP) Annual 
Meeting and the 2013 ASCP Annual Meeting. 

 Several articles have also been published 
regarding the progress of the TRIG Working 
Group. These include a peer-reviewed manu-
script published in  Personalized Medicine  as 
well as informational articles published in 
 Critical Values  and on the NCHPEG Web site 
[ 55 ,  58 ,  59 ]. Further demonstrating a cross- 
specialty collaborative approach, abstracts 
have been accepted for platform presenta-
tions at the annual meetings of NSGC and 
NCHPEG. 

 The third major goal of the TRIG Working 
Group is to assess the degree of resident train-
ing and knowledge in genomic pathology. 
Administered by the ASCP, the yearly pathol-
ogy resident in-service exam (RISE) is taken 
by almost all residents in the USA. Scores on 
the exam allow residents to gauge their prog-
ress and have recently been correlated with 
board exam performance [ 60 ]. Beginning in 
2012, the TRIG Working Group has contrib-
uted both knowledge and survey questions to 
the RISE. The survey questions can help 
assess resident attitudes and perceived ability 
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related to genomic pathology as well as 
directly query whether individual programs 
offer training. As such, the use of the RISE 
allows a comprehensive approach to nation-
ally determine the current state of resident 
training in genomic pathology. 

 The TRIG Working Group represents a 
novel approach to teaching new technologies 
to pathology trainees. Typically, development 
of a national curriculum involves members of 
a single pathology organization creating a list 
of curricular objectives [ 39 ,  61 ]. While useful 
as an initial step, rarely are actual tools for 
teaching the objectives provided. From its 
inception, the TRIG Working Group has been 
utilitarian and collaborative in its approach 
and in 2 years not only created a curriculum 
but developed four free-of-charge PowerPoint 
lectures with notes to assist programs in 
teaching genomic pathology. There have 
already been over 1,500 visits to the lectures 
on the ICPI Web site. 

 Finally, published pathology curricula are 
often not evaluated in regard to outcomes 
[ 39 ,  61 ]. The RISE survey and knowledge 
questions created by the TRIG Working 
Group will provide valuable data on the 
degree and effi cacy of resident training in 
genomic pathology on a national scale. Rarely 
has an assessment tool with the scope of the 
RISE been used to study curricular 
improvement. 

 Through a grant awarded in 2012 from the 
NIH, the TRIG Working Group will be able 
to further develop a genomic pathology cur-
riculum as well as online modules, resident 
workshops and assessment tools with the 
ASCP providing educational design support. 
The curriculum will be tested at four resi-
dency sites and national trends in genomics 
training will be assessed using the RISE. At 
the end of the 5 year funding period, the ulti-
mate goal is to ensure genomics training in 
>90 % of pathology residency programs in 
the USA.  

    Future Directions 

 The efforts of individual residency programs 
and the TRIG Working Group are important 
steps forward in genomic pathology educa-
tion. More, however, can be done to ensure 

that current and future pathologists assimi-
late genomic testing and help provide quality 
patient care. The ACGME should establish 
standards related to genomic pathology. The 
new accreditation system (becoming active 
for pathology in 2014) establishes “mile-
stones” for each resident to achieve during his 
or her training [ 62 ]. Creating milestones 
related to genomic pathology would require 
programs to provide instruction in this area. 
The American Board of Pathology should also 
include genomics related questions on board 
certifi cation exams. Needing to know the 
material to become board-certifi ed would 
incentivize residents to learn genomic 
pathology. 

 Training in genomic pathology needs to 
begin in medical school and extend beyond 
residency. There have already been some 
innovative single institution approaches in 
undergraduate genomics education but 
pathologists, because they are already play-
ing a major role in teaching during the fi rst 2 
years of medical school, should take an 
active part in incorporating genomic pathol-
ogy instruction into coursework. The 
Undergraduate Medical Educators Section 
(UMEDS) of the APC has taken the fi rst step 
towards a structured, national approach by 
surveying members regarding current incor-
poration of genomic topics into their pathol-
ogy courses. Beyond residency, molecular 
genetic pathology as well as other pathology 
fellowships need to incorporate genomics 
training. Continuing medical education pro-
grams also need to be established to teach 
practicing pathologists. Training beyond res-
idency could build on the teaching tools 
created by individual programs, the TRIG 
Working Group as well as resources devel-
oped for physicians in other specialties. 
Assessment tools to determine effi cacy should 
be established for these educational 
programs.  

    Conclusions 

 As the director of the National Human 
Genome Research institute wrote in 2011, “It 
is time to get serious about genomics educa-
tion for all healthcare professionals” [ 28 ]. 
Based on published data, few medical schools 
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and residency programs are training physicians 
in the utility and interpretation of genomic 
testing. Pathologists, with their access to tissue 
samples and expertise in laboratory testing, 
must play a leading role in ensuring the safe 
application of genomics to patient care. 

 Further work is needed to educate pathol-
ogists in genomics and should build on the 
resources created by individual programs as 
well as the TRIG Working Group. The latter 
provides a collaborative and structured model 
for curriculum design and assessment, not 
only for genomics education, but in other 
novel technologies.     
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         Introduction 

 Whereas genome sequencing assays started as 
a tool of the research laboratory, they have 
now found their way into the clinical labora-
tory where they are increasingly being 
adopted for clinical laboratory testing. The 
requirements for a clinical laboratory test 
whose results will be communicated back to 
the ordering physician for patient care are 
evidently more stringent than those of most 
research assays, the results of which are not 
directly used for patient care. Therefore, the 

task of implementing a genome sequencing 
assay in the clinical environment poses a great 
challenge regardless of whether the assay is a 
gene panel, exome sequencing (ES), or 
genome sequencing (GS) assay. As more clin-
ical laboratories attempt to incorporate next- 
generation sequencing (NGS) technology 
into their molecular diagnostic toolbox, the 
need for professional NGS standards and 
guidelines will become increasingly pressing. 
In fact, several NGS guidelines have already 
emerged in the literature [ 1 – 3 ]. The purpose 
of this chapter is to give the reader an over-
view of the various issues that should be con-
sidered when a clinical laboratory director 
makes the decision to evaluate genome 
sequencing as a potential platform for clinical 
testing.  

    Equipment and Reagents 

 One of the fi rst decisions a clinical labora-
tory needs to make is what type of NGS 
platform to purchase. Currently, there are 
several different commercially available 
platforms, some with more widespread use 
than others and each with its own unique 
technical characteristics and attributes that a 
laboratory needs to consider. Some of the 
ways in which the various platforms may 
currently differ are cost (ranging from the 
hundreds of thousands of dollars to nearly a 
million dollars), length of sequence reads 
(short versus long), overall total sequencing 
capacity, instrument size/footprint (small 
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versus large), turnaround time (days to 
weeks), and ease of use. The reader is referred 
to several existing reviews on this topic, as 
the technical specifi cations of the various 
platforms currently in use have previously 
been covered in much greater detail than 
can be discussed here [ 4 ,  5 ]. Laboratories are 
also encouraged to  communicate with col-
leagues at other institutions who have prac-
tical experience using the various types of 
platforms before making their own fi nancial 
investment. Furthermore, given that the 
technical specifi cations and cost of NGS 
platforms are continuously changing, it is 
diffi cult to weigh the decision to fi nancially 
invest now or wait for an upgraded or a com-
pletely new platform. 

 As part of deciding on what platform to 
invest in, laboratories need to decide what 
type of assay is to be implemented. They may 
desire to launch a gene panel, covering a 
known set of clinically relevant genes for a 
defi ned condition (e.g., cardiomyopathy or 
deafness); they may desire to launch an ES 
test, covering the vast majority of the protein- 
coding regions in order to assist with the 
diagnosis of Mendelian disorders; or they 
may desire to launch a GS test, assessing as 
much of the entire genomic sequence as 
technically feasible, in order to also fi nd 
potentially pathogenic intronic variants and 
copy number alterations (gains and losses) 
for phenotypes such as intellectual disability. 
Small, benchtop sequencers tend to have a 
lower total sequencing capacity, which could 
be suffi cient for a limited gene panel for 
which the test can be developed to sequence 
only a handful of specifi c regions at a much 
greater depth than typically achieved for 
more comprehensive testing, whereas larger 
sequencers with a higher total sequencing 
capacity would be more optimal for analyz-
ing variants at a suffi cient depth across the 
exome or the genome. Newer benchtop 
sequencers, that have the potential to per-
form ES and GS with a smaller footprint, are 
also beginning to emerge. Finally, if a labora-
tory decides to only sequence a set of genes/
regions (such as a gene panel or the exome), 
the laboratory is encouraged to evaluate as 
many of the various available technologies 
and chemistries as possible in order to fi nd 
the one that works best for the intended pur-
pose of the test [ 4 ].  

    What is a CLIA-Certifi ed/
CAP- Accredited 
Laboratory?  

 Every existing clinical laboratory is familiar 
with the Clinical Laboratory Improvement 
Amendments (CLIA), which provide quality 
standards and guidance on how a clinical lab-
oratory is required to operate. These regula-
tions apply to every laboratory that performs 
testing on human specimens for clinical pur-
poses (not research laboratories). Such labo-
ratories are required by law to obtain 
appropriate CLIA certifi cation that allows 
them to offer diagnostic, prognostic, and 
other clinical tests. Most clinical laboratories, 
including molecular diagnostic laboratories, 
are also accredited by the College of American 
Pathologists (CAP), which is one of the 
accrediting organizations that are permitted 
to enforce CLIA regulations through onsite 
inspections, profi ciency testing, and other 
educational resources. CLIA regulations per-
tain to all areas of the clinical laboratory. The 
CAP issues a “Molecular Pathology” checklist 
that specifi es the set of quality, patient and 
employee safety, and test performance param-
eters that a clinical molecular diagnostic labo-
ratory is required to adopt in order to obtain 
CAP accreditation. The checklist is the basis 
for onsite CAP inspections. The CAP has only 
recently published an additional checklist (as 
part of the “Molecular Pathology” checklist) 
that is specifi c for laboratories performing 
clinical NGS in order to offer guidance on 
requirements pertaining to such a complex 
testing environment. In addition to the above 
specifi c checklists, like any other section of a 
clinical laboratory, molecular diagnostic labo-
ratories are required to fulfi ll a set of require-
ments listed in the “Laboratory General” 
checklist which pertains to all areas of a clini-
cal laboratory.  

    Personnel 

 Whereas personnel who perform NGS assays 
in research laboratories are typically at the 
undergraduate, graduate, or postdoctoral fel-
low level, current CLIA regulations require 
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that only individuals who are appropriately 
trained perform clinical laboratory testing. 
For all clinical molecular diagnostic testing, 
including NGS, all of the qualifi cation 
requirements for personnel working in labo-
ratories that perform high-complexity testing 
apply. Under CLIA regulations, individuals 
must have at least an associate degree (or the 
equivalent) with a major in a laboratory sci-
ence in order to perform high-complexity 
testing. Though individuals are not required 
to be licensed, it can be more challenging to 
fi nd employment without certifi cation. There 
are only a few mechanisms that can be pur-
sued in order to obtain a license. In most 
states, documentation of relevant education 
as well as a satisfactory score on the American 
Society for Clinical Pathology (ASCP) 
Molecular Biology examination is suffi cient 
in order to obtain licensure to perform clini-
cal molecular diagnostic testing. Other states, 
like New York and California, have additional 
specifi c requirements. For example, technolo-
gists working in clinical molecular diagnostic 
laboratories in California may obtain one of 
the two certifi cations, either a Clinical 
Laboratory Scientist certifi cation, allowing 
them to perform any type of clinical labora-
tory testing, or a Clinical Genetic Molecular 
Biologist Scientist certifi cation. The latter will 
only allow the certifi ed personnel to perform 
clinical molecular diagnostic testing. Both 
require relevant educational experience, 
1 year of full-time training in an approved 
training program, and the obtaining of a satis-
factory score on an exam. 

 With regard to NGS, many molecular biol-
ogy certifi cation and training programs do not 
currently address the complex challenges 
associated with these types of assays. For 
example, generalist certifi cation in California 
tends to focus more time on other areas of 
the clinical laboratory system, such as chem-
istry, hematology, and microbiology, than on 
molecular diagnostic testing. Nevertheless, a 
technologist who obtained a generalist certifi -
cation would be legally licensed to perform 
clinical NGS testing even without much 
experience. Some of these shortcomings are 
currently being addressed by various profes-
sional groups including the Association for 
Molecular Pathology (AMP). As NGS assays 
involve both a “wet lab” and a “dry” bioinfor-
matics component, fi nding additional appro-

priately licensed individuals with a strong 
bioinformatics background also poses a chal-
lenge, as most of those individuals are likely 
to have gained that experience as part of a 
graduate program and may not desire a future 
career as a clinical laboratory technologist. 
However, because the bioinformatics analysis 
is also a part of the analytical component of 
any NGS clinical test, those individuals 
should be appropriately licensed, as well.  

    Requisition, Clinical 
Information, and Informed 
Consent  

 Like any other clinical laboratory test, NGS 
assays will need a requisition form for appro-
priate test ordering. For gene panels, laborato-
ries will need to decide whether to list the 
analyzed genes directly on the requisition, 
which may include 50–100 genes, or publish 
that information elsewhere. Laboratories may 
also want to be able to offer physicians the 
option of selecting which genes to analyze, 
though this would require the laboratory to 
have a bioinformatics-based mechanism for 
masking the results from specifi c genes dur-
ing the analysis and interpretation steps. 
Because it would be impossible to list all of 
the relevant regions covered as part of an 
exome or a genome sequencing test, that 
information should not be on a requisition 
form. One possibility is to refer the ordering 
physician to a website, where information 
about the specifi c gene and exon coverage 
could be provided in detail. This would also 
allow the ordering physician to determine 
whether a given clinical NGS test will be of 
medical benefi t to the particular patient in 
question before ordering the test. 

 Depending on the intended purpose of the 
test, acquiring suffi cient clinical information 
from the ordering physician will be a critical 
component for proper interpretation of the 
results. Information such as specifi c pheno-
typic keywords, suspected diagnoses, and any 
information pertaining to family history 
should be provided, and the laboratory will 
need to have a process in place to address 
NGS test requests for which the clinical 
information was not initially provided. 
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Clinical samples, such as whole blood, have a 
limited stability and sample quality will be 
compromised if stored for an extended period 
of time while the ordering physician is con-
tacted for additional clinical information. 
Having a genetic counselor on staff as part of 
the NGS laboratory operation may be neces-
sary to allow for immediate contact with the 
ordering physician in order to discuss and 
clarify cases for which the clinical indication 
is unclear. Given the high reagent cost for this 
type of clinical testing, the NGS laboratory is 
less likely to perform testing if there is uncer-
tainty as to whether this type of testing is 
appropriate. Due to the complexity of NGS 
assays, informed consent from each patient 
should also be obtained by the ordering phy-
sician prior to ordering the test. The consent 
document should convey the purpose of the 
specifi c NGS test, its limitations, possible 
unintended consequences such as unexpected 
consanguineous familial relationships, and 
the type of sample to be obtained. If the labo-
ratory intends to use either the remnant sam-
ple such as genomic DNA or the patient 
sequence data for future research after the 
test has been performed and reported, this 
requires human subjects’ research consent as 
well as Institutional Review Board (IRB) 
approval. As part of this consent process, a 
mechanism by which the patient can opt for 
his or her sample not to be used in such man-
ner and be discarded following test comple-
tion should be provided, as well. Consultation 
with the appropriate IRB and institutional or 
laboratory legal counsel is recommended dur-
ing the process of creating any informed con-
sent documentation.  

    Sample Selection 

 Most clinical molecular diagnostic testing is 
done on whole-blood and tissue samples. 
Tissue samples are either formalin fi xed and 
paraffi n embedded (FFPE) or snap frozen in 
liquid nitrogen immediately after a clinical 
procedure and stored at −80 °C until the lab-
oratory performs the test. Laboratories wish-
ing to set up an NGS assay will need to decide 
which type(s) of sample(s) they are going to 
accept, based on the intended purpose of the 
test. For germline analysis to look for variants 

implicated in Mendelian disorders, whole 
blood is the preferred specimen type. 
Laboratories may also wish to accept pre- 
extracted genomic DNA in order to facilitate 
international requests. However, in such 
cases, it is recommended that the fi nal report 
contain a disclaimer stating that the genomic 
DNA used for the analysis was extracted out-
side the clinical laboratory and was tested at 
the request of the ordering physician, that the 
accuracy of the identifying information pro-
vided with the specimen regarding its patient 
of origin cannot be independently confi rmed 
by the clinical laboratory, and that the integ-
rity of the specimen could not be verifi ed. 
This will help protect the clinical laboratory 
of potential liability, in case there was a sam-
ple mix-up in the laboratory where the DNA 
extraction was performed. Laboratories that 
elect to accept FFPE tissue for various NGS 
oncology assays should be aware of inherent 
limitations associated with FFPE tissue use. 
Formalin fi xation leads to DNA cross-linking 
that often results in fewer long intact DNA 
fragments compared to those obtained from 
fresh frozen tissue samples. Therefore, assays 
utilizing FFPE tissue-derived DNA need to 
be designed for amplifi cation of only short 
genomic sequence fragments (100–200 bp). 
As previously mentioned, fresh frozen tissue 
obtained after biopsy will usually result in a 
higher quality and more intact DNA but 
requires special arrangements during trans-
portation to the molecular laboratory, includ-
ing transport on wet or dry ice, storage in a 
−80 °C freezer, and additional biohazard pre-
cautions. Both FFPE and fresh frozen tissue 
may also be requested by the ordering physi-
cian to assess potential mosaicism in typically 
germline Mendelian conditions. A policy 
regarding the acceptability of this type of 
specimen for the latter purpose, based on the 
nature of the clinical test, needs to be estab-
lished by the laboratory.  

    Reporting of Results 
and Variant Interpretation  

 For molecular diagnostic tests targeting a sin-
gle clinically relevant mutation, laboratories 
typically report fi ndings as positive, indicating 
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that the specifi ed mutation was observed, or 
negative, indicating that the specifi ed 
 mutation was not observed. For larger muta-
tion panels, such as those indicated for condi-
tions such as cystic fi brosis, laboratories 
typically report fi ndings as positive when (a) 
given mutation(s) was/were observed or neg-
ative, indicating that no mutations were 
observed. For full-gene sequencing assays 
(such as those for  BRCA1 / 2 -associated breast 
cancer risk performed using traditional Sanger 
sequencing methods), laboratories may report 
pathogenic variants or any variants they 
observe, whether pathogenic or benign, or 
they may report that they did not observe any 
variants in the exon sequences of the gene(s) 
analyzed. However, for NGS assays, there will 
likely be too many variants observed to 
include all of them in the report. Therefore, 
labs will need to decide on the best mecha-
nism to pursue in order to convey relevant or 
potentially relevant information back to the 
ordering physician. 

 Formal guidelines currently exist on how to 
compose a clinical NGS report [ 3 ]. Similar to 
any basic laboratory report, laboratories 
should provide an overview statement at the 
top of the report regarding whether any clini-
cally relevant fi nding was identifi ed, especially 
in relation to the clinical indication for order-
ing the test. The latter point further illustrates 
the importance of providing appropriate clini-
cal information by the ordering physician on 
the test requisition. Reporting issues unique 
to laboratories performing ES and GS assays 
emerge from the fact that such tests may also 
fi nd clinically relevant variants in genes that 
are unrelated to the primary clinical concerns 
in the tested patient, usually referred to as 
“incidental fi ndings,” as well as many variants 
which are known to be benign, such as poly-
morphisms that are very common in the pop-
ulation [ 6 ]. How to appropriately handle 
these incidental fi ndings will be best addressed 
by professional guidance documents [ 7 ]. 
According to the existing CAP NGS checklist, 
the laboratory should have a policy on how it 
will be reporting (or not reporting) the above-
mentioned incidental fi ndings. The decision 
regarding which variants to report will ulti-
mately reside with the laboratory director, but 
this information should be clearly conveyed 
to both the ordering physician and the patient 
prior to performing the test. 

 In addition to reporting and attempt-
ing to interpret clinically relevant variants, 
another, equally important, component of 
a clinical report is a statement regarding 
the limitations in the laboratory’s ability 
to fully assess the clinical question based 
on the method of testing. For certain tests, 
this may be as simple as stating that only 
specifi c genes are covered in a given gene 
panel assay and listing the anticipated clini-
cal sensitivity and specifi city of only test-
ing for variants in those genes. For others, 
such as an ES test, the limitation disclaimer 
statement may require a description of the 
sequence capture method used indicating 
that only a certain percentage of the clini-
cally relevant variants are expected to be 
suffi ciently sequenced by this test. Some 
laboratories may elect to only interpret and 
report single-nucleotide variants (SNVs), 
whereas others may also wish to interpret 
and report small insertions and deletions 
(indels). Other laboratories may also include 
larger copy number alterations. While some 
molecular laboratories may perform confi r-
mation of clinically relevant variants using 
Sanger sequencing, others may forego con-
fi rmation by an alternative methodology 
altogether [ 8 ]. Regardless, the decision as 
to how to perform a test ultimately resides 
with the laboratory director, and it is in the 
best interest of the laboratory to be as clear 
and upfront as possible with providing such 
information so that both the ordering phy-
sician and the patient know ahead of time 
what clinical information the test is likely to 
provide as well as its limitations. 

 In addition to deciding which variants to 
report and providing statements regarding 
the limitations of the assay, the laboratory 
should utilize as many resources as possible 
when providing its interpretation of individ-
ual variants. Such resources include the 
American College of Medical Genetics and 
Genomics (ACMG) sequencing guidelines, 
among others [ 9 ]. In addition to relatively 
well-curated existing databases, molecular 
laboratories should closely assess family his-
tory and variant population frequency, 
because many of the variants observed in 
NGS assays, especially ES and GS, are not 
likely to have been previously reported in 
association with a similar phenotype. Rare 
variants are more likely to be pathogenic than 
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common ones, but the presence of a rare 
potentially pathogenic variant in a clinically 
relevant gene does not prove causality.  

    Bioinformatics 
Requirements and Data 
Storage  

 Most molecular diagnostic tests typically 
comprise primarily a “wet lab” component 
with minimal calculations required prior to 
fi nalizing a result, e.g., calculation of the size 
of an  FMR1  CGG allele for fragile X syn-
drome. For more recent FDA-approved 
assays, such as commercially available assays 
for  KRAS  and  BRAF  mutation analyses in 
colorectal adenocarcinoma and melanoma, 
respectively, no calculations by the technolo-
gists are required. Software programs, which 
are part of the FDA test submission and 
approval of such assays, handle any calcula-
tions in the background prior to generating a 
result. In contrast, as previously mentioned, 
NGS assays call for a large bioinformatics 
analytical component, which currently is per-
formed manually for the most part. 

 At present, there are only a handful of 
commercially available software packages to 
assist with NGS assay result interpretations. 
However, most laboratories offering this type 
of testing on a clinical basis have assembled 
their own in-house-developed bioinformatics 
pipeline consisting of various computer pro-
grams and variant databases [ 10 ,  11 ]. Ideally, 
a laboratory should have several qualifi ed bio-
informaticists who are familiar with both bio-
informatics and molecular biology. As 
previously mentioned, the fact remains that 
bioinformaticists who are also trained in the 
requirements needed in a CLIA-certifi ed 
clinical laboratory are diffi cult to fi nd. Given 
that much of the downstream interpretation 
and reporting will be based on the results of 
the bioinformatics analysis, it is crucially 
important for the laboratory personnel not to 
treat this part of the assay as a “black box” but 
instead to see it as one in which there is con-
stant discussion, evaluation, and questioning, 
so that it can evolve with subsequent 
improvements in external databases and 
other sources of clinical information. 

 Laboratories that plan to offer NGS 
assays should arrange for a marked increase 
in data storage requirements. The informa-
tion produced by NGS platforms far 
exceeds the capacity of a typical desktop 
computer hard drive or DVD. Therefore, 
laboratories should be prepared for a finan-
cially significant investment in this aspect 
of the testing, as well. In fact, the financial 
investment in bioinformatics can often be 
equivalent to the financial investment 
required for acquiring the NGS platform 
itself.  

    Test Validation 

 Most clinical laboratory tests involving NGS 
are currently considered to be laboratory- 
developed tests (LDTs) and require a full 
validation, as opposed to the usually more 
limited verifi cation required for FDA-cleared 
or -approved products. The main elements of 
required assessment as stipulated by CLIA 
regulations pertain to accuracy (how well 
do the results match what they should be), 
precision (would a laboratory get the same 
result from the same sample any day or 
time), analytical sensitivity (what percentage 
of a mutant allele could a laboratory detect 
among a background of normal alleles), ana-
lytical specifi city (what is the effect of neigh-
boring mutations or interfering substances 
on the test results), reference range (what 
does the laboratory consider to be normal), 
and reportable range (what is included in the 
test in terms of genomic regions) [ 12 ,  13 ]. 
The reader is referred to other recent publi-
cations that contain detailed suggestions for 
validation of NGS-based testing including the 
AMP- and CAP-issued guidelines on NGS 
assays [ 1 – 3 ].  

    Profi ciency Testing 

 The requirement for profi ciency testing is 
defi ned in the CLIA regulations and applies 
to all molecular tests. Laboratories must par-
ticipate in profi ciency testing at least semian-
nually by one of several available mechanisms. 
Typical profi ciency testing surveys, such as 
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those administered by the CAP, consist of 
three blinded samples sent out to every labo-
ratory performing a given clinical laboratory 
test (e.g., a cystic fi brosis carrier screening 
mutation panel) twice per year. Laboratories 
are expected to treat these samples in the 
same manner as they would treat real patient 
samples. Once the clinical testing is per-
formed on the profi ciency testing sample, 
fi nal results and interpretations are submitted 
back to the organization administering the 
profi ciency test. The laboratory is subse-
quently graded as “acceptable” or “unaccept-
able” based on either existing values which 
are known to be the “true” values or based on 
consensus fi ndings among the majority of 
participating laboratories. 

 As one would expect, profi ciency testing 
for ES/GS assays presents several unique 
challenges. First, most clinical laboratories 
would fi nd it to be cost prohibitive to test 
three additional samples, twice yearly, simply 
for this purpose at the current cost of a few 
thousand dollars per sample. Secondly, there 
are only a handful of samples with known 
genotypes throughout the genome (such as 
J. Craig Venter’s genomic DNA) [ 14 ] that 
would be ideal for profi ciency testing for ES 
and GS assays. Thirdly, as already described, 
laboratories vary in terms of the genomic 
regions they interrogate and which types of 
variants they interpret, so it is diffi cult to 
determine which variants in the genome to 
use for grading purposes if a sample was sub-
mitted to multiple laboratories. Finally, inher-
ent in the complexity of NGS assays is a 
certain rate of false-positive and -negative 
results. Therefore, with the exception of some 
gene panels, where Sanger sequencing is used 
to fi ll in areas of low coverage, a laboratory 
could not be expected to observe 100 % of 
the clinically relevant variants. 

 The CAP and other organizations are cur-
rently in the process of establishing formal, 
method-based profi ciency testing that is 
expected to be ready in 2014 or 2015. Until 
such surveys become available, laboratories 
are encouraged to establish interlaboratory 
sample exchange activity with other clinical 
laboratories performing similar clinical NGS 
testing as well as to enroll in the two cur-
rently available CAP sequencing profi ciency 
surveys (also known as SEC and SEC1). 
These sequencing surveys can serve to assess 

a laboratory’s ability to analyze and interpret 
variants of interest using correct Human 
Genome Variation Society (HGVS) nomen-
clature using provided or newly created 
Sanger sequencing traces, respectively [ 15 ].  

    Conclusions 

 Clinical laboratories need to be aware of the 
challenges associated with implementing 
NGS assays before deciding whether or not 
to make the investment. A laboratory may 
choose to postpone setting up this type of 
testing until the instrumentation cost and 
bioinformatics investment become less fi nan-
cially prohibitive. That being said, this tech-
nology is not likely to disappear from the 
clinical arena, so clinical laboratories, as well 
as practicing and training physicians, should 
remain continually aware of the improve-
ments that are taking place in the various 
platforms, databases, and bioinformatics pro-
grams, as these technologies are already 
impacting the medical management of 
patients and will likely continue to do so in 
the foreseeable future.     
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        Introduction 

 The development of advanced genetic sequenc-
ing technologies and genomic testing services 
challenges the existing regulatory framework 
for clinical laboratory testing. These challenges 
will demand a refi nement and adaptation on 
the part of laboratories, professional and 
accrediting organizations, vendors and manu-
facturers, and regulatory agencies of existing 
standards and practices to accommodate novel 
genomic technologies and clinical applications. 
The value of existing concepts of laboratory 
developed tests and companion diagnostics 
will need revision in order to accommodate 
genomic sequencing assays. In some circum-
stances, these novel technologies will challenge 
established defi nitions of disease, and the foun-
dations of medical practice. 

 Similarly, reimbursement for genomic 
sequencing assays will demand a reassessment 
of the traditional understanding of laboratory 
testing, moving away from simple chemical 
analyses to syndromically defi ned genetic 
inquiries necessitating increasing amounts of 
professional work and involvement. The 
existing CPT (current procedural terminol-
ogy) structure can be modifi ed to accommo-
date these new realities, but will also demand 
reevaluation of existing concepts of labora-
tory testing and professional services related 
to test interpretation and usage.  

   Laboratory Regulations 

 Traditionally, novel technologies have been 
introduced into medical laboratories and clin-
ical usage through fairly defi ned routes. 
Technically superior analytical methodologies 
or entirely novel tests would fi rst emerge from 
research laboratories into clinical settings in 
select centers with specifi c interests in a par-
ticular analyte. These initial experiences 
would typically be reported and vetted at pro-
fessional society meetings and in peer 
reviewed publications where they might 
attract the attention of other professionals 
who would incorporate these technical 
advancements into their own laboratories’ 
offerings and assays. Eventually such advance-
ments would supplant extant methodologies 
and ultimately become standard of care. 
Assays, methods, and associated instrumenta-
tion which offer investment opportunities 
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might be developed commercially and mar-
keted, further disseminating a particular tech-
nology and promoting further standardization 
of methodology and clinical usage. This route 
of introduction was made possible by the 
established ability of individual laboratories to 
modify and develop analytical assays for clini-
cal use as authorized by the Clinical Laboratory 
Improvement Act (CLIA) of 1988. 

    Under CLIA, laboratories are authorized 
to implement their analytic procedures for 
clinical use if they adhere to these basic 
requirements of laboratory developed tests 
(LDTs) and Food and Drug Administration 
(FDA) cleared or approved tests [ 1 ]:

   42 CFR 493.1253 Standard: Establishment 
and Verifi cation of Performance Specifi cations  
  (1)    Verifi cation of performance specifi ca-

tions. Each laboratory that introduces an 
unmodifi ed, FDA-cleared or approved 
test system must do the following things 
before reporting patient test results:
   (i)    Demonstrate that it can obtain per-

formance specifi cations comparable 
to those established by the manufac-
turer for the following performance 
characteristics:
   (A)    Accuracy.   
  (B)    Precision.   
  (C)    Reportable range of test results 

for the test system.       
   (ii)    Verify that the manufacturer’s refer-

ence intervals (normal values) are 
appropriate for the laboratory’s 
patient population.       

  (2)    Establishment of performance specifi ca-
tions. Each laboratory that modifi es an 
FDA-cleared or approved test system, or 
introduces a test system not subject to 
FDA clearance or approval (including 
methods developed in-house and stan-
dardized methods such as text book pro-
cedures, Gram stain, or potassium 
hydroxide preparations), or uses a test sys-
tem in which performance specifi cations 
are not provided by the manufacturer 
must, before reporting patient test results, 
establish for each test system the perfor-
mance specifi cations for the following 
performance characteristics, as applicable:

    (i)    Accuracy.   
   (ii)    Precision.   
   (iii)    Analytical sensitivity.   

   (iv)    Analytical specifi city to include 
interfering substances.   

   (v)    Reportable range of test results for 
the test system.   

   (vi)    Reference intervals (normal values).   
   (vii)    Any other performance characteris-

tic required for test performance.       
  (3)    Determination of calibration and control 

procedures. The laboratory must deter-
mine the test system’s calibration proce-
dures and control procedures based upon 
the performance specifi cations verifi ed or 
established under paragraph (b)(1) or (b)
(2) of this section.   

  (4)       Documentation. The laboratory must 
document all activities specifi ed in this 
section.    

   Sec. 493.1254 Standard: Maintenance and 
Function Checks  
  (a)    Unmodifi ed manufacturer’s equipment, 

instruments, or test systems. The labora-
tory must perform and document the 
following:
    (1)    Maintenance as defined by the 

manufacturer and with at least 
the frequency specified by the 
manufacturer.   

   (2)    Function checks as defi ned by the 
manufacturer and with at least the 
frequency specifi ed by the manufac-
turer. Function checks must be within 
the manufacturer’s established limits 
before patient testing is conducted.       

  (b)    Equipment, instruments, or test systems 
developed in-house, commercially avail-
able and modifi ed by the laboratory, or 
maintenance and function check proto-
cols are not provided by the manufac-
turer. The laboratory must do the 
following things:

    (1)       (i)     Establish a maintenance protocol 
that ensures equipment, instru-
ment, and test system perfor-
mance that is necessary for 
accurate and reliable test results 
and test result reporting.   

  (ii)    Perform and document the main-
tenance activities specifi ed in 
paragraph (b)(1)(i) of this 
section.       

   (2)       (i)     Defi ne a function check protocol 
that ensures equipment, instrument, 
and test system performance that 
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is necessary for accurate and reli-
able test results and test result 
reporting.   

    (ii)     Perform and document the func-
tion checks, including background 
or baseline checks, specifi ed in 
paragraph (b)(2)(i) of this sec-
tion. Function checks must be 
within the laboratory’s estab-
lished limits before patient testing 
is conducted.            

     Laboratory Regulations 
for Genomic Testing  

 Establishment of performance specifi cations 
for a single analyte is often challenging, but 
addressing these seemingly simple concepts 
for genomic breadth test procedures is par-
ticularly daunting. Genomic sequencing 
assays are technically complex, and capable 
of addressing multiple “analytes” on a scale 
not previously seen. Consequently, the usual 
methods and standards for addressing the 
analytical performance characteristics 
required by CLIA are impractical and alter-
native approaches to assuring compliance 
will need to be developed. Furthermore, the 
technical, chemical, and interpretive com-
plexity of these genomic technologies 
requires that commercial developments play 
a much more signifi cant role, and at a much 
earlier stage in test evolution, in bringing 
these assays to reality. Finally, the complexity 
of the information achievable by genomic 
sequencing assays, not to mention the volume 
of information, makes clinical validation and 
clinical utility diffi cult to defi ne in the tradi-
tional sense. While the popular press contin-
ues to highlight the coming revolution of 
genomic medicine, professional societies 
struggle to conform to traditional practices 
for assuring quality and uniformity in testing, 
vendors and manufacturers tread cautiously 
in a rarifi ed atmosphere of regulatory guid-
ance, with the regulatory agencies themselves 
uncertain of how to best perform their mis-
sions. In the interim, some entrepreneurial 
laboratories have proceeded to offer genomic 
testing, with their own interpretations of 
CLIA requirements and of what constitutes 

clinical validity. Some laboratories have 
offered such testing directly to patients, or 
“consumers,” obviating any allegiance to 
CLIA altogether. The issue being challenged 
is not simply the correct mechanism of new 
test evolution, but much more fundamentally 
what constitutes the practice of clinical labo-
ratory medicine, and to what extent genomic 
information is a part of that practice. 

 Although some might argue that a revolu-
tionary approach to regulatory oversight of 
genomic testing is in order, it is reasonable to 
expect that the foundation of laboratory 
medicine practice as defi ned by CLIA con-
tinue, and that we will more likely see an 
evolution of established practices to accom-
modate genome based testing. Understanding 
that, it is worthwhile exploring several cur-
rent regulatory concepts that will impinge on 
the clinical adaption of genomic testing 
methodologies.  

   Laboratory Developed Tests 

 The ability of laboratories to develop and 
implement their own assays (LDTs) has been 
a cornerstone of medical advancement 
whereby improvements in laboratory analy-
ses could be introduced into clinical usage in 
a controlled and regulated fashion. With 
increasing acceptance, such laboratory devel-
oped assays eventually overtake and replace 
extant methodologies. It is likely that the vast 
majority of clinical assays in use today had 
their origins in LDTs. The responsibility for 
assuring LDT assay credibility rests with 
those entities authorized by CLIA to inspect 
such laboratories for compliance with the 
regulations, as well as with the professional 
standards of those entrusted with administer-
ing those laboratories, typically pathologists, 
in their roles as laboratory Medical Directors. 
In recent years, this concept of the LDT or 
laboratory modifi ed test has been challenged 
from at least two quarters. The emergence of 
highly technically complex testing systems 
has fostered the establishment of large, high 
volume corporate laboratories often devoted 
to a single, frequently proprietary, assay. Test 
complexities, as well as IP restrictions, typi-
cally preclude adoption of such tests by other 
laboratories. Whereas CLIA regulations are 
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generally respected through internal studies 
and validations, the assurances that  accom pany 
widespread use by multiple laboratories and 
institutions, affecting profi ciency testing, peer 
to peer debate and review, and ultimately 
quality improvement, would seem to be 
diminished by this adaptation of the LDT 
paradigm. 

 The traditional laboratory developed or 
modifi ed test has also been challenged by 
manufacturers who have endeavored to 
develop specifi c “companion diagnostic 
tests,” a concept promoted by FDA to ensure 
that appropriate tests and devices are avail-
able to support specifi c therapeutic claims. 
The requirement that specifi c tests be devel-
oped, validated, and approved by FDA in 
concert with specifi c therapeutic drugs 
necessitates considerable expense on the 
part of the developer, costs that are not real-
ized by the enterprising LDT developer. 
Consequently, the FDA has been petitioned 
by some test manufacturers to enforce its 
claimed jurisdiction over LDTs and require 
that all LDTs be subject to formal review by 
FDA before being placed into clinical ser-
vice. Whereas the notion of a companion 
diagnostic has some legitimacy for the agency 
in ensuring that validated and approved test-
ing methodologies are available for all 
approved drugs that require them, extension 
of the concept to mean that the approved 
assay methodologies are the best available 
and are the only tests that can be used in 
concert with a particular drug fails terribly in 
practice when one envisages the impractical-
ity that a “one drug—one test—one clinical 
condition” constraint creates. Furthermore, 
having ordained a particular assay as the test 
of choice, FDA effectively disincentivizes 
any further test improvement (and in that, 
may be franchising certain “harms” to 
patients). The concept is also oblivious to 
already established LDT based tests. For 
some analytes, LDTs have been the standard 
of laboratory practice for multiple years, 
with documented profi ciency, often with 
performance characteristics exceeding those 
of a more recently approved companion 
diagnostic. None of this historic information 
is reviewed or even acknowledged whenever 
FDA touts the approval of yet another “com-

panion diagnostic” as the latest major step in 
the advancement of personalized medicine. 

 A more realistic approach would be to rec-
ognize that certain analytes, and not tests, 
have bearing on the performance of particu-
lar drugs. This notion is rooted in our under-
standing of biology, which is ultimately the 
basis of molecular medicine. Tests which are 
designed to evaluate these specifi c “compan-
ion analytes” must demonstrate certain per-
formance characteristics in order to be valid. 
The necessary performance characteristics 
are defi ned in the peer reviewed literature 
and are constantly subject to review and revi-
sion. A specifi c assay may be assigned “com-
panion analyte test” status if it meets certain 
performance requirements. Laboratory assays 
used in clinical trials (clinical trial assays, 
CTA’s) may deserve some special recognition 
in that they frequently, but not always, help 
defi ne the necessary performance characteris-
tics for the biological analyte. Formal approval 
of CTA’s as in vitro diagnostic products 
(IVDs) could substantiate their utility with-
out introducing the negative consequences 
that accompany “companion diagnostic” 
designation. 

 Movement away from the “companion 
diagnostic” terminology is also desirable in 
underscoring that laboratory test results, in 
themselves, are never diagnostic. Every labo-
ratory test result needs to be interpreted and 
understood in the context of a specifi c patient 
by the patient’s physician. The laboratory test 
result, however informative, never dictates 
the course of treatment. That decision needs 
to be made individually for each patient. To 
think otherwise is the ultimate depersonali-
zation of medicine.  

   The FDA and Medical 
Practice in Clinical 
Laboratories  

 Whereas the practice of laboratory medicine is 
under the purview of CLIA, FDA also claims 
signifi cant jurisdiction over clinical testing in 
that such tests, and the instruments and 
reagents used to perform them, are medical 
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devices, specifi cally, IVDs. FDA includes 
LDTs in this category and considers laborato-
ries which use LDTs to be medical device 
manufacturers. The history of “enforcement 
discretion” by FDA in administering to tradi-
tional LDTs suggests that there is clear 
 understanding within the agency of the dif-
ference between a commercially developed 
product intended for distribution and sale 
and a locally developed biochemical assay or 
modifi cation of an approved assay to better 
serve a limited population. The notion that a 
corporate laboratory can offer a menu of pro-
prietary LDTs has presented a challenge to 
FDA’s traditional practice in overseeing 
LDTs. FDA has been developing a refi nement 
of its LDT oversight policy for several years 
but has yet to release any guidance. 

 FDA has proposed a three tier classifi ca-
tion system for laboratory tests based on “risk” 
of potential harm to a patient. The lowest tier 
includes tests which generate results which 
are typically interpreted in the context of 
other clinical and laboratory test values and 
which, in themselves, are unlikely to cause 
harm to a patient should they be “incorrect.” 
The high risk category includes tests which 
FDA holds to be “determinative” for a partic-
ular drug or course of therapy. Examples 
include tests for targeted agents  HER2  fl uo-
rescence in situ hybridization (FISH) for 
Herceptin in the treatment of breast cancer, 
 EGFR  mutation testing for the use of Tarceva 
in the treatment of non small cell lung cancer 
(NSCLC), and  BRAF  mutation testing for the 
treatment of metastatic malignant melanoma 
with Vemurafi nib. FDA has advocated that 
any tests in the Tier 3 risk group must be 
reviewed and approved by FDA prior to clini-
cal implementation, a requirement that is 
currently not imposed on LDTs. This line of 
thinking would create a conundrum for many 
LDT performing laboratories, both in terms 
of the work required for submission to FDA 
for test approval, and in terms of practicality 
because the same analyte may be evaluated 
for different purposes in different circum-
stances. The  BRAF  p.Val600Glu (commonly 
known as p.V600E) mutation may be predic-
tive of sensitivity to vemurafi nib therapy in 
metastatic malignant melanoma, but can be 
used as a corroborative diagnostic marker in 

evaluation of FNA (fi ne needle aspirate) 
specimens of thyroid nodules, and as a surro-
gate for  MLH1  promoter hypermethylation 
in cases of microsatellite unstable colorectal 
cancers, bearing on the likelihood of Lynch 
Syndrome. The  BRAF  mutation also has prog-
nostic signifi cance for colorectal cancer. Thus, 
in different circumstances the same analyte 
(and the same analytical assay) may be 
assigned to different risk Tiers. The concept 
that laboratory tests can be neatly categorized 
further deteriorates when one considers that 
many laboratory tests can become “determi-
native” in some clinical situations, e.g., a single 
blood glucose measurement, a single serum 
potassium determination, or an antibiotic 
sensitivity profi le for a bacterial pathogen. 
Whether performed with an FDA approved 
IVD or with an LDT, it must be acknowl-
edged that no laboratory test is perfect (or 
diagnostic, as discussed earlier) and that an 
understanding of its performance characteris-
tics and its application in any specifi c clinical 
scenario demands professional knowledge 
and judgment. FDA is creating a conundrum 
in pursuing too literal an interpretation of 
“risk” in applying this categorization scheme. 
The implication is that FDA is the ultimate 
arbiter of how tests should be performed, 
how their results should be interpreted, and 
how the results should be used clinically, 
actions which arguably exceed FDA’s 
mission. 

 While awaiting FDA promised guidance 
on LDTs, several professional organizations 
have issued their own proposals. Most of 
these have grappled with the risk concept put 
forward by FDA. The College of American 
Pathologists (CAP) reserved the highest risk 
category to tests that utilize a non- transparent 
algorithm and are not subject to the usual 
checks and balances afforded by obvious tests 
performed by many laboratories, whose per-
formance can be assessed through traditional 
profi ciency testing programs and peer inspec-
tions. CAP acknowledged that there may be 
some tests that deserve greater scrutiny, i.e., 
those that are associated with targeted thera-
pies, but which are more appropriately placed 
in a lower risk tier. The quality performance 
of such tests, performed as LDTs, could be 
assured through a stepped up inspection 
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system that would include peer review of test 
validation data. The Association for Molecular 
Pathology (AMP) has issued a similar proposal. 

 The current complex and convoluted regu-
latory oversight environment will continue to 
be challenged by the genomic sequencing 
assays as will our society’s fundamental under-
standing and concepts of health, disease, and 
the practice of medicine. Such  challenges 
should be welcome if they strengthen the 
basic principles and purposes for the rules and 
agencies that were established to assure high 
quality clinical laboratory testing. Conversely, 
established oversight mechanisms will need to 
be adapted to accommodate the novel charac-
teristics of genomic sequencing assays. It 
should be clear, too, that oversight of clinical 
laboratory tests and testing does not reside in 
any one law or agency. This responsibility is 
shared by a wide array of government agen-
cies, accrediting organizations, professional 
societies, payers, clinicians, and medical spe-
cialists each of whom focus attention on part 
of the complex fabric that we consider over-
sight. Consequently, we should expect the 
“new” rules for oversight of genomic testing to 
emerge from a variety of quarters that will 
address issues of safety, effi cacy, quality assur-
ance, analytical and clinical validity, and clini-
cal utility.  

   Reimbursement 
for Genomic Tests  

 Reimbursement for Pathology and Laboratory 
Services is intrinsically linked to the American 
Medical Association (AMA)’s CPT system 
for accurately describing medical, surgical, 
and diagnostic services. Once defi ned and 
codifi ed, specifi c services are assigned values 
by the Centers for Medicare and Medicaid 
Services (CMS) or private payers through a 
number of different mechanisms, which typi-
cally endeavor to accommodate the various 
technical and professional components neces-
sary for providing those services in specifi c 
clinical situations. 

 The vast majority of laboratory test codes 
are analyte specifi c (e.g., 84295 Sodium; 
serum, plasma, or whole blood) making it 
readily apparent to payers what test was per-

formed, and with linkage to specifi c ICD9 
(international classifi cation of diseases, ninth 
revision) codes, in what clinical setting, allow-
ing for some degree of confi dence of appro-
priate test usage. Such transparency was 
lacking for the molecular pathology codes 
available through 2012 which were descrip-
tive of test component methodologies (e.g., 
83896 nucleic acid probe, each) and 
demanded the application of multiple codes 
for any one analyte, further obscuring what 
service was being provided, and making link-
age to specifi c clinical scenarios impossible. 
Consequently, in 2009 the AMA CPT 
Editorial Panel commissioned a working 
group to develop a revised coding scheme in 
order to recognize molecular pathology tests 
in a manner consistent with other laboratory 
and pathology services. These new molecular 
codes were fi rst introduced in 2012 and fully 
implemented in 2013 with the retirement of 
the older methodology based codes. 

 Designed with input from a variety of 
stakeholders including public and private 
payers, test vendors, laboratories, trade and 
professional organizations, the new molecu-
lar pathology CPT codes are exquisitely ana-
lyte specifi c, frequently with descriptors that 
suggest the clinical scenario for test usage 
(e.g., 81241 F5 (coagulation Factor V) (e.g., 
hereditary hypercoagulability) gene analysis, 
Leiden variant). Organized into two levels, 
the Tier 1 codes accommodate the most 
commonly performed molecular diagnostic 
tests. The rationale for establishing this 
grouping of tests was based on an acknowl-
edgement that the methodologies for per-
forming those assays, while perhaps still 
varied, had matured suffi ciently that a single 
reimbursement value could fairly accommo-
date all laboratory practice settings. The Tier 
2 grouping was intended to accommodate 
less common tests for which methodologies 
had not suffi ciently evolved to defi ne com-
mon practice parameters, either in terms of 
test design, instrumentation, or professional 
work. These tests were grouped into levels 
based on an acknowledged level of test com-
plexity using existing methodologies, with 
traditional Sanger sequencing as the proto-
type methodology used by most laboratories. 
Categorization in Tier 2 is not expected to be 
permanent. With time, as methodologies 
become more standardized, a Tier 2 test could 
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eventually be assigned a specifi c Tier 1 code. 
The resemblance of the Tier 2 scheme to the 
surgical pathology code levels (88300–88309) 
is not happenstance, recognizing the function-
ality of the surgical pathology codes. A signifi -
cant difference from the surgical pathology 
codes is that the Tier 2 codes cannot be self-
assigned. Unassigned tests are  relegated to the 
unlisted procedure code (81479 unlisted 
molecular pathology procedure). 

 Like the Tier 1 codes, the Tier 2 codes 
endeavor to be analyte specifi c, with the vast 
majority defi ning specifi c genetic variations 
that often time defi ne a specifi c inherited syn-
drome. Perusal of the Tier 2 codes shows that 
the majority are essentially syndromically 
defi ned, i.e., this is the molecular inquiry 
needed to evaluate one specifi c (genetic) clin-
ical question. This emerging characteristic of 
the molecular pathology codes distinguishes 
these tests from traditional laboratory tests. 
These complex molecular assays move 
beyond simply analytical detection of a bio-
chemical analyte to a more involved evalua-
tion of genetic complexity related to a specifi c 
clinical scenario. In that sense, it is more 
appropriate to refer to these evaluations as 
“services” rather than “tests,” acknowledging 
the signifi cant professional knowledge and 
judgment necessary to appropriately perform, 
understand, and interpret such tests. 

 This is the reimbursement setting in which 
clinical laboratories are beginning to perform 
assays that utilize next generation sequencing 
(NGS). Anticipating the issue of how to recog-
nize NGS based testing within CPT, the AMP 
Economic Affairs Committee initiated discus-
sions in early 2012 that would, hopefully, 
enlighten the topic. AMP released its proposal 
coding scheme in March, 2013 [ 2 ]. The AMA 
CPT Editorial Panel, working through its 
Molecular Pathology Advisory Group (MPAG) 
has scheduled stakeholder meetings that will 
open the discussion with an eye to having a 
functional coding system in place for 2014. 

 The development of a codifi cation scheme 
for NGS tests brings to the forefront ques-
tions that go far beyond simple reimburse-
ment and call for serious introspection and 
debate about how and why any test should be 
used, ethical considerations in reviewing and 
making available unsolicited genetic informa-
tion, and even questions regarding the basic 
principles of medical practice. The challenge 

in addressing NGS testing is to recognize 
unique laboratory and pathology services in a 
manner that is consistent with existing 
pathology related services and codes. 
Consideration of the existing Tier 1 and Tier 
2 Molecular Pathology codes emphasizes 
three elements that need to be accommo-
dated: transparency, clinical utility, and pro-
fessional work. In the context of NGS tests, 
all three of these elements depart from their 
traditional meanings in laboratory testing. 

 Whereas transparency is readily achieved 
for the simple Tier 1 “analyte specifi c” codes, 
the defi nition blurs with the Tier 2 codes 
where the analyses are of many genetic alter-
ations in a single gene whose commonality is 
an association, often to varying degrees, with 
specifi c clinical syndromes and scenarios. 
There may be no one specifi c “analyte,” and 
the service that is requested is more appropri-
ately described as a syndromically related 
genetic evaluation. This distinction will take 
on even greater import with NGS where the 
genetics evaluation can be readily extended 
to involve multiple relevant genes for their 
contribution to specifi c clinical scenarios. The 
“analyte” is now more a clinical question than 
a biochemical entity. 

 The issue of clinical utility for simple tests, 
molecular or biochemical, is generally 
acknowledged in the descriptor, if not by the 
fact that a CPT code has been assigned to a 
specifi c assay. The clinical descriptor takes on 
more importance in the Tier 2 codes where, 
in many circumstances, the test itself is essen-
tially defi ned by the clinical syndrome. We 
can anticipate that NGS tests will, in many 
circumstances, be utilized in a similar manner 
to provide multigene evaluations relevant to 
specifi c clinical questions. 

 The unique capability of NGS methodolo-
gies to interrogate multiple target sequences 
simultaneously challenges the current mode 
of clinical laboratory testing. Typically, a single 
analytical test is ordered, the test is performed, 
a result is reported, a bill is generated, and the 
laboratory or physician is compensated for the 
work performed. The technical output of an 
NGS assay could generate data far in excess of 
what is needed to address a specifi c clinical 
question. The opportunity to “re-query” an 
existing NGS database defi nes a new kind of 
medical service that markedly deviates from 
traditional laboratory tests. A “re-query” could 
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refl ect a series of iterative inquiries to evaluate 
a complex phenotype, for example, or could 
be unrelated to the primary clinical question. 
An example of the latter might an evaluation 
of drug metabolizing gene variants for the 
purpose of selecting therapy and dosing some 
months after  primary evaluation of a malig-
nant tumor for diagnosis and classifi cation. 
The technical work for the “re-query” would 
be different than for the initial sequencing, 
although costs of data storage, retrieval, edit-
ing, and quality assurance (QA) could still be 
substantial. The predominant work for the re-
query would be professional evaluation of the 
data and interpretation in the context of the 
question being addressed. 

 With these considerations in mind, the 
AMP NGS proposal sought to categorize 
potential uses of NGS tests, identifying usages 
that could complement or replace older 
methodologies, and highlighting those unique 
features of NGS tests that herald novel medi-
cal services which will need novel CPT codes 
to adequately recognize the technical and 
professional services provided. Examples put 
forward in the AMP proposal are listed in 
Table  9.1 . Some of these usages refl ect some 
technical advantage or effi ciency in address-
ing clinical problems already defi ned by the 
Tier 2 codes. Unless the newer technology 
generates novel clinically useful information, 
the existing Tier 2 codes would appear suffi -
cient. Other usages of NGS, however, are cat-
egorically new tests. For some applications, 

the clinical question will defi ne the extent of 
inquiry and the services can be defi ned in 
those terms. Undoubtedly, broader genomic 
inquiries will emerge as NGS becomes more 
common and feasible. For those inquiries 
which have demonstrated clinical utility, a 
CPT coding scheme which follows the afore-
mentioned principles will be able accommo-
date their introduction into clinical service.

      Conclusions 

 The implementation of genomic testing in 
medicine is a major milestone in a journey 
that had its beginnings more than a half cen-
tury ago with the discovery that DNA not 
only serves as the basis of heredity but is also 
the regulatory medium for cellular differen-
tiation and regulation. It is tempting to 
regard such a technological advancement as 
revolutionary, but it is important to remem-
ber that the genetic underpinnings and our 
molecular understanding of disease pro-
cesses are only one domain in the practice of 
medicine and our approach to the individual 
patient. It is likewise important to remem-
ber that current regulatory and reimburse-
ment mechanisms have evolved to 
complement the practice of medicine. 
Although imperfect in some details, our cur-
rent oversight mechanisms have functioned 
well in ensuring the quality and availability 
of laboratory testing and evaluation, and just 
as importantly, have served to promote con-
stant innovation and improvement. 

 Progress on this front will demand a 
response from all parties including laborato-
ries, professional and accrediting organiza-
tions, vendors and manufacturers, and 
regulatory agencies in order to adapt existing 
standards and practices to novel genomic 
technologies and clinical applications. 

 Reimbursement for genomic sequencing 
assays will demand a reassessment of the tra-
ditional understanding of laboratory testing, 
moving away from simple chemical analyses 
to syndromically defi ned genetic inquiries 
necessitating increasing amounts of profes-
sional work and involvement. Existing CPT 
structure can be modifi ed to accommodate 
these new realities, but will demand reevalua-
tion of existing concepts of laboratory testing 

   Table 9-1     Examples of Clinical Genomic 
Sequencing Assays (Excerpted 
From [ 2 ])   

 1. Aneuploidy detection in circulating cell-free 
fetal DNA (chromosome 21 only or 21, 18, 
and 13) 

 2. Disorder-specifi c multigene evaluations for 
heritable disorders 

 3. Identifi cation of rare genetic defects in 
individual patients 

 4. Multi-gene evaluation of a neoplasm for 
diagnostic, prognostic, and/or therapeutic 
decision-making 

 5. Clonality assessment in lymphoma 
 6. Whole-exome and whole-genome analysis of 

a neoplasm 
 7. Microbiome evaluations 
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and professional services related to genomic 
test interpretation and clinical usage. These 
challenges offer an opportunity to focus on 
those elements that have served us well and 
identify those which have not, and to evolve 
new systems to accommodate these new 
technologies in a way that promotes better 
clinical care of each patient.     
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         Introduction 

 In the diagnostic realm, patents on relation-
ships between human gene variants and clin-
ical phenotypes, as well as on the underlying 
genetic sequences themselves, have proven 
to be extremely controversial. Pathologists, 
geneticists, other laboratory professionals, as 
well as some patient and consumer organiza-
tions have criticized such patents for increas-
ing test costs, decreasing innovation, reducing 
patient access, restricting patients’ choices of 
providers and their access to second opin-
ions, inhibiting clinical and basic research, 
and fostering the development of proprietary 
databases of medically signifi cant genetic 
fi ndings [ 1 – 3 ]. 

 Author Michael Crichton joined the cho-
rus of critics in his 2006 novel  Next , going as 
far as to include an appendix to the book that 
exposed the “evils” of gene patents and advo-
cated a ban on them, views he also expressed 
in a New York Times column [ 4 ]. In February 

2007, Congressmen Xavier Becarra (D-Calif.) 
and David Weldon (R-Fla.) introduced “The 
Genomic Research and Accessibility Act” 
(HR 977), a bill that would have banned 
future patents on all nucleic acid sequences. 

 Conversely, proponents of gene patents 
have argued that these patents incentivize 
gene discovery, as well as investments in and 
commercialization of genetic tests. Gene pat-
ents, it has been argued, benefi t patients by 
encouraging discoveries of genetic relation-
ships and the development and introduction 
of new assays that in the absence of patents 
would not have been brought to fruition. 

 This chapter chronicles the history of 
human gene patents, discusses arguments for 
and against gene patents, and presents key 
legal cases that impact on or directly address 
the validity and permissible scope of such 
patents. Finally, the implications of these 
recent legal developments for diagnostic test-
ing are discussed.  

    Patent Overview 

 A US utility patent confers upon the patent 
holder the right to exclude others from mak-
ing, using, selling, offering to sell, or import-
ing an invention or a product made by a 
patented process, for 20 years from the fi ling 
date [ 5 ]. The basis for the US patent system 
is found in the Constitution, which in Article 
I, Section 8, Clause 8 states, “The Congress 
shall have Power…To promote the Progress 
of Science and useful Arts, by securing for 
limited Times to Authors and Inventors the 
exclusive Right to their respective Writings 
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and Discoveries;…” Patent exclusivity has 
historically been justifi ed by the incentives it 
generates for inventors to create, commercial-
ize, and disclose new inventions, the benefi ts 
from which will accrue to society at large. 

 Congress enacted the fi rst US patent laws 
in 1790. The Patent Act of 1790 was repealed 
and replaced in 1793, and the patent laws 
have subsequently been modifi ed on numer-
ous occasions. The basic structure of the cur-
rent Patent Act was established in 1952, when 
the patent laws were reenacted in their 
entirety. Since passage of the 1952 Act, the 
patent laws have been amended several times, 
recently undergoing signifi cant revisions by 
way of the America Invents Act of 2011. 

 Under US patent law, patentable inven-
tions must be novel, non-obvious, and useful 
[ 6 ]. In addition, under “written description” 
and “enablement” requirements a patent must 
describe the patented invention in what is 
termed its “specifi cation,” “in such full, clear, 
concise, and exact terms as to enable any per-
son skilled in the art to which it pertains, or 
with which it is most nearly connected, to 
make and use the same.” Moreover, the speci-
fi cation must set forth the “best mode,” in the 
mind of the inventor, of practicing the inven-
tion [ 7 ]. Within the specifi cation, patent 
“claims” defi ne the invention’s features, estab-
lishing the boundaries of what is claimed, 
much as a real estate deed delineates the 
boundaries of a plot of land. 

 Patent applications are submitted to the 
United States Patent and Trademark Offi ce 
(USPTO) where they are rejected, or allowed 
and issued. “Processes, machines, manufac-
tures, and compositions of matter” can be pat-
ented [ 8 ], but patents may not be obtained 
on products of nature or, under the “natural 
phenomenon doctrine,” “laws of nature, natu-
ral phenomena, and abstract ideas” [ 9 ]. 

 Patent infringement, which encompasses 
the making, using, selling, offering to sell, or 
importing of a patented product or a product 
made by a patented process, can occur 
through: direct infringement of the patent; 
[ 10 ] inducement of others to infringe the 
patent [ 11 ]; or contributing to another’s 
infringement of the patent [ 12 ]. For example, 
prior to recent US Supreme Court decisions, 
a laboratory could have been found to have 
directly infringed a gene patent if it tested for 
mutations in a patented gene, or variants 

claimed in a patented genotype–phenotype 
association. 

 In order to be found liable for inducing 
another to infringe a patent, a party must 
have actively, intentionally, and knowingly 
solicited or assisted another to infringe the 
patent, with the solicited individual or entity 
itself having directly infringed the patent. 
Thus, a laboratory that used educational 
materials to promote an offered test for a pat-
ented genetic association to physicians who 
then ordered the test, received the results, 
and thought about the association during 
management of their patients, could until 
recently have been found to have induced the 
direct infringement of the patent by the 
ordering physicians. 

 Finally, sale of a material component of a 
patented invention that has no substantial use 
other than as a component of the invention 
denotes contributory infringement. Applying 
this defi nition, the laboratory in the preced-
ing example could also have been found 
liable for contributory infringement for pro-
viding testing for the patented genetic 
association.  

    History of Gene Patents 

 The legitimization of gene patents in the 
USA appears to have been an outgrowth of 
legal and political changes that were initiated 
in response to the economic dislocations of 
the late 1970s and early 1980s. During this 
period, the country was plagued by high 
unemployment, high infl ation, and a decline 
in economic confi dence. In response, Congress 
took a number of steps to encourage the 
growth of domestic technology industries. 
Among the most signifi cant of these were 
changes to the US patent system. 

 To maximize the economic value derived 
from our substantial federal investments in 
basic science research, Congress in 1980 
passed the Bayh-Dole Act, which encour-
aged universities to patent, and thereby com-
mercialize, inventions arising out of 
government sponsored research grants [ 13 ]. 
In the years subsequent to the passage of 
Bayh-Dole, federal fi nancial commitments 
dedicated to biomedical research dramati-
cally increased. National Institutes of Health 
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funding of biomedical research ballooned 
from approximately $5 billion in the late 
1970s to $26 billion in 2003 [ 14 ]. Because of 
these governmental actions, the number of 
patents assigned to universities increased 
from 264 in 1979 to 3,291 in 2002 [ 15 ,  16 ]. 

 In another important event, in 1980 the 
US Supreme Court ruled in  Diamond v. 
Chakrabarty  [ 17 ] that man-made, living 
organisms could be patented. In its decision, 
the Supreme Court urged a broad interpreta-
tion of patent eligibility, holding that “any-
thing under the sun that is made by man,” 
including living organisms, can be patented. 
Finally, in an effort to provide national unifor-
mity and add greater certainty and expertise 
to the application of patent law, in 1982 
Congress created the Court of Appeals for 
the Federal Circuit (CAFC), with exclusive 
appellate jurisdiction for patent cases [ 18 ]. 

 Since its inception, Federal Circuit deci-
sions have affected the biotech sector signifi -
cantly by generally expanding patent-eligible 
subject matter and strengthening the rights 
of patent holders relative to potential 
infringers. Many patents have since been 
issued on a range of biotech inventions, from 
transgenic mice and leukemia-derived cell 
lines to recombinant drugs and vaccines. 
Thousands of patents have also been awarded 
on human gene sequences, genetic variants, 
and more recently, genotype–phenotype 
correlations [ 19 ]. 

 The coalescence of the preceding events 
set the stage for the enormous growth of the 
US biotech industry. For example, from 1982 
to 2002, US Food and Drug Administration 
(FDA) approvals for biotech drugs and vac-
cines grew from 2 to 35. The number of US 
biotech companies expanded from 225 in 
1977 to 1,457 in 2001. Biotech employment 
mushroomed from 700 in 1980 to 191,000 in 
2001. In addition, the industry’s growth has 
created hundreds of thousands of jobs in 
related industries [ 20 ,  21 ]. 

 It has been argued that in awarding gene 
patents the US Patent and Trademark Offi ce 
and the CAFC merely followed the Supreme 
Court’s instruction in  Chakrabarty  to inter-
pret patent eligibility broadly [ 22 ]. 
Importantly, post-Chakrabarty our patent 
system looked to chemical law precedents as 
a basis for awarding gene patents, and treated 
DNA itself as a chemical despite its dual 

roles as a physical substance and a store of 
biological information. In  Amgen v. Chugai 
Pharmaceutical Co . the CAFC wrote, “A gene 
is a chemical compound, albeit a complex 
one” [ 23 ]. 

 Prior precedents in chemical law upheld 
the patenting of isolated, purifi ed compounds 
such as aspirin, epinephrine, vitamin B12 and 
prostaglandins [ 24 – 27 ]. The Patent Offi ce 
applied these legal precedents to isolated 
DNA sequences. This direct superimposition 
of chemical law precedents to DNA permit-
ted circumvention of the “product of nature” 
doctrine’s longstanding prohibition against 
patenting natural substances, and allowed for 
the issuance of patents on isolated, purifi ed 
human genes.  

    Evidence for and against 

 To practitioners in the fi eld it appears obvious 
that gene patents have signifi cantly inhibited 
the provision of genetic testing services [ 28 ]. 
Many providers have discontinued or have 
been prevented from providing molecular 
genetic testing for inherited breast and ovar-
ian cancer, Duchenne muscular dystrophy, 
spinocerebellar ataxias, genes causing Long 
QT syndrome, as well as the  FLT3  internal 
tandem duplication in patients with interme-
diate risk acute myelogenous leukemia 
(AML), the  JAK2  p.Val617Phe (better known 
as V617F) variant in myeloproliferative neo-
plasms, and many others. 

 Intuitively, one would expect that monop-
olistic behavior would lead to increased prices 
and decreased patient access to testing. 
Although there is some support for this con-
tention, true markets do not exist for health 
care services in the USA because of the roles 
of third party insurance and government as 
major payers. Further, prices are diffi cult to 
obtain, which makes comparisons of actual 
charges diffi cult [ 29 ]. However, for single 
gene discoveries and their subsequent intro-
duction into clinical testing, the notion that 
gene patents have been a necessary stimulus 
seems dubious. In general, rather than encour-
aging the introduction of new tests, gene pat-
ents have tended to cause laboratories to 
discontinue tests they had already been 
performing. 

Patents and Proprietary Assays  |  131



 Most human genes on which clinical test-
ing has been performed have been discovered 
by university faculty members. For these pro-
fessors, publication and solicitation of grants 
based upon their discoveries is necessary for 
academic promotion and even professional 
“survival,” rendering patents a superfl uous 
incentive. Inherited diseases are frequently 
rare, offering very limited market potential. 
Yet many such genes have been discovered 
despite an apparent lack of signifi cant com-
mercial or monetary potential because of the 
research interests of the investigator. 

 Lastly, it is usually relatively inexpensive to 
design, develop, validate, and perform genetic 
tests using justifi ably patented tools and tech-
niques. This is in contrast to pharmaceuticals, 
which require costly, extensive periods of dis-
covery and testing, and must undergo an expen-
sive approval process, features that support the 
need for robust patent protection [ 30 ]. 

 Although the preceding discussion regard-
ing the adverse effects of gene patents on the 
introduction of new molecular genetic assays 
holds true for most assays, the relative impact 
of gene-related patents on some tests based 
on multi-analyte gene expression profi ling 
seems less clear. A central feature of these 
assays is a reliance on proprietary mathemati-
cal algorithms that proponents claim allow 
for correlation of the expression patterns of 
for example multiple mRNAs, sometimes in 
combination with other parameters, with rel-
evant clinical characteristics such as diagnosis, 
prognosis, or response to drug therapy. A vari-
ety of such tests are oncology oriented. 

 Implementation of these types of expres-
sion assays typically requires prolonged and 
potentially expensive periods of study in 
order to establish suffi cient clinical validity 
and utility to justify their use. Arguably, at the 
time of this writing few such assays have been 
crossed this threshold and are supported by 
high level evidence of this nature. In addition, 
expression profi ling tests may in the future 
require FDA approval or clearance, increasing 
development costs. Therefore, exclusivity 
may be necessary to attract suffi cient funding 
to advance those assays that ultimately prove 
worthy in clinical care. Arguably, some inven-
tive work has occurred in such assays through 
establishment of the gene “signature.” 
Moreover, although the assays incorporate or 
rely on natural, biological associations, they 

also can generally be “invented around,” and 
therefore pose less risk of tying up essential 
natural phenomena. Interestingly, although 
patent protection may be essential to bring 
assays of this type to market, individual gene 
or nucleic acid patents could otherwise 
obstruct their development by restricting use 
of the genes available for inclusion in the test.  

    Key Legal Cases 

    Bilski v. Kappos 
 In  Bilski v. Kappos , the USPTO rejected a pat-
ent application in which the submitted claims 
covered a process of hedging commodities 
against price fl uctuations. The method 
involved contracting to purchase commodi-
ties at fi xed prices from sellers who wanted to 
hedge against a fall in prices, while contract-
ing to sell commodities at fi xed prices to con-
sumers who were hedging against a rise in 
prices. On appeal the CAFC upheld the 
USPTO’s decision denying a patent [ 31 ]. 

 Prior to  Bilski , the rule at the CAFC was 
that patentable processes had to produce a 
“useful, concrete, and tangible result.” In 
 Bilski , the CAFC articulated a new standard, 
its “machine or transformation test.” The 
CAFC sitting as the entire court, termed  en 
banc , held that patentable processes must be 
tied to a particular machine or apparatus or 
must transform a particular article into a dif-
ferent state or thing, and that this transforma-
tion must be central to the purpose of the 
process. Bilski’s hedging process, the CAFC 
ruled, failed to meet the machine or transfor-
mation test, and therefore was ineligible to 
receive a patent [ 31 ]. 

 The US Supreme Court affi rmed the lack 
of patent eligibility of the claimed hedging 
process, but refi ned the CAFC’s reasoning 
[ 32 ]. Although the machine or transforma-
tion test may be a “useful and important clue 
or investigative tool” for deciding whether 
some processes are patent eligible inventions 
under 35 U.S.C. section 101 of the Patent 
Act, the Supreme Court held that it is not the 
sole test of patent eligibility by which such 
processes are to be evaluated. 

 Some gene patent claims that assert own-
ership over genotype–phenotype associations 
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have framed these natural laws as a series of 
steps, thus characterizing them as processes. 
The  Bilski  decision infl uences the framework 
under which the patent eligibility of process 
claims is evaluated. Therefore, although it 
was narrowly crafted to the specifi c set of 
business facts before the Supreme Court in 
the case,  Bilski  has relevance for the assess-
ment of the patent eligibility of process claims 
involving human genes.  

    KSR Int’l Co. v. Telefl ex Inc. 
 In the 2007 case of  KSR Int ’ l Co. v. Telefl ex 
Inc ., a unanimous US Supreme Court relaxed 
the legal standards for determining patent 
obviousness under section 103 of the Patent 
Act [ 33 ]. KSR added a sensor to one of its 
previously designed automobile throttle ped-
als. Telefl ex then sued KSR for infringement 
of a patent that claimed the combination of 
an adjustable automobile accelerator pedal 
and an electronic sensor. In response, KSR 
argued that the patent was invalid because its 
subject matter was obvious. The district 
court agreed with KSR, and ruled that the 
accelerator–sensor combination was obvious. 
The CAFC reversed the lower court 
decision. 

 In upholding the patent, the CAFC applied 
what was termed its “teaching, suggestion, or 
motivation” test (TSM test) for obvious deter-
minations. Under this test, a patent claim 
could only be found obvious if there was “some 
motivation or suggestion to combine the prior 
art teachings” present in the previous body of 
knowledge in the fi eld, the nature of the prob-
lem the solution sought to solve, or the knowl-
edge of a person who possessed ordinary skill 
in the fi eld. That an approach was “obvious to 
try,” the CAFC wrote, had under previous 
precedents long been irrelevant. 

 The Supreme Court rejected the CAFC’s 
rigid, formalistic, and narrow process for 
obviousness determination in favor of a more 
“expansive and fl exible approach,” ruling that 
the throttle pedal-sensor combination had 
been obvious at the time of the patent appli-
cation. Importantly, the Supreme Court held 
that obviousness to try a problem-solving 
approach can in fact render a patent obvious 
under circumstances in which there is a dem-
onstrated need for a discovery, and a fi nite 

number of identifi ed, predictable solutions to 
the problem. The Court wrote:

  When there is a design need or market pres-
sure to solve a problem and there are a fi nite 
number of identifi ed, predictable solutions, 
a person of ordinary skill has good reason to 
pursue the known options within his or her 
technical grasp. If this leads to the antici-
pated success, it is likely the product not of 
innovation but of ordinary skill and com-
mon sense. In that instance the fact that a 
combination was obvious to try might show 
that it was obvious under §103 [ 33 ]. 

   Many patented genes were initially 
mapped to a chromosomal region prior to 
their discovery. In addition, many medically 
important genes are involved in sequential 
biochemical pathways, in which disease- 
related perturbations were known before the 
identifi cation of particular genetic associa-
tions. Therefore, it would have been obvious 
to look for variants in these genes among a 
fi nite number of genes during genetic studies 
of the relevant disorder. Finally, cDNA 
sequences are directly derived from the exon 
sequences of native genes, and can also be 
deduced from the amino acid sequences of 
the proteins for which they encode, likely 
rendering signifi cant numbers of patent 
claims on cDNA obvious. In light of the pre-
ceding, the Supreme Court’s decision in  KSR  
potentially affects the validity of many gene- 
related patents.  

    In Re Kubin 
 In 2009, the case of  In Re Kubin  provided the 
CAFC with an early opportunity to apply the 
obviousness paradigm the Supreme Court set 
forth in  KSR  [ 34 ]. In  Kubin , the USPTO 
refused to award a patent on the full gene and 
cDNA sequences of the Natural Killer Cell 
Activation Inducing Ligand (NAIL), a natural 
killer (NK) cell surface receptor that plays a 
role in cellular activation. The Patent Offi ce 
rejected the application both on obviousness 
grounds under 35 U.S.C. section 103 and for 
inadequate written description under 35 
U.S.C. section 112. 

 On appeal, the CAFC affi rmed the Patent 
Offi ce’s decision, agreeing that delineation of 
the NAIL gene sequences were obvious in light 
of the prior art, which included knowledge of 
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the existence of the NAIL protein, but not its 
protein sequence. Citing the case of  Graham 
v. John Deere Co . [ 35 ], the CAFC reviewed 
the factual inquiries necessary for a legal fi nd-
ing of obviousness. These, the CAFC wrote, 
include: “(1) the scope and content of the 
prior art; (2) the differences between the 
prior art and the claims at issue; (3) the level 
of ordinary skill in the art at the time the 
invention was made; and (4) objective evi-
dence of non-obviousness, if any.” Under the 
aforesaid criteria, the CAFC found that the 
NAIL gene sequences were obvious. 

 Applying the Supreme Court’s  KSR  deci-
sion the CAFC reversed one of its previous 
DNA cases,  In re Deuel , in which it had held 
that “obvious to try” an approach was an inap-
propriate test for obviousness [ 36 ]. In  In re 
Deuel , the CAFC had reversed the Patent 
Offi ce’s conclusion that the existence of a 
prior art reference describing a method of 
gene cloning together with the partial amino- 
acid sequence of the protein, rendered the 
underlying cDNA sequence obvious. Instead, 
the  In re Deuel  Court found that knowledge 
of the protein sequence was itself insuffi cient 
to generate the sequence of the underlying 
cDNA and, therefore, that the sequence was 
non-obvious. Further, the CAFC eliminated 
“obviousness to try” as a potential determi-
nant of obviousness. The Court wrote:

  [T]he existence of a general method of iso-
lating cDNA or DNA molecules is essen-
tially irrelevant to the question whether the 
specifi c molecules themselves would have 
been obvious, in the absence of other prior 
art that suggests the claimed DNAs…
‘Obvious to try’ has long been held not to 
constitute obviousness. A general incentive 
does not make obvious a particular result, 
nor does the existence of techniques by 
which those efforts can be carried out. 

   In light of the Supreme Court’s prior rejec-
tion of the CAFC’s “obvious to try” doctrine 
in  KSR , the CAFC in  Kubin  found that the 
NAIL cDNA and full gene sequences were 
obvious to try, and therefore obvious under 
section 103. The CAFC stated:

  In light of the concrete, specifi c teachings of 
Sambrook and Valinente, artisans in this 
fi eld, as found by the Board in its expertise, 
had every motivation to seek and every rea-

sonable expectation of success in achieving 
the sequence of the claimed invention. In 
that sense, the claimed invention was rea-
sonably expected in light of the prior art and 
‘obvious to try.’ 

       Mayo v. Prometheus 
 In  Mayo Collaborative Services v. Prometheus 
Laboratories ,  Inc . [ 37 ], Prometheus Labs sued 
Mayo Clinic in the District Court for the 
Southern District of California for infringe-
ment of two patents covering the post- 
administration correlation of blood levels of 
the thiopurine metabolites 6-methyl mercap-
topurine and 6-thioguanine with thiopurine 
effi cacy and related side effects. Both patents 
were written in the form of stepwise pro-
cesses, the relevant claims of which included 
the generic steps of: (1) administering the 
drug; (2) measuring the metabolite levels; 
and (3) describing the metabolite concentra-
tions above and below which are associated 
with an increased likelihood of toxicities or 
lack of effi cacy respectively, then informing 
the ordering physician of the potential need 
to decrease or increase the drug dose. Thus, 
the patent in effect claims the reference range 
for thiopurine drugs. Mayo Clinic had been 
utilizing Prometheus’ test, but in 2004 
announced that it was going to offer its own 
internally developed test for metabolites. 
Prometheus sued Mayo for patent infringe-
ment. Mayo Clinic argued that Prometheus’ 
patents covered unpatentable natural phe-
nomena, and were therefore invalid as a mat-
ter of law under section 101 of the Patent 
Act. The District Court agreed with Mayo, 
and ruled that Prometheus’ patents were 
invalid. The CAFC reversed the District 
Court, instead holding that the patents 
claimed methods of treatment. Moreover, the 
CAFC held, the in vivo metabolism of thio-
purine agents constituted transformations of 
matter under that Court’s “machine or trans-
formation test,” a test which was discussed 
earlier in this chapter in connection with 
 Bilski v. Kappos . In  Bilski , the Supreme Court 
clarifi ed that although the “machine or trans-
formation test” is an important and useful 
clue to patent eligibility, it is not a defi nitive 
test for it. 
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 Mayo appealed to the Supreme Court, 
which following its decision in  Bilski , 
accepted  Mayo v. Prometheus  and immedi-
ately returned it to the CAFC for reconsid-
eration. On remand, the CAFC reaffi rmed its 
earlier decision reversing the District Court’s 
determination that Prometheus’ patents 
were invalid. 

 Mayo again appealed to the Supreme 
Court, and the Court accepted the case. In a 
nine-to-zero decision, the Supreme Court 
held that the processes claimed in Prometheus’ 
patents were not patent eligible. The Court 
recognized that an unpatentable biological 
correlation lay at the center of Prometheus’ 
patents. In order to receive a process patent 
that purports to claim an application of a nat-
ural law, the Court noted, suffi cient inventive 
effort must be added to the natural law so as 
to ensure that the patent is “signifi cantly more 
than a patent upon the natural law itself.” 
Moreover, the Court emphasized that the 
addition of routine steps cannot convert 
the natural law into a patentable process. As 
the Court explained, “If a law of nature is not 
patentable, then neither is a process of recit-
ing a law of nature, unless that process has 
additional features that provide practical 
assurance that the process is more than a 
drafting effort designed to monopolize the 
law of nature itself.” The Court succinctly 
summarized: “[T]o transform an unpatent-
able law of nature into a patent-eligible appli-
cation of such a law, one must do more than 
simply state the law of nature while adding 
the words ‘apply it’.” 

 The unanimity, clarity, and strength of the 
Supreme Court’s opinion in support of this 
ruling standing alone implies that analogous 
patents covering genotype–phenotype asso-
ciations are also invalid. This conclusion is 
bolstered by the Court of Appeals’ affi rmance 
of the District Court fi nding of invalidity of 
Myriad Genetics’ sequence comparison 
claims in  Association for Molecular Pathology v. 
Myriad Genetics  discussed subsequently [ 38 ], 
and is reinforced and further strengthened by 
the Supreme Court’s decision fi nding human 
DNA patent ineligible in the  Myriad  case. 
 Mayo v. Prometheus  and  AMP v. Myriad  have 
important implications for genomic analyses 
performed using next generation sequencing, 
and for genetic testing as a whole.  

    Association for Molecular 
Pathology v. Myriad 
Genetics, Inc. 
 Finally, in  Association for Molecular Pathology 
v. Myriad Genetics ,  Inc . [ 38 ], a lawsuit spon-
sored by the American Civil Liberties Union, 
various medical and professional societies, 
health care providers, and breast cancer 
patients sued Myriad Genetics, the University 
of Utah Research Foundation, and the 
USPTO seeking to invalidate key composi-
tion of matter and process claims of patents 
covering the wild-type and mutated 
sequences of the  BRCA1  and  BRCA2  genes, 
as well as correlations between variants in 
those sequences and the predisposition to 
breast and ovarian cancer. 

 In total, the plaintiffs challenged 15 claims 
contained in 7 patents. They argued that 
these patent claims were invalid under sec-
tion 101 of the Patent Act of 1952, and 
unconstitutional under Article I, Section 8, 
Clause 8 and the First and Fourteenth 
Amendments, because they asserted owner-
ship of natural products, natural laws, natural 
phenomena, abstract ideas, and basic human 
knowledge or thought. In response, Myriad 
argued that its patents claimed DNA 
sequences that were identical to those in the 
human body, but because the sequences were 
isolated from the body they constituted 
human inventions. 

 Myriad also asserted that its patented asso-
ciations between variants in  BRCA1  and 
 BRCA2  and the hereditary predisposition to 
breast and ovarian cancers were actually diag-
nostic methods involving sequence compari-
sons, not patents on the biological relationships 
themselves. The District Court distilled the 
lawsuit into a single fundamental question, 
“Are isolated human genes and the compari-
son of their sequences patentable?” 

 The Judge, Robert W. Sweet, emphasized 
the centrality of knowledge of molecular 
biology to the proper disposition of the case, 
as well as the importance of any potentially 
relevant additional inventive steps [ 39 ]. On 
page 27 of its opinion, Judge Sweet wrote: 
“An understanding of the basics of molecular 
biology is required to resolve the issues pre-
sented and to provide the requisite insight 
into the fundamentals of the genome, that is, 
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the nature which is at the heart of the dispute 
between the parties…” The Court devoted 
the next 19 pages of the opinion to a thor-
ough review of generally accepted principles 
of molecular biology. It concluded the section 
with the recognition that some inventive 
work was involved in the initial sequencing of 
the  BRCA1  and  BRCA2  genes stating: 
“However, because sequencing requires 
knowledge of the sequence of a portion of the 
target sequence, some ingenuity and effort is 
required for the initial sequencing of a target 
DNA.” Expert declarations by Mark A. Kay, 
M.D., Ph.D. and this chapter’s author helped 
the Court sort out the extent, signifi cance 
and relevance of this work to the validity of 
the claims at issue. 

 In the pertinent sections of their dueling 
declarations, Kay attempted to emphasize the 
inventive aspects of sequencing a newly dis-
covered product, while Klein delineated the 
breadth of the patents and the natural prod-
ucts and laws they claimed; the routine, 
insubstantial, and non-transformative steps 
involved in performing genetic testing, and 
the relationship of genetic testing to other 
forms of medical diagnosis. In paragraph 183 
of his declaration, Dr. Kay described the steps 
involved in sequencing a newly identifi ed 
product:

  To sequence a particular target, at least part 
of the target sequence must be known to 
design a suitable primer. The initial sequenc-
ing of a target sequence requires ingenuity 
far beyond the mere application of routine 
laboratory techniques and usually involves a 
signifi cant amount of trial and error. A 
primer is used to initiate the sequencing 
reaction at the desired location of a target 
sequence. A primer is an artifi cial DNA frag-
ment, usually between 15 and 30 nucleo-
tides long, that binds specifi cally to the 
target nucleotide sequence. The nucleotide 
sequence of the primer is complementary to 
the target sequence such that the bases of 
the primer and the bases of the target 
sequence bind to each other. 

   By contrast, in paragraphs 32–34 Dr. Klein 
wrote:

  The claims at issue in this case do not cover 
diagnostic tools or actual methods used in 
genetic testing. Nor are they analogous to 
patents on medical instruments. Rather they 
claim DNA sequences which are themselves 

the subject of medical inquiry. Further, they 
incorporate generic steps in an effort to 
describe the biological relationships between 
mutations in  BRCA1  and  BRCA2  and the 
predisposition to cancer in the abstract pat-
ent language of a ‘process.’ However, the key 
steps in genetic testing, DNA extraction, 
amplifi cation, and sequencing can now be 
performed using routine, automated meth-
ods. Nevertheless, the defendants claim the 
exclusive right to read and compare  BRCA1  
and  BRCA2  sequences irrespective of the 
method used, whether that method is in 
existence now or will be invented in the 
future. Correlating a patient’s gene sequence 
with the predisposition to disease is simply 
another form of medical diagnosis, similar to 
correlating elevations in blood glucose with 
diabetes, a heart murmur with mitral steno-
sis, or the patterns on a pathology slide with 
a particular type of tumor and its optimal 
therapy. Automated sequencers reveal the 
sequence of the nucleotides visually in what 
is called a chromatogram. That chromato-
gram is then “read” (by software and visual 
inspection) to determine a patient’s gene 
sequence. DNA extraction and sequencing 
are not transformative activities. Rather 
extraction is a routine, non-substantial pre-
paratory step that allows for PCR amplifi ca-
tion and sequencing. Sequencing is an 
automated procedure. DNA extraction, 
PCR, and sequencing do not involve trans-
formations that are central to the purpose of 
the process of reading a patient’s gene 
sequence. Unlike “tanning, dyeing, making 
waterproof cloth, vulcanizing India rubber, 
or smelting ores,” which are performed for 
the purpose of physically transforming sub-
stances so as to create what are essentially 
new materials for their own sake, the pur-
pose of genetic testing is solely to read the 
sequence of the DNA, not to transform it 
into something else. Only in this way can the 
patient and her physician learn whether a 
medically relevant mutation is present in 
her body. 

   On March 29, 2010 in a landmark deci-
sion, the District Court held that the compo-
sition of matter claims on the  BRCA1  and 
 BRCA2  gene sequences and their cDNAs, 
and the process claims covering the correla-
tions between mutations in  BRCA1  and 
 BRCA2  and the predisposition to breast can-
cer and ovarian cancer are invalid as a matter 
of law. In evaluating the composition of mat-
ter claims on the isolated gene sequences, the 
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Court emphasized the unique informational 
characteristics contained in the DNA 
sequence, and the preservation of that native 
sequence in isolated DNA, stating “Because 
the claimed isolated DNA is not markedly 
different from native DNA as it exists in 
nature it constitutes unpatentable subject 
matter under 35 U.S.C. section 101.” Similarly, 
the Court found comparison claims of known 
wild-type and patient sequences for diagnosis, 
claims that in effect asserted ownership over 
the biological relationships between  BRCA1  
and  BRCA2  mutations and the predisposition 
to breast cancer, invalid as merely claiming 
abstract mental processes. 

 On appeal, the CAFC on July 29, 2011 in 
a two-to-one decision reversed the District 
Court, holding that isolated human gene 
sequences are patent eligible. However, the 
CAFC upheld the lower court’s ruling that 
Myriad’s sequence comparison claims were 
invalid. The plaintiffs appealed the case to the 
Supreme Court. 

 Immediately after deciding  Mayo v. 
Prometheus , the Supreme Court accepted 
 AMP v. Myriad , threw out the CAFC’s deci-
sion, and sent the case back to the Court of 
Appeals for further consideration in light of 
its decision in  Mayo . After rebriefi ng of the 
case and a second round of oral arguments, 
the CAFC again held two-to-one that iso-
lated human genes are patent eligible on the 
grounds that they represent new composi-
tions of matter that do not exist in nature. 

 As in the CAFC’s previous decision in the 
case, each judge wrote a separate opinion. All 
three judges agreed that  BRCA1  and  BRCA2  
cDNA should be patent eligible, reasoning 
that cDNA is not naturally occurring and is 
made by man. The central disagreement 
among these judges was whether separating 
human DNA from its chromosome and other 
cellular constituents renders it a patent eligi-
ble invention. 

 The two judges who determined that 
human DNA is patent eligible came to the 
same conclusion using different reasoning. 
One judge, who authored what was nomi-
nally the primary opinion for the Court, 
opined that because separating a gene from 
its chromosome involves breaking covalent 
bonds, a DNA sequence removed from its 
natural environment is a new chemical. 
Another judge relied at least in part on the 

past practice of the USPTO in granting such 
patents, and the reliance of companies and 
inventors on that practice. This judge said 
may have voted differently had the question 
come before her on a “blank canvas.” 

 The dissenting judge wrote that the break-
ing of covalent bonds alone did not create a 
new molecule, and was not determinative of 
patent eligibility. Rather, he concluded that 
the genes’ DNA sequences are identical 
whether the genes are within or outside the 
body, and because of this that these DNAs 
are fundamentally the same molecule, irre-
spective of location. For the dissenting judge, 
the importance of the sequence of nucleo-
tides in the DNA molecules substantially 
outweighed the importance of any chemical 
differences between the DNA in the body 
and DNA isolated from it. 

 However, the CAFC ultimately chose to 
disregard the constancy of the gene’s most 
fundamental and relevant property, its coding 
sequence. On behalf of the Court Judge Alan 
Lourie wrote: “The isolated DNA molecules 
before us are not found in nature. They are 
obtained in the laboratory and are man-made, 
the product of human ingenuity.” Judge 
Lourie maintained that native and isolated 
gene sequences have distinct chemical struc-
tures and identities because the native genes 
have been separated from associated proteins 
and the chromosomes on which they natu-
rally reside, either through the cleaving of 
covalent bonds or by synthesis. In addition, 
the CAFC again held that Myriad’s sequence 
comparison claims were invalid. The plain-
tiffs once more appealed the case to the 
Supreme Court. 

 On June 13, 2013, in an historic nine-to- 
zero decision authored by Justice Clarence 
Thomas, the Supreme Court held that natu-
rally occurring DNA sequences are “products 
of nature” that are not patent eligible. The 
court acknowledged Myriad’s contribution 
to the fi eld, but noted that its discoveries 
were limited to the identifying the precise 
location and sequence of the  BRCA1  and 
 BRCA2  genes. The Court stated: “In this 
case…Myriad did not create anything. To be 
sure, it found an important and useful gene, 
but separating that gene from its surrounding 
genetic material is not an act of invention.” 
Moreover, the Court referred back to 
Myriad’s patent claims, which themselves 
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confi rmed that the fundamental essence of 
DNA lies in its information content.

  “Myriad’s claims,” the Court wrote, “are sim-
ply not expressed in terms of chemical com-
position, nor do they rely in any way on the 
on the chemical changes that result from the 
isolation of a particular section of 
DNA. Instead, the claims understandably 
focus on the genetic information encoded in 
the  BRCA1  and  BRCA2  genes. If the patents 
depended upon the creation of a unique mol-
ecule, then a would-be infringer could argu-
ably avoid at least Myriad’s patent claims on 
entire genes…by isolating a DNA sequence 
that included both the  BRCA1  or  BRCA2  
gene and one additional nucleotide pair. Such 
a molecule would not be chemically identical 
to the molecule ‘invented’ by Myriad. But 
Myriad obviously would resist that outcome 
because its claim is concerned primarily with 
the information contained in the genetic 
sequence, not with the specifi c chemical 
composition of a particular molecule.” 

   Finally, the Court did rule that cDNA is 
patent eligible because it is not naturally 
occurring. However, patent eligibility, as the 
Court pointed out in a footnote, does not 
necessarily equate to patentability under 
other sections of the Patent Act that this deci-
sion did not address. Moreover, because 
cDNA is not essential for the performance of 
most genetic testing, the ruling that cDNA is 
patent eligible is unlikely to have a signifi cant 
impact on molecular genetic testing going 
forward.   

    Implication of Recent Court 
Decisions for Genetic 
Testing 

 In two recent decisions relevant to genetic 
testing, both unanimous, the Supreme Court 
reaffi rmed its longstanding prohibitions on 
patenting natural laws and products of nature. 
In  Mayo , the Court was clear that character-
izing a biological association as a process does 
not, without adding a truly inventive step, 
convert the association into a patent eligible 
application of a natural law.  Mayo  was an 
extremely important decision, which seem-
ingly means that method patents that attempt 

to claim associations between genetic variants 
and clinical phenotypes are invalid. In 
 Association for Molecular Pathology , the 
Supreme Court found that naturally occur-
ring human DNA sequences are not patent-
able, rendering patents on human genes 
invalid. When read together these two cases 
appear to have removed the intellectual 
property barriers associated with testing for 
genetic mutations and relationships to clini-
cal phenotypes, whether testing is for identi-
fi cation of predisposition to disease, 
therapeutic responsiveness, medicinal side 
effects, or tumor behavior. Thus, the Supreme 
Court has helped facilitate the introduction 
of large-scale sequencing into clinical prac-
tice, and has thereby encouraged the advance-
ment, development, and implementation of 
personalized medicine.     
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         Introduction 

 Genetic testing has been clinically available 
for over 50 years and has generated ethical 
and legal questions for at least that long. The 
methods for genetic testing have changed 
dramatically over the years and the details of 
the ethical and legal issues have changed dra-
matically, as well, but the basic problems 
have not [ 13 – 15 ]. Today we are on the edge 
of clinical whole-genome sequencing 
(“WGS”) technologies. As we move from 

“retail” or targeted tests, few in number and 
done only a few at a time, to “wholesale” or 
broadband tests, where hundreds of different 
important results may appear from one test, 
the old types of ethical and legal issues will 
arise, but their implications will change enor-
mously. These implications are just beginning 
to be discussed [ 2 ,  6 ,  17 ,  18 ,  21 ,  22 ,  25 ,  27 ]. 

 The ethical and legal issues that have arisen 
with contemporary genetic testing can be 
grouped into fi ve rough categories: the deci-
sion to test, accuracy, communicating results, 
direct-to-consumer (“DTC”) testing, and 
“other.” This chapter will look fi rst at those 
issues under current targeted testing. After a 
brief section on the existing beginnings of 
broadband genomic testing, the chapter will 
then reexamine those fi ve areas as they are 
likely to appear in the coming whole-genome 
sequence world where today’s students will 
spend the vast majority of their professional 
careers—and their lives as patients, family 
members, and citizens.  

    “Targeted” Genetic Testing: 
Ethical and Legal Issues  

 Most existing genetic tests have been “tar-
geted.” The tests are for one or a handful of 
genetic or chromosomal variants known to be 
strongly associated with particular diseases. 
Sometimes the patients suggest the genetic 
test to their doctors, but typically the doctors, 
listening to their patients’ concerns and family 
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histories and after completion of a clinical 
evaluation and examination, recommend the 
test. Either way, concrete risks lead to specifi c 
tests for particular genetic variants. 

 This is still largely the world of clinical 
genetics. Pregnant couples seek information 
from obstetricians about Down syndrome, 
about genetic diseases known to run in their 
families, or about conditions that carrier 
screening has shown they might pass down to 
their children. Parents whose children have 
various abnormal conditions ask pediatricians 
or geneticists to confi rm tentative diagnoses 
through genetic tests. Adults with symptoms 
of genetic diseases, or who learn of strong 
family genetic risks, seek testing. In every 
case, the genetic tests examine only one or a 
handful of genetic or chromosomal variants. 
These tests give rise to diffi cult ethical and 
legal problems, today as in the past fi ve 
decades. 

    Deciding to Test: Medical 
Appropriateness and Informed 
Consent 
 The fi rst ethical question is whether the test 
should be done at all. Medically inappropri-
ate or unconsented tests are generally unethi-
cal. In the targeted context, these decisions 
are made about a specifi c test, for one or a 
few genes linked to one to or a handful of 
conditions. 

 A test might be inappropriate because it is 
a good test but not for this patient. Thus, a 
woman with an extensive family history that 
does not include breast or ovarian cancer nor-
mally should not be offered  BRCA  testing. 
Sometimes the test might be inappropriate, 
because it does not work—or, perhaps, has 
not been proven to work. Normally one 
would not want to order a genetic test based 
on, say, one small and unreplicated study 
showing a weak association between a genetic 
variant and susceptibility to a disease. 

 Some argue that tests are different—they 
are “only” information and do not have the 
possible harms and costs of “actual” interven-
tions. This is clearly wrong. For the patients, 
inaccurate test results, either because of a bad 
test or an inaccurate result from an otherwise 
good test, will cause unnecessary anxiety or 

false reassurance, as well as the possibility of a 
cascade of subsequent tests and interventions. 
For the medical system, the costs of unneces-
sary tests, as well as unnecessary or inappro-
priate follow-ups, lead to the waste of 
resources that might have been put to better 
use. Inappropriate tests have  only  risks and 
costs with no balancing benefi ts. 

 The fact that a test is medically  appropriate, 
however, does not guarantee that it should be 
ordered. Although there are a few exceptions, 
tests, like other medical interventions usually 
require the informed consent of the patient. 

 One public health exception in genetics 
applies to newborns. Every state provides 
some neonatal genetic screening (and, where 
appropriate, follow-up testing); only two 
states require parental consent [ 28 ]. Neonatal 
screening looks for serious disease where 
early detection can make a huge difference in 
the child’s life. Phenylketonuria (PKU) is the 
canonical example. The roughly 1 in 50,000 
American children born with this autosomal 
recessive genetic disorder  will  suffer from 
severe intellectual disabilities, unless their 
condition is detected early and they are put 
on a stringent diet, in which case their devel-
opment is close to normal. If the issue is sav-
ing the brains of infants, the public health 
imperative trumps the need for informed 
consent. American states began to require 
neonatal genetic testing in the 1970s, starting 
with PKU and a handful of similar diseases. 
Those requirements expanded dramatically 
in the mid-2000s and now most states 
require mandatory screening for 30–50 
genetic conditions (not all, perhaps, appro-
priately) [ 28 ]. 

 Apart from these kinds of exceptional 
cases, genetic testing, like other medical 
interventions, requires informed consent. In 
general the law requires that the patient be 
told enough about the risks and benefi ts of 
the proposed intervention—and its reason-
able alternatives—to be able to make an 
informed and intelligent decision. In deter-
mining what information suffi ces, American 
states take two different approaches. In 
most states, health care providers are 
required to provide the information that 
similarly situated, reasonable providers 
would give in those circumstances. This 
physician-centered consent standard is similar to 
the general standard for medical malpractice. 
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The other approach centers on patients. 
It requires providers to give the patient the 
information that might make a difference to a 
reasonable patient. Neither of these standards 
is easy to apply to real cases, although guide-
lines or consensus statements from profes-
sional organizations can be powerful evidence 
for what a reasonable physician would do. 

 In genetic testing, the issues of informed 
consent revolve around information about 
the accuracy of the test (both analytic validity 
and clinical validity) as well as the potential 
benefi ts and risks to the patient. It is impor-
tant to remember that, legally and ethically, 
informed consent is not a signature on a form, 
but a  process  of informing the patient about 
the procedure, its benefi ts and risks; giving 
the patient a chance to ask questions; and 
ascertaining the patient’s decision. A signa-
ture is some evidence that the process took 
place, but performing an adequate process is 
crucial.  

    Test Accuracy 
 An inaccurate test is both an ethical and legal 
problem. Regulatory questions around accu-
racy are addressed in other chapters of this 
book, but a few points might be usefully 
made here. 

 The Federal Food, Drug, and Cosmetics 
Act generally defi nes medical tests as medical 
devices. If a test is required to be shown safe 
and effective, the FDA looks not just at its 
analytic validity but also at its clinical validity. 
FDA, however, has not generally regulated 
laboratory tests done in licensed clinical labo-
ratories. It takes the position that it has the 
authority to do so, but that it is exercising its 
discretion not to regulate these “Laboratory 
Developed Tests” (“LDTs”). (On June 4, 2013 
the American Clinical Laboratory Association 
fi led a “citizen’s petition” with the FDA argu-
ing that the agency does not, in fact, have 
statutory authority to regulate LDTs, which 
it calls “the practice of medicine.” This may 
lead to a court decision on the question [ 9 ]). 
The FDA says it has not regulated clinical 
laboratories because they are under physi-
cians’ control and are regulated by the states 
and by the federal Clinical Laboratory 
Improvements Amendments Act (“CLIA”), 
with the College of American Pathologists 

playing substantial role through its accredita-
tion procedures. These regulatory schemes, 
however, look mainly at the analytic validity 
of the test—how well it was done?—not its 
clinical validity—is it clinically accurate? That 
second, but very important, question is rarely 
subject to regulatory review. Two exceptions 
are worth noting. First, the FDA does regulate 
tests that are sold as “kits,” either directly to 
consumers or to physicians who in turn use 
the kit. Second, the state regulatory agencies 
may have the power to examine clinical util-
ity, which at least one state, New York, has 
asserted.  

    Communicating Results 
 In traditional testing the laboratory returns 
test results to the physician who ordered 
them. It is then the physician’s responsibility 
to make sure that those results are conveyed to 
patients in ways that will allow the patient to 
understand their implications. For practitio-
ners who are medical geneticists, communi-
cating test results for a particular genetic 
disease is a task well within their expertise. 
Other physicians may need to make a special 
study of genetic testing in order to convey 
results usefully. Some will choose to use 
genetic counselors in this role. Genetic coun-
selors, as a result of licensure and reimburse-
ment issues, almost always work under the 
supervision of a physician.  

    DTC Testing 
 Traditionally, genetic tests were ordered, pro-
cessed, and returned like other medical 
tests—through ordering physicians. Physicians 
would make the decision that a patient should 
have a genetic test, would supervise the col-
lection and dispatch of the sample, would 
receive directly from the laboratory the 
results, and would communicate those results 
to the patient. Another approach to genetic 
tests arose in the last decade. Instead of being 
ordered by, and returned through, a physi-
cian, DTC tests are ordered by the now con-
sumer (not patient) and their results returned 
directly to the consumer. 

 At least three fi rms were reported to have 
been offering DTC genetic testing as early as 
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2003, but the real rise to prominence for this 
fi eld started in 2007, when three highly pub-
licized DTC genetics fi rms started operations: 
23andMe, Navigenics, and deCODEme, an 
offshoot of a preexisting Icelandic company. 
All three fi rms used single nucleotide poly-
morphism (SNP) chips to provide a wide 
range of information to their customers and 
provided SNP chip results directly to con-
sumers for a wide range of genetic suscepti-
bilities. Their focus varied. 23andMe, at least 
initially, focused on “genetic entertainment,” 
fun facts about ancestry and nonmedical 
traits, such as dry or wet type earwax. 
Navigenics and deCODEme, on the other 
hand, focused on health traits from the begin-
ning, an approach increasingly adopted by 
23andMe. Each looked at hundreds of thou-
sands of SNPs to provide information about 
scores of traits. For prices that initially ranged 
from just under $1,000 (23andMe) to about 
$3,000 (Navigenics), the companies would 
provide their analysis of a customer’s genetic 
susceptibilities. At the same time, other fi rms 
began to offer DTC genetic tests for single 
genes or for particular traits or risks, some 
medical and some not. DTC testing is adver-
tised, for example, for athletic ability or for 
romantic compatibility. 

 For many DTC tests, observers doubt 
whether DTC genetic test results have any 
proven value and while a physician might be 
able to choose useful tests, a consumer may 
fall prey to inappropriate tests or even quack-
ery. At the other end of the test process, com-
mentators have worried that consumers who 
directly receive their own genetic results 
might misinterpret them, either overreacting 
to apparent bad news by taking inappropriate 
actions (up to and including suicide) or, per-
haps even more worrisome, overreacting to 
good news by avoiding or ceasing good health 
practices or medical behaviors, such as regu-
lar breast cancer screening [ 1 ]. 

 Concerns over the spread of DTC genetic 
testing came to a head in May 2010. That 
month another DTC fi rm, Pathway Genomics, 
announced that it was going to sell a SNP- 
chip based DTC genomics product in collab-
oration with the Walgreens drug store chain. 
The product would have been very similar to 
that offered over the Internet by 23andMe, 
Navigenics, and deCODEme. Instead of 
ordering online, getting a tube in the mail, 

spitting in it, and returning it in a mailer to 
the company, the consumer would buy a kit 
at Walgreens that included the tube, spit in it, 
and mail it. 

 The FDA decided to react, sending warn-
ing letters to Pathway Genomics (and 
Walgreens). In the aftermath, the previous 
DTC fi rms, whose long-running marketing 
had been Internet-based, also received similar 
letters. In the following 3 years, the FDA has 
announced its intent to apply some form of 
regulation to genetic testing and has held sev-
eral public hearings to get advice on how to 
regulate. As of this writing, however, no new 
regulatory scheme has emerged [ 10 ]. 

 At about the same time several states took 
an increased interest in DTC genetic testing. 
The New York Public Health Department 
ordered the various DTC companies to stop 
marketing to people in New York because 
they had not demonstrated that the offered 
tests were clinically valid. California issued a 
similar “show cause” order to some of the 
companies, but, unlike New York, quickly 
settled in return for some fairly minor conces-
sions, none requiring any proof of clinical 
validity. 

 While the FDA’s stalled focus has expanded 
past the DTC test that sparked its public 
action, DTC genetic tests remain available. 
Ironically, however, two of the three original 
DTC SNP-chip companies, Navigenics and 
deCODEme, have been acquired by other 
fi rms, which have stopped offering DTC ser-
vices. 23andMe’s focus appeared to be shift-
ing from earning money directly from 
consumers to earning money from pharma-
ceutical and biotech fi rms interested in the 
data it had collected. The fi rm hit a roadblock 
in November 2013, when the FDA ordered it 
to stop providing health information. It now 
gives customers only genealogical informa-
tion and access to their raw SNP data, but is 
in talks with FDA about resuming its earlier 
practices[ 31 ].   

    Other Issues 

 Genetic testing, even in its “targeted” version, 
raises other questions. This section will dis-
cuss six specifi c concerns: confi dentiality, 
discrimination, testing children, family 
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relationships, updating test results, and the 
relationship of clinical genetic testing to 
research. 

 When genetic testing is part of the medical 
process, the results are health information, 
protected under state law and the Health 
Insurance Portability and Accountability Act 
(HIPAA) regulations just as much, and as lit-
tle, as any other health information. All health 
information is subject to both unauthorized 
and authorized breaches of confi dentiality. 
Unauthorized breaches can come from hack-
ers, misbehaving insiders, or, most frequently, 
lost laptops or other electronic devices. None 
of this leakage can be completely prevented. 
It can only be limited, through appropriate 
detection and punishment as well as well- 
designed systems. 

 Authorized disclosures include disclosures 
to other health personnel, in many cases to 
insurers or other payors, to law enforcement, 
and to those with court orders. Although the 
law allows these disclosures, patients may not 
expect them and might be upset about them. 
For example, law enforcement offi cials seek-
ing to determine whether a suspect’s DNA 
matches that found at a crime scene might 
seek genetic information about a suspect 
from health providers. In one famous case, of 
the BTK (“bind, torture, and kill”) serial killer 
from Kansas, the police sought and received 
from a University clinic part of a pap smear 
from the daughter of a suspect. After it was 
genotyped for the 13 “CODIS” markers, the 
short tandem repeats used for forensic identi-
fi cation in the USA, the investigators were 
able to determine that the crime scene DNA 
could have come from her father. They 
arrested the father, took a DNA sample from 
him that matched the crime scene DNA, and 
he pleaded guilty. What the daughter felt 
about this is not known. 

 The targeted nature of traditional genetic 
testing affects the incentives around breach-
ing confi dentiality in two confl icting ways. If 
a patient’s records only contain the results of 
a genetic test for one condition, they will not 
contain much, if any, information about 
other conditions. Instead of a disclosure 
leading to information about many genes 
and many disease risks or traits, it can only 
lead to information about one. On the other 
hand, targeted testing is usually only done 
for people at increased risk of carrying some 

deleterious genetic variant. Thus, for exam-
ple, the chance that someone tested specifi -
cally for a  BRCA1  mutation actually has one 
is greater than the chance that a random per-
son has one. 

 Genetic discrimination has been discussed 
for almost as long as genetic testing has been 
used. Concern over this kind of discrimina-
tion seemed widespread even though there 
was very little evidence that insurers or 
employers had, in fact, used genetic test 
results to discriminate [ 13 ]. Perhaps some of 
the problem was that physicians and genetic 
counselors felt compelled to tell patients of 
the risk of genetic discrimination, whether or 
not there was strong evidence of its actual 
existence. 

 During the 1990s and through the 2000s, 
the USA adopted more and more protections 
against genetic discrimination in health 
insurance and employment. When Congress 
adopted HIPAA in 1996 it took two impor-
tant but little-noticed steps concerning 
genetic discrimination. First, it banned the 
use of genetic risks as preexisting conditions 
for most health coverage. Second, it forbade 
employers or unions from applying any med-
ical underwriting, based on genetics or other-
wise, to those with employment-provided 
coverage. The vast majority of Americans 
with private health coverage obtain it as a 
result of employment; this ban on medical 
underwriting meant that none of their risks, 
genetic or otherwise, could be considered. 
Americans who needed individually under-
written coverage increasingly were protected 
by state laws banning genetic discrimination 
in health coverage. By 2008, over 45 states 
had some bans on the use of genetic informa-
tion in health coverage; some states also 
banned employment discrimination. 

 In 2008 Congress passed the Genetic 
Information Nondiscrimination Act (GINA), 
banning, as a matter of federal law, discrimi-
nation in health insurance or in employment 
that was based on “genetic information,” 
defi ned broadly enough to cover not just the 
results of tests on DNA, RNA, or proteins, 
but also on family history. GINA applies to 
employment and health coverage; it does not 
apply to life insurance, disability insurance, or 
long-term care insurance, although many 
states have now passed statutes extending 
protection to those or other areas. 
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 Clinical genetics had reached a consensus 
that testing of children should be limited to 
only those conditions for which the test 
results would make a medical difference 
before they become adults [ 26 ]. Testing for 
sickle cell disease can affect early childhood 
health care; testing for Tay-Sachs disease can 
affect, sadly, childhood prognosis. Testing 
children for  BRCA1  mutations cannot change 
their medical management during childhood, 
though there is some fear that the results 
might change, and in negative ways, how their 
parents treat them. Children therefore have 
generally not been tested for adult onset 
 diseases (This consensus may be beginning to 
fray.) [ 26 ]. 

 Families share genetic variants, which 
means family relationships complicate 
genetic testing, but in two different ways. On 
the one hand, one family member’s test 
result provides some information about 
another family member’s genome. If a patient 
has a dominant genetic variant conferring 
high risk for a disease, unless it is a new muta-
tion, one of the patient’s parents must have 
had that variant and hence that risk. The 
patient’s sibs and children will also have a 
50 % chance of carrying the variant. Patients 
are currently encouraged to inform their pos-
sibly affected relatives about these risks; the 
obligations of health care providers if the 
patients refuse are still unclear. On the other 
hand, genetic testing may provide unex-
pected and unwanted family information. 
Some nontrivial percentage of men who 
believe they are a child’s father may be the 
father in every way  except  being the genetic 
father. If genetic testing is done of the child 
and both (putative) parents, this “false pater-
nity” is easily detected. If genetic testing is 
done of two putative siblings, they may be 
shown to be half-siblings. Who, if anyone, 
should be told of these genetic family rela-
tionships continues to be a largely opaque 
area in genetic testing. 

 One good aspect of (appropriate) genetic 
tests is they only have to done once. Except 
for tumors, a person’s genome does not 
change substantially over a lifetime. The 
meaning of that genomic sequence may 
change, however, as new information is dis-
covered about connections between various 
genome sequences (or collections of 
sequences) and disease risks. Ideally, the clini-

cian will be aware of possible changes in the 
meaning of a patient’s tested genetic variants. 
This is particularly important, of course, if the 
tested individual has a “variant of unknown 
signifi cance,” as because its signifi cance may 
change from unknown to known. But even 
variants that are classifi ed as pathogenic or 
clinically insignifi cant may change their 
meaning with new knowledge, particularly 
knowledge of other, modifying sequence 
segments. 

 Finally, clinical genetic testing puts pres-
sure on the boundary between medical prac-
tice and medical research. Especially if a 
patient’s variant is of unknown or unclear sig-
nifi cance, either medical information on the 
patient at the time of testing or subsequent 
follow-up information may be of great 
research value. And yet patients may not want 
their cases used in research, even if their data 
are “anonymized.” Finding the line between 
using these potentially invaluable data for 
research and respecting a patient’s right not 
to be used in research is a continuing 
tension.  

    Steps Toward Broadband 
Genetic and Genomic 
Testing  

 The division between today’s targeted genetic 
tests and tomorrow’s broadband genomic 
tests is neat, but not entirely accurate. For one 
thing, “targeted” specifi c tests for specifi c 
DNA variants are likely to continue into the 
future, at least until highly accurate WGS 
becomes a nearly universal part of good medical 
care. More importantly, some “broadband” 
genetic or genomic tests already exist. Three 
important examples are multiplex tandem 
mass spectrometry as a part of neonatal 
genetic screening, SNP chips, and array-based 
comparative genomic hybridization (aCGH). 
For varying reasons, however, none of them 
has been deeply revolutionary. 

 The adoption of tandem mass spectrome-
try for neonatal genetic screening in the mid- 
2000s was a major change in neonatal 
screening [ 16 ,  28 ]. Neonatal genetic screen-
ing has its roots in the early 1970s with the 
rise of state-mandated tests for all infants for 
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a handful of serious genetic diseases. Tandem 
mass spectrometry technology changed this 
model. This method of looking at proteins 
(not directly at DNA) allowed simultaneous 
screening for scores of genetic diseases. The 
cost of the machine was substantial; the costs 
of adding extra screening tests were minimal. 
The result was the rapid expansion of manda-
tory screening in every American state to 
include 30–50 different conditions, including 
many for which the value of early interven-
tion is unclear. 

 Tandem mass spectrometry allows multi-
plex testing and hence is a “broadband” form 
of genetic testing, but in more meaningful 
ways it remains targeted. Although it tests for 
scores of diseases, each disease is quite rare. 
The vast majority of screened babies will have 
no positive results and almost no babies will 
be so terribly unlucky as to have positive 
results for two different diseases, each of 
which is found in only one baby in, say, 10,000. 

 SNP chips provide another example of a 
“sort of” broadband testing technology. These 
arrays, pioneered in the mid-1990s for 
research uses by Affymetrix and other fi rms, 
allow the rapid categorization of a DNA sam-
ple by a set of chosen SNPs, locations in the 
genome where some people have one nucleo-
tide, while others have a different nucleotide. 
The original SNP chips could simultaneously 
detect which nucleotide was found in thou-
sands of different locations in a DNA sample 
for a few thousand dollars, whereas today’s 
chips can look at several million SNPs for a 
few hundred dollars. 

 SNP chips are also a broadband technology—
of a sort. They can deliver millions of pieces 
of genomic data for a small price. The prob-
lem is that the data they provide has very lit-
tle clinical value. Although it is possible to 
have medically important SNPs, these are 
unusual. SNPs are almost never medically sig-
nifi cant in themselves; their medical signifi -
cance, if any, comes from the fact that they 
are usually found along with nearby alleles 
that are medically signifi cant. 

 The result is that the medical risk attrib-
utable to having an A instead of a G in a par-
ticular SNP will usually be quite small in 
absolute terms, even if it is statistically sig-
nifi cant. Statistical signifi cance can make it 
useful as a research tool because it indicates 
that something nearby (and hence inherited 

along with that SNP allele) may be causally 
related to a disease, but the small risk makes 
it almost useless for direct medical applica-
tion. Thus, 23andMe’s SNP chip results 
come with the interpretation of the custom-
er’s “genetic risk” of more than 200 diseases. 
For almost all of those diseases, the absolute 
change in risk is too small to be useful. For 
example, one of the strongest disease associ-
ations claimed by 23andMe is that a particu-
lar set of SNPs will lead to a person having a 
fourfold higher than normal risk of being 
diagnosed with Crohn’s disease. The under-
lying risk of Crohn’s disease in the general 
population, however, is 0.7 %. A fourfold 
increase takes that risk all the way to 2.8 %. 
Few people will change their lives because 
their risks of that disease are 1 in 35 instead 
of 1 in 143. 

 aCGH is another “partially broadband” 
technology. It is a useful tool for revealing 
whether, for any given spot, a sample has too 
little, too much, or just the right amount of 
DNA. This is mainly important for recogniz-
ing copy number variations, ranging from 
whole chromosomes (thus seeing, for exam-
ple, whether a sample has three copies of 
chromosome 21 or only one copy of the X 
chromosome) to insertions or deletions of 
DNA that are several thousand base pairs 
long. This technology, therefore, is also 
somewhat broadband: one test will reveal 
any regions of the sampled genome that 
have other than the usual two copies (or, in 
the case of the X and Y chromosomes in 
males, other than the normal one copy). It 
has thus become a widely used tool for the 
testing for aneuploidies, such as trisomy 13, 
18, and 21, as well as for aneuploidies of the 
sex chromosomes – X0, XXY, XXX, XYY, 
and others. Apart from those major aneu-
ploidies, however, the importance and mean-
ing of copy number variations remain 
generally unclear. Some have been associ-
ated, at least on a research basis, with various 
conditions, but the number of clinically 
meaningful associations between copy num-
ber variations at the less than whole chro-
mosome level and particular diseases 
remains, as yet, small. 

 WGS (and its less comprehensive relative, 
whole-exome sequencing or WES) seems to 
provide the best of all these tests, or holds the 
promise of doing so. Like SNP chips and 
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aCGH, it looks across the whole genome 
(or, in the case of WES, all the parts of the 
genome that directly code for protein), but, 
unlike them, it will provide powerful infor-
mation about many sites. These characteris-
tics raise all the problems of targeted genetic 
testing and more.  

    Broadband Genomic 
Testing: Ethical and Legal 
Issues  

 We have already entered the era of clinical 
WES and WGS. Thousands of people have 
now had whole exomes or genomes sequenced 
from their bodies’ tissues—some for curiosity, 
some in search of a diagnosis for a mysterious 
childhood syndrome, and some to have 
tumors sequenced in the hopes of fi nding a 
better treatment against their individual can-
cer variant. (Although in many of the cases so 
far, particularly those involving cancer, only 
the exome has been sequenced, the remain-
der of this chapter will refer to WGS to 
include both exome and genome, in the 
assumption that cheap WGS will eventually 
drive out WES.) 

 These numbers will grow even faster as the 
price of WGS (and its analysis) goes down, 
while its accuracy improves. Soon, people 
whose doctors think they need a test for a 
particular genetic risk will be offered WGS 
instead of testing for just the appropriately 
targeted genes. Before much longer, we will 
see neonatal genetic screening for 30–50 dis-
eases replaced by WGS with its power to pre-
dict thousands of diseases. Eventually almost 
all people with access to good health care will 
probably have their whole-genome sequences 
in their electronic medical records. 

 Wide use of WGS, effectively for screening 
purposes, holds the promise of substantial 
health benefi ts, if done wisely. It also holds the 
certainty of substantial ethical, legal, and prac-
tical challenges during its implementation. 
Those challenges, like the issues confronting 
traditional medical genetic testing, can be seen 
in fi ve categories: accuracy, informed consent, 
return of results, DTC provision, and “other.” 
In each case, the move to WGS or WES com-
plicates the issues, sometimes massively.  

    Deciding to Test: Medical 
Appropriateness 
and Informed Consent  

 The initial problems for clinical WGS are 
deciding when to use such a test and how to 
obtain informed consent. 

 With a traditional single trait or single 
gene, one generally asks whether the test is 
appropriate for the patient. That will still be 
the case in some uses of WGS. Looking for a 
genomic cause for a mysterious syndrome or 
looking for points of attack in a tumor’s 
genome will usually need to be done through 
WGS because the specifi c variants of interest 
could be anywhere in the genome. The use of 
WGS purely for screening purposes, however, 
either as neonatal genetic testing or as a rou-
tine part of medical care, raises different 
questions. Screening is not the same as look-
ing for the cause or nature of a known or sus-
pected condition. Decisions to screen require 
a different, and generally broader, calculation 
of the individual and societal costs and bene-
fi ts, rather than purely an emphasis on an 
individual patient. Someone—whether gov-
ernments, professional organizations, consen-
sus conferences, or others—will need to 
decide whether and to what extent 
population- wide screening uses of WGS will 
be appropriate. That decision will not nor-
mally rest with an individual’s physician or 
perhaps even with the individual. 

 Between the extremes of necessary WGS 
and screening WGS lies opportunistic use of 
WGS. A patient may present good medical 
reasons for getting genetic testing targeted at 
a particular gene or trait, but if the price of 
WGS is near, or below, the price of the tar-
geted testing, it may be tempting—to the 
doctor, the patient, and whoever is paying for 
the test—to order WGS. It is conceivable that 
the WGS could be examined  only  for the tar-
geted genes or traits, in which case the other 
information would be discarded and in that 
case it would, in effect, just be another 
method of doing targeted testing. But, more 
likely, the WGS information would be used 
both to answer questions about the trait of 
interest and to screen this particular patient. 
In that case, the physician should only recom-
mend, or order, WGS if she is confi dent that, 
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on average, the information it brings will have 
some net benefi t to the patient. If WGS has 
not yet been established to have positive (or, 
at least, nonnegative) expected value as a 
general screening tool, the physician should 
resist the temptation—and possibly the urg-
ings of the patient and the payor—to order a 
medically useless WGS test instead of the tar-
geted test. 

 WGS makes informed consent much more 
diffi cult and, in some ways, frankly impossi-
ble. With traditional testing the patient can 
learn about the advantages and disadvantages 
of being tested for particular genes or traits 
and make an informed decision whether to 
accept that testing. With WGS the patient is 
being tested, at least potentially, for  every  
genetically infl uenced trait and every stretch 
of genome. No patient can learn about each 
one of the thousands of genetic traits before 
deciding to accept or reject testing on each 
specifi c trait. There are too many traits, and 
too little time. 

 Instead, patients will need to learn about 
the kinds of results that WGS could provide 
them and to decide what kinds of results 
they want. Are they interested in hearing 
about genomic variations that are only of 
reproductive signifi cance? Do they want to 
learn only about risks above a certain cut-off, 
for example those that are more than double 
the average risk and that have an absolute 
risk of over, say, 10 %? Do they want to learn 
about risks for which, at least at this point, 
there are no useful medical interventions? 
That conversation could, at least in theory, 
take place after the WGS was performed and 
before results were returned, but facing these 
questions might help the patient decide 
whether to undertake WGS at all. It is thus 
better done as part of the informed consent 
process. 

 In addition to information about the pos-
sible results, patients will also need to be told 
some background facts about WGS. These 
include not only what it is, but what the real-
istic chances are that the WGS will produce 
false positives and false negatives that could 
affect them. They also need to consider the 
possible effects on their genetic privacy, as 
well as the possible implications for their par-
ents, siblings, children, and other genetic rela-
tives. And they need to know that the 
interpretation of their genome may change, 

so that WGS will not be a “do it once and 
forget it” procedure.  

    Test Accuracy 

 It will be neither ethically nor legally appro-
priate to make widespread use of grossly inac-
curate sequencing results in clinical decisions, 
and, at least in the near future, accuracy of 
WGS will be a major issue, both for its ana-
lytic and its clinical validity. 

 The fi rst question will be: “how well will 
WGS detect the actual sequence of the 
genome?” Laboratories, researchers, and cli-
nicians know how well the current testing 
protocols identify genetic variations, but 
each sequencing machine and each protocol 
under which the WGS is done will affect 
this basic sequence accuracy. How accurate 
are the sequencers? We do not really know. 
Some companies have reported accuracy 
levels; Complete Genomics, for example, 
reported as early as 2008 that its sequence 
calls were 99.999 % correct, making 1 error 
in 100,000 calls. (This would, in a 3.4 billion 
base pair haploid genome, still mean 34,000 
errors.) In 2011, a team headed by Michael 
Snyder compared two sequences generated 
by two different fi rms’ sequencers, those of 
Illumina and of Complete Genomics [ 20 ]. 
They reported that of 3.7 million single 
nucleotides where the tested individual was 
known to vary from the reference human 
genome, two fi rms agreed in their calls of 
only 88 % of them. One of the fi rms appeared 
to be more accurate on the divergent calls 
than the other, but in both cases a large frac-
tion of their discordant SNP calls was wrong. 
Still worse, the team looked at the calls made 
on short insertions (about 50 base pairs or 
fewer) and short deletions (about 200 base 
pairs and fewer). The concordance rate on 
these “indels” between the two platforms 
was only about 25 %. 

 In addition, we know that there are other 
aspects these sequencing techniques do 
poorly at this time. These include determin-
ing the length of repeating sequences, some 
of which are involved in serious human dis-
eases, such as Huntington disease. They also 
do not necessarily “phase” the results by 
revealing on which chromosome different 
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variants are found. If a genome shows two 
different deleterious mutations in a gene 
known to be involved in an autosomal reces-
sive disease, the person would be unaffected 
but a carrier if both of the mutations are on 
the same chromosome but should be affected 
if they are on different chromosomes. 

 WGS is nowhere near being ready to be 
used by itself across the genome for clinical 
purposes, although some centers may offer it. 
Any clinical use currently must require a pro-
tocol that confi rms the most important fi nd-
ings using independent methods. The Snyder 
team suggests a number of strategies, from 
sequencing samples using multiple platforms, 
to doing WES to validate fi ndings in the more 
important parts of the genome, to using more 
established Sanger sequencing or array cap-
ture technologies to validate particularly 
important fi ndings [ 20 ]. The total accuracy of 
the resulting WGS will depend not just on 
the raw accuracy of the sequencing machine, 
but of the accuracy of the whole protocol, 
taken together. It is not clear whether the 
FDA will require such accuracy testing; some-
one, possibly the College of American 
Pathologists, must. 

 The clinical side of accuracy is even more 
daunting. At least there is some “gold stan-
dard” of reality to the sequence (analytic 
validity), but the medical implications of that 
sequence often will be much less clear. Some 
genetic variants, including presumably those 
most commonly found in humans, can be 
safely considered nonpathogenic; others, with 
long track records in medical genetics, such as 
the 185delAG mutation in  BRCA1  or more 
than 39 CAG repeats in the  HTT  gene, are 
equally well known to be serious. But WGS 
will turn up hundreds of thousands of VUS’s, 
sequence variants that are not known to be 
either clearly safe or dangerous. How will 
they be called? 

 Apart from testing and interpretation in 
academic laboratories, one possibility is that 
different fi rms will spring up to provide, as a 
service, genome sequence interpretation, 
either with or independently from the actual 
sequencing work. (At least one such fi rm, 
Personalis, already exists, though it limits 
itself now to research uses only.) In other 
cases, the fi rms that do the sequencing may 
also do the interpretation. If multiple fi rms 
provide interpretative services, will their 

answers be consistent—and will their answers 
be “right”? 

 The DTC SNP business has already pro-
vided a worrisome example of this issue. In 
2009 a team headed by Craig Venter sent 
samples from the same fi ve individuals to 
both 23andMe and Navigenics and compared 
the results [ 24 ]. Both fi rms did well (though 
not perfectly) in calling the underlying SNPs; 
they agreed more than 99.7 % of the time on 
the 500,000–1 million SNPs. But when 
Venter’s group looked at the interpretation 
of the results with respect to 13 diseases, 
they found that the two fi rms disagreed on 
the relative risk about a third of the time. For 
four diseases, the fi rms agreed entirely; for 
another seven, they agreed half the time or 
less. In 2010 the US Government 
Accountability Offi ce did a similar study, 
with similar results [ 12 ]. 

 Now imagine the diffi culties of different 
companies interpreting whole-genome 
sequences, each with thousands of different 
genetic risks. If each company makes its own 
calls based on its own proprietary, nonpublic 
decision-making algorithms, it will be impos-
sible to compare the bases for the calls. More 
importantly, it will make it very diffi cult for 
anyone—a doctor providing a second opinion 
in this case or researchers interested in that 
specifi c disease—ever to assess who is right. 

 A similar problem already exists with 
respect to the “traditional” genetic testing of 
 BRCA1  and  BRCA2 , where Myriad Genetics 
has refused since 2004 to share its database of 
sequence variants and patient outcomes, 
making informed second opinions nearly 
impossible. Although the Supreme Court’s 
decision in  Association for Molecular Pathology 
v. Myriad Genetics, Inc.  [ 5 ] has removed 
Myriad’s patent monopoly on testing for 
 BRCA1  and  BRCA2  mutations, their data-
base of mutations, the fruit of that monopoly, 
remains their property. (There is an initiative 
called “Free the Data!” that is trying to create 
a similar, open database, in part by asking 
physicians and patients who used Myriad to 
share their, de-identifi ed, test results.) 

 This interpretive step is both crucial and 
diffi cult. It will become even more diffi cult 
without broad and open access to informa-
tion needed to assess the likely accuracy of 
any one interpretation as shown by patient 
outcomes. At the research level, the “Global 
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Alliance,” announced in early June 2013, 
hopes to avoid some of these problems by 
providing broad access, with research subject 
consent, to genomic and health data from 
sequencing experiments [ 11 ,  19 ]. Something 
similar is likely to prove necessary for clinical 
uses.  

    Communicating Results 

 In clinical WGS, communicating results will 
be no different in kind than in traditional 
genetic testing. The testing laboratory (in 
this case, perhaps through a separate WGS 
analysis fi rm) will return results to the physi-
cian who ordered them, who will in turn 
need to explain the relevant ones to the 
patient. In degree, however, the difference in 
quantity with WGS will effectively trans-
form the activity. 

 Traditional testing provides information 
usually on just one disease or risk, while WGS 
will provide information—positive, negative, 
or indeterminate—on any risk, trait, or dis-
ease that is associated with genomic 
sequences. Even today, that amounts to thou-
sands of diseases and susceptibility risks, as 
well as hundreds of pharmacogenomic traits, 
hundreds of SNP chip associations (as WGS 
necessarily reveals SNPs as well), and scores 
of physical or behavioral traits not related to 
disease. Each of those numbers will only grow 
as our understanding of the relationships 
between specifi c genomic sequences, or com-
binations of sequences, and phenotypes 
grows. This embarrassment of riches leads to 
two questions: what information should be 
returned and how should it be returned? 

 The fi rst question has already begun to be 
debated, at least around its edges. In 2013 the 
American College of Medical Genetics and 
Genomics (ACMG) issued guidelines recom-
mending that when a patient is offered WGS 
as part of the investigation of a particular risk 
or disease, the laboratory must return to the 
physician, and the physician should discuss 
with the patient any highly penetrant, serious 
risks for which there is good medical inter-
vention, whether or not they have anything 
to do with the reason for seeking genetic test-
ing [ 17 ,  18 ]. The ACMG guidelines list 56 
such conditions as of the time of writing. 

Thus, if someone was tested for long Q-T syn-
drome risk, but the WGS showed high risks 
for Lynch syndrome, that second risk would 
have to be disclosed. The European Society 
for Human Genetics (ESHG), by contrast, 
has recommended that only expressly sought-
after risks be disclosed [ 29 ]. And at least one 
article has been published decrying the 
ACMG position for removing from patients 
the right to remain ignorant of their risks 
[ 30 ], coupled with another article supporting 
the ACMG position [ 23 ] and an ACMG 
“clarifi cation” [ 3 ]. 

 Note that the debate, thus far, is merely 
about what results physicians  should  return 
when they are doing the WGS on their 
patient for a specifi c indication or indications 
and the patients have not requested any 
additional information. It does not deal with 
screening uses of WGS at all, or, even when it 
is being used for targeted purposes, with 
what physicians should do when patients 
request broader information, or how physi-
cians, before offering WGS, should deter-
mine what their patients want. As discussed 
above, the categories of results that patients 
want to receive back from WGS should be a 
major topic of conversation before ordering 
such a test. 

 The ESHG position seems both morally 
and, at least in the USA, legally questionable. 
A physician has a fi duciary obligation to put 
his or her patient’s interests fi rst. To  not  to tell 
the patient about known or readily discover-
able information concerning a highly pene-
trant and serious genetic risk, for which there 
is a good medical intervention, seems a breach 
of the physician’s obligation to the patient 
[ 7 ]. Physicians who, when examining lungs in 
a CAT scan, see (or read in a radiologist’s 
report) something highly suspicious in the 
liver will not ignore this unlooked for fi nding. 
At least some American case law fi nds that 
they can be liable if they do. A patient per-
haps should be able to retain a “right to igno-
rance,” but only after being informed of the 
possibility of such fi ndings and expressly 
requesting not to be informed. If a patient 
made that decision after adequate informa-
tion, and the physician documented the deci-
sion, the physician’s legal risks should be 
minimal. 

 But what about the cases, which ultimately 
should become the majority, where the 
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 testing is being done for screening purposes 
or where the patient says “tell me everything.” 
In both cases, the patient should be told at 
least whatever scientifi cally valid information 
seems likely to be signifi cant. (The patient 
who wants to be told “everything” could also 
be given a fl ash drive with his whole 
sequence.) What might be signifi cant to one 
patient might not be important to another, so 
the physician and patient will need to have 
had some discussion about what the patient 
wants, preferably before the test was ordered, 
but if not then, before results are returned. 

 In the absence of that discussion, the phy-
sician should return at least the kinds of 
highly penetrant, serious disease risks for 
which good medical intervention exists, as 
listed by the ACMG Guidelines, but that 
must be viewed as a minimum. Those criteria 
were created for cases in which the testing 
was being performed for one specifi c indica-
tion but other things turned up; in screening, 
the idea is to look generally for problems. 
What information should be returned, absent 
an express discussion, should probably 
include disease risks that are substantial (in 
absolute risk) and signifi cantly higher than 
the average person’s (in relative risk). 
Whether they should go beyond those that 
are medically actionable is a harder question, 
and one that really needs to be answered 
directly by the patient. 

 The second question is of a different 
nature—it is not a normative question of 
“what” should be done, but a practical ques-
tion of “how.” In the screening context, espe-
cially with a patient who wants to be told 
“everything” (even if qualifi ed to everything 
signifi cant), the numbers could quickly 
become unwieldy. 

 In 2009 Stanford bioengineer Steve Quake 
had his genome sequenced on a sequencing 
machine he had invented. In 2010, 32 authors 
published a medical analysis of this genome 
[ 4 ]. They concluded about 100 fi ndings 
should be shared with him. Even 3 min of dis-
cussion of each of 100 issues amounts to 5 h 
of counseling. Few counselors could provide 
good information on 100 random genetic 
issues; fewer could talk for 5 h, and even 
fewer patients could listen for 5 h. And no 
one would pay for that counseling [ 25 ]. 

 Information, including genomic informa-
tion, is only useful if it is properly understood. 

Patients who do not understand the signifi -
cance of their results, as noted above, might 
overreact or underreact to them in ways that 
could be risky. Yet how many patients will 
understand, on their own, the meaning of 
more than a 100 genetic risks? And how 
many of their personal care physicians will 
know themselves, or be able to convey if they 
do know, the meaning of more than a handful 
of those risks? Using genetic counselors 
sounds good, but there are about 3,000 
genetic counselors in North America today 
and they are all busy. Thus, the interpretation 
by appropriately trained pathologists and 
their direct involvement in multidisciplinary 
teams that work together to arrive at an inter-
pretation that takes into account the patient’s 
clinical context and wishes, and that is versed 
in the delivery of such interpretations, may 
become increasingly important. 

 The challenge, perhaps biggest for WGS, 
will be coming up with economically feasible 
ways to convey complex, important probabi-
listic information to hundreds of millions of 
people, many with very limited knowledge of 
genetics. The movie and television industries, 
computer game companies, advertising agen-
cies and others need to be engaged in order to 
produce systems that allow individuals to fi nd 
out, probably online, what their WGS means. 
Face-to-face counseling with trained profes-
sionals should, however, remain part of com-
municating results; face-to-face, real-time 
communication (perhaps online through 
some HIPAA-compliant version of Skype or a 
similar venue) gives a better chance to answer 
questions and to spot confusion or 
misunderstandings.  

    DTC Marketing 

 The current lack of regulation of DTC for tra-
ditional and SNP chip testing also applies to 
WGS. Only one fi rm seems to be currently 
offering DTC WGS: a fi rm named DNA 
DTC that is offering WGS for about $7,000 
(and WES for about $900) [ 8 ]. Interestingly, 
it is offering only the naked sequence, with-
out any interpretation, calling it a nonmedical 
service—customers will have to fi gure out 
what it means, medically or otherwise, on 
their own. 
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 Any concerns about DTC for individual 
tests or SNP chips are magnifi ed for WGS, 
because of the breadth of information—and 
misinformation—the whole sequence can 
convey. Both the decision to order WGS 
without any professional advice and the 
return of information from WGS without any 
professional advice seem reckless. The cus-
tomers may not know what they are ordering 
or what they have received.  

    Other Issues 

 In discussing traditional testing methods, this 
chapter looked at six concerns: confi dential-
ity, discrimination, testing children, family 
relationships, updating test results, and the 
relationship of clinical genetic testing to 
research. WGS makes each of those more 
complicated. 

 With WGS, breaching confi dentiality will 
become more tempting. With traditional 
genetic testing a breach of confi dentiality 
leads only to information about one (or a 
few) variants or traits. WGS information, 
because of its breadth, is more useful to 
someone who wants to fi nd out something 
about the patient, whether a hacker or the 
police. Police might, for example, seek clinical 
WGS records for a suspect to compare with 
crime scene DNA; electronic medical record 
databases could, in effect, supplement the 
forensic databases of convicts and arrestees. 
Some of the confi dentiality breaches may be 
unauthorized and hence illegal, but others, 
such as those following court orders, will be 
fully legal. 

 WGS would also magnify, in some respects, 
discrimination concerns because one can 
learn of many different risks in a person. On 
the other hand, WGS will show that every-
one has  some  genetic weaknesses. In the long 
run, this seems likely to lead to less discrimi-
nation, as the perpetrators realize they could 
themselves become victims and because soci-
ety sees more tangibly the shared nature of 
these risks. 

 If WGS is done on children, either for neo-
natal screening or as part of a test for a par-
ticular disease, it will strain the current 
consensus on not testing children for condi-
tions for which nothing need be done in 

childhood. WGS will provide information on 
both childhood onset and adult onset dis-
eases; if the latter information is not revealed 
immediately to the parents, then what should 
be done with it—should it be put in an enve-
lope marked “do not open until your 18th 
birthday”? Also, WGS for a child might reveal 
genetic risks for the child’s parents or siblings 
that could be important right away. The 
ACMG Guidelines prompted more contro-
versy by recommending the immediate return 
to parents of positive results in children’s 
sequences for any of its 57 listed genes [ 30 ]. 
This controversy will have to be resolved 
before widespread use of WGS in children. 

 Comparing WGS makes spotting family 
relationships very easy. With the number of 
variants revealed by WGS, even fairly distant 
relationships between people, such as second 
or third cousin, should be ascertainable with 
a high degree of likelihood based on the per-
centages of variants shared. This increased 
utility for fi nding family relationships is 
another factor that may drive people to try to 
breach confi dentiality—such as frustrated 
genealogists or state offi cials trying to fi nd a 
genetic father to sue for child support. 

 Updating may be the issue that compli-
cates WGS the most. With tests for a single 
gene, updating the result may or may not ever 
be necessary. A clear and defi nitive “safe” or 
“high risk” variant seems unlikely to change; a 
VUS, however, would need to monitored and 
updated, either from the physician’s personal 
knowledge of the area or from some periodic 
reanalysis. With WGS, not only will each 
patient have tens of thousands of VUS’s, but 
the overall interpretation of the human 
genome will change every day with new dis-
coveries on particular variants. The individu-
al’s genome will not change, but the 
interpretation of any individual’s genome is 
likely to change fairly frequently. Not only 
will some VUS’s be resolved, but also many 
“known” variants will have their effects 
refi ned, with better knowledge of risk, sever-
ity, age of onset, or the effects (positive or 
negative) of particular environmental factors 
or of variants in other genes. 

 In effect, the interpretation of a patient’s 
genome will be a test that will have to be 
repeated regularly, like a blood pressure test 
or a pap smear. Once optimal accuracy of 
WGS has been achieved, no offi ce visit or 
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actual test may be required, but the existing 
genome sequence will need to be run through 
the analysis protocol every few years. The 
fi eld should agree on just how often such 
reinterpretation is appropriate. (Of course, if 
the cost of WGS becomes low enough, it 
may be cheaper to resequence the patient 
every few years than to store the data. This 
would, however, require the costs of sequenc-
ing to continue to plummet at the same time 
the declining costs of computer memory 
stalled.) 

 WGS will increase the pressure to blur the 
line between research and clinical data. 
Looking at whole-genome sequences along 
with a host of clinical, phenotypic informa-
tion in the electronic medical records of mil-
lions of patients will likely be the most useful 
way to make progress in understanding the 
effects of different sequence variants, alone 
and in combination. Yet those patients may 
not have agreed to have their records used in 
research. And given the wealth of potentially 
identifying details contained both in the phe-
notypes in medical records, as well as in the 
genotypes, almost any patient could, with 
some effort, be re-identifi ed from his or her 
records. In the long run, it would be good for 
everyone for this information to be as widely 
available for research as possible. But to do so 
without the consent of the patients would not 
only be unethical and, most likely, illegal, but 
it would risk a political backlash against medi-
cal research and genetics generally. Resolving 
this dilemma will require careful effort.  

    Conclusions 

 We have had clinical genetic testing for over 
40 years. It has raised some complex ethical 
and legal questions, but those questions have 
largely been answered, if not perfectly, at least 
satisfactorily. New technologies, and particu-
larly WGS, will raise those ethical and legal 
questions to new and higher levels. The old 
answers may be useful as guides, but they 
cannot provide satisfactory solutions by 
themselves. This change in degree really is a 
change in kind. Implementing clinical WGS 
effectively will require serious improvements 
in sequencing technologies, but even more 

serious interdisciplinary efforts to deal with 
the ethical, legal, and, ultimately, very practi-
cal problems it raises. The time for such 
efforts is, quite urgently, now.     
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         Introduction 

 Cancers of an identical primary site can be 
heterogeneous in molecular pathogenesis, 
clinical course, and treatment responsiveness, 
which refl ects the existence of multiple can-
cer subtypes [ 1 ]. The differentiation of these 
subtypes is often based on biomarkers that 
distinguish important cancer features such as 
the aggressiveness of the disease (prognostic 
biomarkers) or the response to treatment 
(predictive biomarkers). The latter have 
fueled an increasing interest in biomarkers, 
given the potential they hold for individual-

ized or personalized medicine. This new fi eld 
focuses on differences between people and 
the potential for these differences to infl u-
ence medical outcomes. With individualized 
or “precision” medicine, a person’s cancer 
may be subtyped based on an explicit bio-
marker that is present or absent, or that may 
have increased or decreased expression levels. 
This may result in a greater likelihood of 
receiving treatment that is appropriate and 
effective for a specifi c tumor in a particular 
cancer patient. Individualized medicine con-
trasts markedly with the traditional “empiric 
method,” which uses a standardized treat-
ment for the whole patient population with 
an established presentation of disease symp-
toms, based on long-standing generic descrip-
tions of the average patient (Fig.  12.1 ).

   Nowadays, tumor biomarkers, together 
with new genomic and proteomic technolo-
gies, provide powerful tools for the early 
identifi cation of cancer patients, recurrent 
disease and for defi ning therapeutic respon-
siveness. In spite of the rapid developments in 
biotechnology and genomics, the pace of 
acceptance of new markers in clinical prac-
tice is surprisingly low. The slow uptake is 
due to the substantial reasons presented 
below and elsewhere [ 1 – 3 ]. In this chapter 
we (1) summarize importance of personal-
ized medicine and describe some of the bio-
markers and genetic tests which are being 
used in pathology practice now; (2) describe 
the translational research cycle and draw 
attention to some of the challenges faced in 
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delivering practice-changing discoveries; (3) 
discuss the impact of genomic biomarkers on 
the design of new clinical trials; and (4) briefl y 
review the guidelines and recommendations 
for moving successful biomarkers into clinical 
practice.  

    Cancer-Associated 
Biomarker Categories  

 Personalized, i.e., patient-oriented, research 
refers to a continuum from initial studies in 
humans to comparative effectiveness and 
outcomes research, and the integration of this 
research into the health care system and clini-
cal practice. The goal of patient-oriented 
research is to optimize the translation of 
innovative diagnostic and therapeutic 
approaches to the point-of-care, as well as to 
help researchers meet the challenge of con-
tributing to high-quality, cost-effective health 
care [ 4 ]. It involves ensuring that the right 
patient receives the right clinical intervention 
at the right time, ultimately leading to better 

health outcomes [ 5 ,  6 ]. In order to make 
patient-oriented care effective, there is a great 
need to discover more promising, reliable 
cancer-specifi c biomarkers and translate them 
successfully into clinical use. 

 In general, biomarkers are biological mea-
surements that are used to aid clinical prac-
tice. The National Cancer Institute defi nes a 
biomarker as a “biological molecule found in 
blood, other body fl uids, or tissues that is a 
sign of a normal or abnormal process, or of a 
condition or disease” [ 7 ]. A biomarker may be 
used to see how well the body responds to a 
treatment for a disease or condition [ 8 ]. The 
Biomarkers Consortium (managed by the 
Foundation of National Institutes of Health) 
states that “biomarkers are characteristics that 
are objectively measured and evaluated as 
indicators of normal biological processes, 
pathogenic processes, or pharmacologic 
responses to therapeutic intervention” [ 9 ]. 

 There are fi ve different categories of can-
cer biomarker measurements that and they 
can be assayed either once at baseline (diag-
nostic, prognostic, and predictive) or repeat-
edly (disease screening, disease monitoring, 
and molecular imaging) during the course of 

  Figure 12-1    Empiric treatment versus patient-oriented treatment. Individualized medicine is contrasted with the 
traditional “empiric method,” which uses a standardized treatment for all patients with a certain disease       
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the disease. A marker may belong to a single 
or to multiple biomarker categories. 

  A diagnostic biomarker  is an indicator mea-
surement that will aid in the detection of 
malignant disease in an individual. PSA 
(prostate- specifi c antigen) is the best-known 
cancer biomarker for early detection of 
 prostate cancer. Serum PSA has been widely 
used for almost 25 years in screening for pros-
tate cancer and has brought about a dramatic 
increase in early detection of the disease. 
Unfortunately, the low specifi city of elevated 
serum PSA as a cancer biomarker results in a 
signifi cant number of men who do not actu-
ally have prostate cancer, undergoing unneces-
sary needle core biopsies [ 10 ,  11 ]. To address 
these concerns the US Preventive Services 
Task Force recently reconsidered the potential 
harms and relative benefi ts of using PSA as a 
screening biomarker. It was found that there 
was insuffi cient evidence to recommend rou-
tine use of PSA as a screening test at any age 
(see section “The Biomarker Development 
Process”). The PCA3 (prostate cancer antigen 
3) RNA biomarker test has been introduced as 
a simple additional urine assay to address the 
signifi cant diagnostic dilemma in new cases of 
prostate cancer [ 12 ,  13 ]. The specifi city of this 
test in prostate cancer is 74 % compared to 
only 17 % for serum PSA, which at least 
increases the potential for this type of assay in 
predicting the likelihood of a positive needle 
core biopsy [ 14 – 16 ]. 

  Screening biomarkers  are an important sub-
class of biomarkers that have both high speci-
fi city and sensitivity for detecting cancer at 
the population level. These biomarkers are 
designed to robustly differentiate patients 
with disease from those without a disease. 
A perfect screening biomarker should have 
100 % sensitivity and 100 % specifi city, but at 
present none of the available biomarkers 
achieve these ideal performance standards. 
Another good example of a currently used 
screening biomarker is the widespread testing 
for HPV (human papillomavirus) DNA as 
part of cervical cancer-screening programs. 
The HPV molecular test is more sensitive 
with a high negative predictive value, than 
either conventional cytology (PAP smear) or 
liquid-based cytology methods. HPV DNA 
testing is used as an adjunct to conventional 
methods in the USA and in some European 
countries, and it can detect the presence of 

viral subtypes that may provide additional 
risk stratifi cation in HPV-positive women. 
Clinical trials are ongoing to clarify the pref-
erable method of technologies for HPV test-
ing to incorporate it into the current 
population level screening process [ 17 ]. 

  Prognostic biomarkers  are often defi ned as 
measurements made at diagnosis that provide 
information about patient prognosis. Prognostic 
biomarkers may predict disease recurrence 
(disease-free survival) and/or cancer- related 
death (cancer specifi c survival) or overall sur-
vival for an individual patient in the absence 
of treatment or in the presence of standard 
primary treatment. Thus, prognostic markers 
typically give information about patient out-
comes and tumor aggressiveness. For exam-
ple, estrogen receptor (ER) positive breast 
cancer patients have longer survival in the 
absence of systematic therapy than those 
patients who are ER negative [ 18 ]. CA-125, 
which is present in a subset of ovarian can-
cers, is not used for detection of early cancers 
because the serum levels are elevated in only 
50 % of patients with stage I disease [ 19 ,  20 ]. 
This biomarker is usually used to evaluate 
response to chemotherapy, relapse, and dis-
ease progression in ovarian cancer patients. 
Gupta and Lis performed comprehensive 
evaluation of the existing literature on the 
prognostic role of CA125 and suggested that 
postoperative levels of serum CA125 are also 
a strong prognostic factor for estimating over-
all survival and progression free survival in 
ovarian cancer [ 21 ]. 

  Disease monitoring biomarkers  are assays 
that are performed repeatedly over time. 
A change in disease status during treatment 
will be refl ected by a concomitant change in 
the biomarker status. Examples of biomarkers 
used for such monitoring are as follows: PSA 
in prostate cancer, CA125 in ovarian cancer, 
CEA in colorectal cancer, CA19-9 in pancre-
atic cancer, and CA15-3- or CA27.29 in 
breast cancer. 

  Predictive biomarkers  are used to predict 
response or resistance to a specifi c cancer 
therapy, i.e., they are used to identify the 
patients who are likely or unlikely to benefi t 
from a specifi c treatment. For example, in 
addition to its role as a prognosticator, tumor 
ER positivity is considered to be a predictive 
biomarker in breast cancer because such 
patients are far more likely to benefi t from 
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antiestrogen therapy such as Tamoxifen. On 
the other hand, ER negativity is a predictive 
biomarker for benefi t from conventional 
cytotoxic chemotherapy. Human epidermal 
growth factor receptor 2 (Her2/neu) amplifi -
cation is a predictive marker for benefi t from 
Trastuzumab (Herceptin ® ), Doxorubicin, and 
Taxanes [ 22 ,  23 ]. In some situations, predic-
tive biomarkers can be used to identify 
patients who may not benefi t from a particu-
lar drug. For example, advanced colorectal 
cancer patients whose tumors have KRAS 
mutations are typically poor candidates for 
treatment with epidermal growth factor 
receptor (EGFR) antibodies [ 24 ,  25 ].  

    Cancer Genomics: 
From Research to Pathology 
Practice  

 The completion of the Human Genome 
Project in 2003 stimulated a shift in emphasis 
from studying genes and proteins as individ-
ual biomarkers to understanding their inter-
action in pathways of therapeutic importance. 
Thus, genomics, proteomics, transcriptomics, 
and metabolomics are now providing excel-
lent opportunities for researchers to learn 
more about complex diseases like cancer by 
studying the overall response of cells to a 
mutation, or to changes in the disease micro-
environment. It is important to note that 
technologies that are used for biomarker dis-
covery are often not exactly the same tech-
nologies that will be routinely used in a 
clinical laboratory. However, it is clear that 
discoveries made using genomic and pro-
teomic technologies, coupled with advances 
derived from applied bioinformatics, are 
showing great promise for simpler and more 
cost-effective analysis of clinical samples. 

    Genomic Technologies Used 
for Biomarker Discovery 
    GENE EXPRESSION ARRAYS 

 Gene expression analysis has been one of the 
fi rst high-throughput molecular profi ling tech-
nologies with widespread adoption for 

biomarker discovery. Microarrays enable 
simultaneous analysis of tens of thousands of 
genes and thus the rapid identifi cation of new 
potential biomarkers. Gene expression analysis 
measures the activity of cellular RNA (mRNA) 
in a tissue or bodily fl uid at a given point in 
time, and it may provide information about 
the current status of a disease or the likelihood 
of future disease. RNA levels are dynamic and 
change as a result of pathology or environmen-
tal signals [ 26 ]. Certain patterns of gene activ-
ity may be used to diagnose a disease or to 
predict how an individual will respond to 
treatment over time. Methods used for gene 
expression analysis are diverse, ranging from 
real-time reverse transcription polymerase 
chain reaction (RT-PCR) to microarray screen-
ing technologies, which have been widely used 
in research, and are now beginning to be 
applied in clinical settings. 

 The most signifi cant genomic biomarkers 
that have emerged in recent years include 
 BCR-ABL1  for CML (chronic myeloid leu-
kemia) diagnosis and monitoring of treat-
ment responses [ 27 ], Her2/neu for diagnosis 
and prognosis of the breast cancer subtype 
which benefi ts from monoclonal antibody 
(Herceptin ® /trastuzumab) treatment [ 28 ], 
and detection of  EGFR  (epidermal growth 
factor receptor) and  KRAS  mutations for pre-
dictive purposes in lung [ 29 ] and metastatic 
colon cancer [ 30 ]. Discoveries from molecu-
lar profi ling of RNA and DNA are now gen-
erating many new candidate biomarkers that 
have potential similar to these successful 
genomic biomarkers. 

 The use of DNA expression microarrays 
has provided one of the most powerful tools 
to discover subsets of clinically important 
genes in human cancer [ 31 ]. Such expression 
arrays have been used to obtain major insights 
into progression, prognosis, and response to 
therapy on the basis of gene expression pro-
fi les (see the section on gene expression tests, 
below). Typically microarrays have been used 
to discover subsets of genes whose expression 
levels can be used to provide a distinct molec-
ular subclassifi cation of disease state. Once 
such a distinguishing genetic signature with 
likely clinical relevance has been discovered, 
custom-made arrays or other molecular biol-
ogy methods are used to develop preclinical 
or clinical testing.  
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    GENOME-WIDE ASSOCIATION 
STUDIES (GWAS) 

 GWAS is a comprehensive approach that 
identifi es and correlates single nucleotide 
polymorphisms (SNPs) to complex diseases 
such as cancers and is predominantly carried 
out with SNP microarrays specifi cally 
designed to interrogate millions of different 
polymorphisms in the human genome. 
GWAS is also very helpful as a biomarker dis-
covery tool. Results obtained from GWAS are 
typically cross-referenced with data from the 
HapMap Project or the 1000 Genomes 
Project in a process called imputation that 
aims to substitute values for missing data 
[ 32 ]. The advantage of GWAS is that it is 
unbiased and less likely to miss important 
genes or pathways than methods that use 
selected genes. Analysis of the large complex 
datasets generated by GWAS poses several 
challenges: (1) it requires large sample num-
bers and advanced bioinformatics to deter-
mine statistical signifi cance; (2) there often 
remains a high likelihood of false positive 
associations; (3) with such marked biostatisti-
cal complexity, small differences may be 
missed due to stringent biostatistical correc-
tions. Novel integrative genomics approaches 
are being introduced that combine GWAS 
information with gene expression data to 
assess putative functional relationships 
between genetic variants and their associated 
biological pathways [ 33 ]. 

 A strategy alternative to GWAS is called 
the candidate-driven or hypothesis-driven 
approach [ 34 ]. In this knowledge-based 
approach, researchers evaluate which genes 
to examine based on the scientifi c literature 
and they compare the expression levels of 
those genes and their particular pathways in 
a group of individuals with disease and in 
those without disease. The advantage of this 
method is that it focuses on pathways or 
genes that have a higher likelihood of being 
successful candidates based on decades of 
systematic research. However, in contrast to 
GWAS, the approach may be biased as it 
relies heavily on the literature and on exist-
ing bioinformatics datasets that are often 
limited or incomplete, so that candidate 
approaches run the risk of missing important 
genes and pathways.  

    NEXT-GENERATION 
SEQUENCING (NGS)  

 The comprehensive screening power of 
NGS promises to help mine the remaining 
“unannotated regions” of the genome for 
novel sequence-based biomarkers that are 
below the resolution levels for detection by 
conventional microarray analysis [ 35 ]. In 
NGS all sequence information from a patient 
sample is aligned to a full-length reference 
genome to match all sequencing reads to 
their exact genomic locations [ 36 ]. Counting 
the number of sequencing reads that align to 
a given genomic location is analogous to 
microarray intensities for a probe with a spe-
cifi c sequence and this metric can provide an 
estimate of relative expression levels. With 
slight modifi cation in the NGS experimental 
design DNA copy number, expression levels 
and differential methylation can be deter-
mined. Sequencing technologies can further 
identify variation between samples by iden-
tifying genomic locations, whereas reads that 
do not perfectly match the reference genome 
may indicate individual genetic variation 
such as SNPs, loss of heterozygosity (LOH) 
as well as copy number variation (CNV) 
[ 37 ,  38 ].   

    Role of Bioinformatics 
and Genomic Datasets 
in the Public Domain 
 In order to facilitate the biomarker discovery 
process, it was recognized that there was a 
need for freely accessible datasets containing 
comprehensive information associated with 
DNA and with RNA expression. Most jour-
nals now require that investigators make such 
genomic data publically available in a stan-
dardized format for open access in silico anal-
ysis. All data must be MIAME (Minimum 
information about a microarray experiment)-
compliant. In other words, MIAME com-
prises the minimum requirements that should 
always be included with published microar-
ray datasets, as suggested by the Functional 
Genomics Data society (  http://www.fged.
org    ). The most popular genomic datasets are 
GEO, ONCOMINE, and ArrayExpress 
Archive, described below. 
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 GEO (The Gene Expression Omnibus) is 
the biggest public repository that was 
designed to utilize features of the most com-
monly used molecular profi ling methods in 
use today. These include data generated from 
microarray analyses as well as sequence tech-
nologies and include gene expression  profi ling, 
noncoding RNA profi ling, chromatin immu-
noprecipitation (ChIP) profi ling, genome 
methylation profi ling, SNP genomic variation 
profi ling, array comparative genomic hybrid-
ization (aCGH), serial analysis of gene 
expression (SAGE), and protein arrays 
(  http://www.ncbi.nlm.nih.gov/geo/    ). 

 ONCOMINE is a cancer microarray data-
base and Web-based data-mining platform 
aimed at facilitating discovery from genome- 
wide expression analyses [ 39 ]. Using the 
ONCOMINE platform, researchers can eas-
ily compare gene expression profi les between 
cancer and normal samples, compare gene 
expression between different molecular, 
pathological, and clinical cancer subtypes, 
and investigate expression of genes in path-
ways and networks associated with cancer. It 
is possible to identify pathways, processes, 
chromosomal regions, and regulatory motifs 
activated in cancer and also search for genes 
that distinguish and predict cancer types and 
subtypes (  http://www.oncomine.org    ). 

 ArrayExpress Archive/Gene Expression 
Atlas is a European database that contains 
functional genomics experiments including 
gene expression data. Here, researchers can 
query and download data collected according 
to MIAME and MINSEQE (Minimum infor-
mation about a high-throughput nucleotide 
sequencing experiment) standards. It is also 
an atlas that can be queried for individual 
gene expression under different biological 
conditions across experiments (  http://www.
ebi.ac.uk/arrayexpress    ).  

    Integration Approaches 
to in Silico Datasets 
 For in silico analysis, information is extracted 
from publicly available genomic datasets and 
then analyzed by the researcher using a com-
puter to look for various patterns associated 
with particular diseases. In silico analysis can 
be applied, for example, to determine the 
location of mutations in a certain tumor sup-

pressor gene, to look for copy number changes 
for particular genes, and to compare gene/
protein expression patterns between cancer-
ous and normal samples. Commercial bioin-
formatics software (such as Nexus™, 
BioDiscovery Inc., California, USA; or 
Partek ® , Partek Inc., Saint Louis, USA) enable 
users to manage, integrate, visualize, and ana-
lyze data generated from high-throughput 
gene expression analysis, aCGH, SNP arrays, 
and NGS datasets. 

 The advantages of in silico methods are 
that they are rapid and avoid the need for 
expensive experiments to evaluate a bio-
marker’s clinical value. Moreover, bioinfor-
matics permits the investigator to search for a 
biomarker in one dataset and attempt to vali-
date it in another. However, the utility of in 
silico analysis depends on the quality of the 
clinical data collected, as well as the coverage 
and accuracy of the annotations used to 
report the genomic data. It can also be diffi -
cult to compare results across several datasets 
because of the differences in genomic meth-
ods. For these reasons, in silico analysis in bio-
marker discovery is often considered an initial 
step that must be followed by rigorous exper-
imental validation prior to preclinical 
investigation.  

    Clinically Applicable Gene-Based 
Assays 
 A very important aspect of marker develop-
ment is to translate it to the clinic, once its 
usefulness has been established. A potential 
marker can be tested in different sources, 
including tumor tissues and body fl uids such 
as serum and urine. The methods used should 
be of rapid execution, reliable, and ideally not 
very expensive. As our understanding of com-
plex diseases grows, additional biomarkers are 
being identifi ed and developed into new and 
improved diagnostic tools that can analyze 
multiple biomarkers simultaneously. Often, 
such biomarker assays establish a complex 
molecular profi le of the disease and provide 
an estimate of the likelihood of a response to 
a given treatment. They combine the values 
of multiple variables to yield a single patient- 
specifi c result. Such multigene assays com-
monly use PCR tests or gene expression 
microarrays, the results of which are 
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integrated into an algorithm to organize and 
prioritize individual markers, thereby pro-
ducing a readily accessible result [ 40 ]. The 
common examples of this modality are dis-
cussed below and some are already FDA 
cleared or approved. 

    GENE EXPRESSION TESTS 

 With the discovery in recent years of many 
potential tumor-biomarkers and the growing 
notion that a panel of markers rather than 
one marker alone will predict the most accu-
rate outcome, development of new detection 
systems has become desirable. In spite of the 
fact that microarray technologies are costly, 
gene expression tests are increasingly being 
implemented in modern clinical practice as 
an aid to conventional diagnostic, prognostic, 
and predictive decision tools used in cancer 
management. Some of the most recently used 
examples are discussed below. 

 ColoPrint ®  (Agendia, Amsterdam, The 
Netherlands) is a microarray-based gene 
expression profi le to predict the risk of dis-
tant recurrence of stage II and III colon can-
cer. ColoPrint ®  combines a multigene panel, 
which includes seven colon cancer-related 
genes and fi ve reference genes, with a propri-
etary algorithm for determining risk of recur-
rence (  http://www.agendia.com    ). ColoPrint 
uses the same technology, methods and qual-
ity control as FDA-cleared assays (i.e., 
MammaPrint ® ), though it is not approved by 
FDA. Similarly, Genomic Health Inc. pro-
vided the Oncotype DX ®  Colon Cancer test 
for Stage II colon cancer patients by evaluat-
ing expression levels of 12 genes. The results 
of the test are reported as a quantitative 
Recurrence Score ®  result, which is a score 
between 0 and 100 that correlates with the 
likelihood of a person’s chances of having the 
cancer return [ 41 ]. At present this test it is 
not FDA approved. The assay is only per-
formed by the developers in their Clinical 
Laboratory Improvement Amendments 
(CLIA) commercial laboratory. Genomic 
Health also provides MMR (mismatch repair) 
testing by immunohistochemistry on colon 
tumor samples, which, in combination with 
Oncotype DX ®  may help the clinician in 
making treatment decisions (  http://www.
oncotypedx.com    ). Stage II colon cancer 
patients with MMR-defi cient (MMR-D) 

tumors have a much lower risk of recurrence 
compared to patients with MMR-profi cient 
(MMR-P) tumors [ 42 ]. 

 BluePrint ®  is an 80-gene expression signa-
ture which classifi es breast cancer into Basal- 
type, Luminal-type, and ERBB2-type cancers. 
The BluePrint ®  Molecular Subtyping Profi le, 
combined with the patient’s MammaPrint ®  
(see below) test results, provides a greater 
level of clinical information to assist in thera-
peutic decision-making (  http://www.agendia.
com    ). BluePrint ®  does not require FDA clear-
ance because it is considered a Class I, low- 
risk device under FDA regulations. 

 MyPRS™/MyPRS Plus™ (my prognostic 
risk signature) is a tool for guiding treatment 
in patients with multiple myeloma. It ana-
lyzes all of the nearly 25,000 genes in a 
patient’s genome to determine the gene 
expression profi le (GEP) that is associated 
with a particular patient’s condition. The 
GEP is made up of the 70 most relevant genes 
(GEP70) which aide in the prediction of the 
patient’s outcome (  http://www.signalgenetics.
com    ). Both MyPRS™ and MyPRS Plus were 
developed by Myeloma Health, LLC who 
determined performance characteristics in a 
CLIA-certifi ed laboratory. The FDA has indi-
cated that these tests do not require either 
clearance or approval at present. 

 MammaPrint ®  (Agendia, Amsterdam, The 
Netherlands) is based on microarray technol-
ogy using 70 cancer-related and about 1,800 
non-cancer-related genes (  http://www.agendia.
com    ). The test stratifi es patients into two 
 distinct groups: low risk or high risk for dis-
tant recurrence, with no intermediate-risk 
patients. With low-risk patients, hormonal 
therapy (e.g., Tamoxifen) might be suffi cient 
avoiding the necessity of aggressive treatment 
such as chemotherapy. The test was cleared 
by the FDA as a class II device in 2007. 
However, the FDA did not evaluate treat-
ment outcomes as a result of use of this “prog-
nostic” device. In addition, the EWG (The 
EGAPP working group) (Evaluation of 
Genomic Applications in Practice and 
Prevention) found that “data were adequate 
to support an association between the 
MammaPrint Index and 5 or 10 year metasta-
sis rates, but the relative effi cacy of testing in 
ER-positive and ER-negative women is not 
clear.” Also, study subjects were European, 
and how characteristics of other demographic 
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populations might affect test performance is 
not known [ 43 ]. The MINDACT (Microarray 
In Node-negative Disease may Avoid 
Chemotherapy) trial is designed to compare 
the effectiveness of MammaPrint test results 
versus clinical evaluation in predicting 
15-year disease-free survival and overall 
 survival (EORTC-European Organization for 
Research and Treatment of Cancer, 
MINDACT 2008). This trial will compare 
clinical response to endocrine therapy alone 
versus endocrine therapy combined with che-
motherapy regimens (anthracycline-based, 
docetaxel–capecitabine, Letrozole). 

 The Oncotype DX ®  Breast Cancer test 
(Genomic Health Inc., Redwood City, CA) 
uses RT-PCR to study gene expression pro-
fi les in formalin-fi xed, paraffi n-embedded 
(FFPE) breast cancer tissues. Oncotype DX 
analyzes expression of 21 genes, 16 cancer 
related, and fi ve normative [ 43 ]. The test is 
intended for Stage I or II, lymph node nega-
tive and ER-positive breast cancer patients, 
who will be treated with Tamoxifen. Results 
are reported as a Recurrence Score™ (RS; 
scale of 0–100). Patients are divided into low, 
intermediate, and high-risk categories. 
Oncotype DX ®  claims to provide informa-
tion beyond conventional risk assessment 
tools, including how likely the woman is to 
benefi t from chemotherapy in addition to 
Tamoxifen therapy (  http://www.genomi-
chealth.com    ). The TAILORx (Trial Assigning 
Individualized Options for Treatment) trial is 
primarily designed to determine the benefi t 
of chemotherapy for women with intermedi-
ate risk. Oncotype DX results will be issued 
in 2013. The test is not FDA cleared but is 
available at the Genomic Health Inc. CLIA- 
certifi ed laboratory. Oncotype DX ®  was ini-
tially developed just for women with 
early-stage invasive, estrogen receptor- 
positive (ER+), node-negative breast cancer 
patients. However, recent clinical trials have 
demonstrated both prognostic (the capability 
of predicting distant recurrence) and predic-
tive (to assess the potential benefi t of addi-
tional adjuvant chemotherapy) signifi cance in 
node-positive, ER + women. The current 
guidelines suggest that if the test is proven to 
have prognostic as well as predictive signifi -
cance in node-positive patients, the test may 
be subject to additional regulation and there-
fore pre-market approval by the FDA [ 44 ]. 

 The most extensively studied tests among 
those listed above are Oncotype DX ®  Breast 
Cancer and MammaPrint ® . In many devel-
oped countries these new tests are already 
offered for clinical use, but there remains a 
need for more comprehensive long-term 
studies to assess whether test outcomes lead 
to clear benefi cial effects for patients and are 
cost-effective.  

    PROTEIN CHIPS 

 Similar to using DNA chips for identifi cation 
of gene expression profi les in particular 
tumors, the advent of “protein chips,” which 
enables the analysis of thousands of proteins 
expressed by a single tumor sample at the 
same time, has helped researchers to better 
understand the molecular basis of disease, 
including disease susceptibility, diagnosis, 
progression, and potential points of therapeu-
tic interference. The basic format of most 
protein chips is similar to that of DNA chips, 
such as the use of glass or plastic printed with 
an array of molecules (e.g., antibodies) that 
can capture proteins. Ideally, a protein chip 
containing a panel of molecules such as anti-
bodies would be able to predict a cancer state 
by a simple serum or urine test. This technol-
ogy is likely to see considerable additional 
development and application in the coming 
years [ 45 ].  

   FLUORESCENCE IN SITU 
HYBRIDIZATION (FISH) 

 Quantifi cation of multiple mRNA levels in 
tumors is expensive, technically demanding 
and not readily available in a routine clinical 
setting. FISH provides an alternative way to 
diagnose and identify predictive or prognosti-
cally important genetic alterations. The 
method is simple, fast, and reliable and there-
fore has been widely accepted for clinical use 
in human cancer. It is used to assess various 
genetic alterations (amplifi cations, deletions, 
translocations). FISH can detect genomic 
anomalies over a much greater dynamic size 
range than other techniques. In the past 
decade, the technique has been developed to 
include multicolor FISH assays so it is now 
possible to assess complex genomic altera-
tions [ 46 ]. Recent improvements have been 
made to FISH in the form of chromogenic in 
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situ hybridization (CISH) and silver-enhanced 
in situ hybridization (SISH). These tech-
niques use peroxidase enzyme-labeled probes 
whose signals do not decay over time and 
allow the specimen to be viewed using bright- 
fi eld microscopy. CISH and SISH have been 
used to assess Her2/neu gene status [ 47 ]. 

 Assessment of Her2/neu amplifi cations in 
breast cancer, to assess prognosis and to pre-
dict treatment outcome, is the most common 
example of FISH use in clinical settings [ 48 ]. 
Other examples include the recently devel-
oped commercialized test eXagenBC. The 
latter promises to provide a tailored prognosis 
in node-positive and node-negative breast 
cancer patients and is based on assessment of 
DNA copy numbers of three genomic regions 
(around  CYP24 ,  PDCD6IP , and  BIRC5 ) for 
ER-positive and Progesteron (PR)-positive 
tumors and three different genes ( NR1D1, 
SMARCE1, and BIRC5 ) for ER-negative, 
PR-negative tumors in both node-negative 
and node-positive patients. The eXagenBC 
test uses a prognostic index (PI) from an algo-
rithm to integrate the information from the 
three genes and predict recurrence rates. This 
test may greater accuracy compared to other 
criteria for recurrence risk assessment and 
therefore has been suggested for routine clini-
cal use [ 49 ]. 

 Additional promising prognosticators are 
fusion genes such as  TMPRSS2-ERG  translo-
cations and  PTEN  deletions in prostate cancer 
which show great promise for identifi cation of 
aggressive prostate cancers.  PTEN  deletions 
have been associated with earlier biochemical 
relapse following radical prostatectomy. 
Prostate cancers showing homozygous  PTEN  
deletions, termed “ PTEN  null,” have been 
strongly associated with metastasis and andro-
gen independent progression, i.e., castration 
resistant prostate cancers (CRPC) [ 50 – 53 ]. 
One important new FISH biomarker is the 
echinoderm microtubule- associated protein-
like 4- anaplastic lymphoma kinase ( EML4-
ALK ) fusion gene, present in a small subset of 
non-small- cell lung cancers (NSCLC). Such 
tumors are particularly sensitive to ALK 
inhibitors such as Crizotinib which has been 
recently approved by FDA (2011) for the 
treatment of locally advanced or metastatic 
non-small-cell lung cancers that are ALK- 
positive. The FDA also approved the Vysis 
ALK Break-Apart FISH Probe Kit (Abbott 

Molecular, Inc.) that is a diagnostic test 
designed to detect rearrangements of the  ALK  
gene in NSCLC [ 54 ,  55 ].  

   POLYMERASE CHAIN 
REACTION (PCR)  

 Clinical diagnostic applications of real-time 
PCR or real-time quantitative PCR (qPCR) 
have been widely implemented by hospital- 
based clinical laboratories [ 56 ]. In transla-
tional research, qPCR is simple and one of 
the fastest, most reliable and cheapest molec-
ular techniques for the validation of a newly 
discovered biomarker. A qPCR assay can be 
used to identify gene amplifi cations, dele-
tions, fusions, overexpression, and mutations 
down to single base changes, and therefore, 
these very sensitive and specifi c molecular 
tests are among the most widely used meth-
ods to translate recent discoveries in cancer 
research into clinical practice. 

 Examples of clinically applicable qPCR 
assays in cancer diagnostics and prognostics 
include the detection of  BCR-ABL1  tran-
scripts in patients with chronic myeloid leu-
kemia (CML) who are then subjected to 
tyrosine kinase inhibitor (Imatinib/Gleevec ® ) 
treatment as a fi rst-line therapy and to quanti-
fi cation of minimal residual disease (MRD) by 
qPCR [ 57 ]. Recently highly sophisticated 
methods have been developed using DNA- 
based and RNA-based PCR assays for the 
detection of  BCR-ABL1  transcripts that were 
previously not detectable by conventional 
PCR methods [ 58 ,  59 ]. Thyroid cancer is 
another example where qPCR assays play an 
important role: in this case they have a diag-
nostic and predictive role. Real-time PCR can 
be used to diagnose papillary thyroid carcino-
mas (PTCs) harboring a point mutation in 
 BRAF  or  RAS,  or a  RET-PTC  rearrangement 
(>70 %), and they can help diagnose follicular 
thyroid carcinomas (FTCs) that harbor either 
 RAS  mutations or  PAX8/PPARγ  rearrange-
ments [ 60 ].  RAS  mutations may also be found 
in benign thyroid lesions. In addition, sporadic 
and hereditary medullary thyroid carcinomas 
(MTCs) are both associated with point muta-
tions in the  RET  gene. Thus, molecular testing 
is now an important component of thyroid 
cancer diagnosis and management [ 60 ,  61 ]. 

 Assays that simultaneously amplify (or 
detect) two or more target fragments (or 
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detect sequence changes within target frag-
ments) are termed duplex and multiplex real- 
time PCRs, respectively. It is noteworthy that 
the multiplexing of biomarkers has many 
advantages over single biomarker measure-
ments, especially when trying to identify the 
best diagnostic or prognostic models for vari-
ous human cancers (prostate cancer, as an 
example, is discussed below) [ 62 ]. One com-
mercially available real-time PCR assay 
(HemaVision, DNA technology, Aarhus, 
Denmark), is widely used in clinical laborato-
ries to simultaneously detect 28 fusion genes 
and more than 80 breakpoints and splice vari-
ants in patients with acute myelogenous leu-
kemia (AML) and acute lymphoid leukemia 
(ALL) ([ 63 ];   http://www.biocompare.com    ). 

 Classical cytogenetic methods (e.g., con-
ventional karyotyping) continue to provide 
well-established diagnostic fi ndings to clini-
cians. However, the detection of certain 
genetic abnormalities (translocations or fusion 
genes) that often have been missed by con-
ventional cytogenetics is now feasible with 
high reliability using newer molecular tech-
niques that have advantages over traditional 
methods. These may include a shorter turn-
around time, automated analyses, and a lack of 
the prior requirement of dividing cells [ 64 ].    

    Impact of Genetic 
Biomarkers on Drug 
Development and Clinical 
Trial Designs  

 Genetic biomarkers now have tremendous 
impact in every phase of drug development, 
from drug discovery to preclinical evaluations 
through each phase of clinical trials and into 
routine clinical use [ 65 ]. In the early phases 
of drug development, biomarkers are used to 
evaluate the activity of small molecule thera-
peutics in animal models, to investigate 
mechanisms of action and to provide essen-
tial preclinical data needed for the various 
later stages of clinical trials. If the preclinical 
phase of drug development is successful, then 
it is followed by an application to the FDA as 
an investigational new drug (IND). The pur-
pose of an IND is “to ensure that subjects will 

not face undue risk of harm” in a clinical 
investigation that involves the use of a drug. 
The IND is the mechanism by which the 
investigator, or pharmaceutical sponsor, pro-
vides the requisite information to obtain 
authorization to administer an investigational 
agent to human subjects. By doing so, the 
compound can be tested for dose response, 
effi cacy and toxicity [ 66 ]. After an IND is 
approved, the next steps are clinical phases 1, 
2, and 3. Phase 1 trials determine safety and 
dosage and identify side effects (patient num-
ber: 20–80); Phase 2 trials are used to obtain 
an initial assessment of effi cacy and to further 
explore safety of the drug or treatment in a 
larger number of patients (100–300); In 
Phase 3 trials the treatment is given to large 
groups of patients (>1,000) to confi rm effec-
tiveness, monitor side effects, compare effi -
cacy to established treatments, and collect 
information that will allow it to be used 
safely. 

 In clinical trials which are designed to vali-
date and assess the usefulness of a prognostic 
biomarker or one that is predictive for the 
usefulness of a specifi c therapy, the major 
issues are to obtain suffi cient statistical evi-
dence of treatment benefi t in patients who 
are positive for the predictive or prognostic 
biomarker, and then to examine the biologi-
cal relationships associated with the biomark-
er’s expression and the molecular pathways 
targeted by the therapeutic agent. Often, 
such studies utilize a retrospective analysis of 
a biomarker in available tissues from patients 
with known response who have been treated 
similarly [ 67 ]. Before initiating studies to 
confi rm the clinical utility of a novel bio-
marker, it is necessary to conduct validation 
trials in which several criteria must be met. 
First, specifi c testable hypotheses must be 
proposed based on scientifi c evidence of the 
predictive properties of the putative bio-
marker relative to the existing (standard) 
treatment. In addition, any prognostic benefi t 
is assessed as well. A novel biomarker is con-
sidered promising for clinical utility when it 
demonstrates the following features in the 
validation study: (1) the marker is indepen-
dently associated with clinical outcome; (2) 
its biological effects are specifi c for the cancer 
of interest as opposed to normal tissues, other 
disease states, or other cancers; (3) the mark-
er’s prevalence in the target population is 
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high; and (4) the methods of marker mea-
surement are feasible and reproducible. 

 In the next phase of the evaluation of clini-
cal utility of the predictive or prognostic bio-
marker, two major issues have to be 
considered: the selection of an appropriate 
patient population and the choice of the most 
appropriate end point. For example, when 
evaluating predictive markers of therapeutic 
effi cacy in the adjuvant setting, the primary 
end point usually is overall, disease-free, or 
recurrence-free survival. Possible primary end 
points for metastatic disease trials would 
include response rate, time to progression, 
survival, or risks of toxicity [ 67 ]. 

 With respect to clinical trial designs for 
new drugs or treatment options and compan-
ion biomarkers, randomized controlled trials 
(RCT) are the most popular, because they 
limit the potential for bias by randomly 
assigning one arm to an intervention and the 
other arm to non-intervention (or placebo). 
This minimizes the chance that the incidence 
of confounding (particularly unknown con-
founding) variables will differ between the 
two groups. Currently, some Phase 2 and 
most Phase 3 drug trials (see below) are ran-
domized, double-blind, and placebo- 
controlled. Traditional RCT designs are not 
always well suited for drugs with molecular 
targets and associated biomarkers. For exam-
ple, a standard randomized approach in a 
clinical trial for Trastuzumab would not be 
very effective without the use of an enrich-
ment design, because the drug has little effect 
on Her2/neu negative patients. Because 
almost 75 % of patients are Her2/neu nega-
tive, a standard design would require a large 
sample size to detect the treatment effect of 
Trastuzumab on Her2/neu positive patients 
[ 68 ]. An enrichment clinical trial design is 
used to evaluate a treatment or a drug in 
which the effect can be readily demonstrated 
on a specifi c subset of the study population. 
Often such a subset is identifi ed by a bio-
marker test that is used to select those 
patients who are likely to respond well to the 
treatment. Effi ciency of the study thus 
depends on the prevalence of test-positive 
patients and on the relative effectiveness of 
the new treatment in test-negative patients 
[ 69 ]. In the enrichment designs the number 
of randomized patients is often substantially 
smaller than for a standard design. Wang et al. 

[ 70 ,  71 ] proposed modifi ed designs for 
enrichment studies, accruing either both test-
positive and test-negative patients or only 
marker-positive patients during the fi rst stage, 
and then accruing test- negative patients if the 
results are promising for the marker-positive 
patients at the end of the fi rst stage. Freidlin 
and Simon took a similar approach and intro-
duced “adaptive threshold designs” for situa-
tions in which the proportion of patients 
sensitive to the new drug is low [ 72 ]. When a 
new treatment is broadly effective, an adap-
tive design has the power to detect the over-
all effect similar to a RCT traditional design. 
Moreover, adaptive designs substantially 
reduce the chance of false rejection of effec-
tive new treatments. Overall, the design of a 
biomarker-informed clinical trial must pro-
vide rapid and robust laboratory results for 
the molecular target in a manner that mini-
mizes the overall false- positive rate. The avail-
ability of timely and standardized biomarker 
assay results is particularly important because 
new patients cannot be assigned into a bio-
marker directed study arm until the labora-
tory fi ndings are available to the center that 
coordinates the trial.  

    The Translational Research 
Continuum  

 Despite the rapid pace of biomarker discovery 
in recent years, there are still very few vali-
dated genetic biomarkers of proven and robust 
clinical utility [ 73 ]. This poor performance 
refl ects that the clinical development of new 
biomarkers is just as diffi cult as the develop-
ment and approval of a new drug. Here we 
will outline the bench to bedside pipeline and 
discuss how best to facilitate the successful 
development of biomarkers and molecular 
targeted treatments, respectively. Throughout 
the cancer research process, many challenges 
are faced during the transition of a new dis-
covery from the “research bench” through the 
phases of laboratory and clinical validations. 
Unfortunately the majority of “exciting dis-
coveries” never succeed in overcoming the rig-
orous evaluations and are not accepted as part 
of routine clinical practice or used for labora-
tory testing by pathologists (Fig.  12.2 ).
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      Challenges in Preclinical 
and Clinical Research 
 A major factor contributing to the lack of use 
of genetic biomarkers in clinical trials is the 
poor quality of published preclinical data. 
This has been the focus of a recent commen-
tary by Begley and Ellis [ 3 ]. IND trials rely 
heavily on the literature and on having a com-
prehensive understanding of the agent’s tar-
get, its associated biomarker and the various 
downstream consequences of the drug. Very 
often, however, the biological hypothesis 
around a new agent and its companion bio-
marker is uncertain or questionable. The lack 
of reproducibility of preclinical “research 
assays” when applied to patient samples may 
prevent the application of novel biomarkers 
in a clinical setting. Some of the issues that 
are considered to be associated with poor 
uptake of research biomarkers by trialists and 
clinical laboratories are summarized in 
Table  12.1 .

        The Biomarker 
Development Process  

 The biomarker development process 
requires multiple collaborative mechanisms, 
knowledge networks and consortia to facili-
tate biomarker fruition in clinical practice. 
The critical limitation in biomarker develop-
ment is the lack of a proper structure in the 
biomarker discovery process as is present in 
the process of testing a new drug. After prov-
ing, among other things, the clinical validity 
and clinical utility of a newly discovered bio-
marker (see below), a biomarker is not con-
sidered “validated” and cannot be 
recommended for use in clinical practice 
until independent research groups at multi-
ple sites have demonstrated concordant 
results in separate trials. The challenge is 
fi rstly to determine which data are required 
to perform these studies, and secondly, to 
obtain, share and pool these data together, 

  Figure 12-2    The translational research continuum. This graph schematically depicts the three major obstacles 
that impede an exciting research discovery ( leftmost  peak) moving though the validation phase from preclinical 
research into clinical trials ( middle  peak) and onto clinical or laboratory practice (small peak on  right ). The graph 
illustrates the continuing gap between basic biomedical research and clinical research and knowledge. This gap 
limits the capacity to translate the results of provocative discoveries generated by basic biomedical laboratory 
research to the bedside, as well as to successfully engage and educate health care providers in the benefi ts of the 
discoveries (see Canadian Institute of Health Research. “Canada’s Strategy for Patient-Oriented Research.” 
August 2011)       
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and to provide adequate support to analyze 
the pooled datasets. A solution would be to 
apply uniform standards, which should facili-
tate effective translation of newly discovered 
biomarkers to the clinical setting. Therefore, 
numerous collaborative mechanisms, knowl-
edge networks, and consortia have emerged in 
order to facilitate biomarker discovery and 
enhance the delivery process to the clinic. 
Examples of such mechanisms such as the 
Early Detection Research Network (EDRN) 
and The Biomarkers Consortium (TBC) dem-
onstrate the value of a national coordinated 
approach [ 74 ,  75 ]. 

 Guidelines (known as the Standards for 
Reporting of Diagnostic Accuracy, or STARD 
statement) have been developed for diagnos-
tic studies and were inspired by CRGs 

(Cochrane Review Groups) in 1999. For 
prognostic studies, guidelines known as 
REMARK criteria, were developed by NCI- 
EORTC (National Cancer Institute-European 
Organisation for Research and Treatment of 
Cancer) [ 76 – 78 ]. The STARD initiative 
serves to improve the reporting quality diag-
nostic accuracy in publications. The state-
ment consists of a checklist of 25 items and 
the decision to include items in the checklist 
was based on evidence linking these items to 
either bias, variability in results, or limitations 
of the applicability of results to other settings 
[ 76 ]. The checklist can be used to verify that 
all essential elements are included in the 
report of a research study. 

 REMARK (REporting recommendations 
for tumor MARKer prognostic studies) guide-
lines were developed primarily for studies of 
prognostic markers, especially those evaluat-
ing a single tumor marker while possibly 
adjusting for other known prognostic factors. 
The guidelines suggest relevant information 
that should be provided about the study 
design, preplanned hypotheses, patient and 
specimen characteristics, assay methods, and 
statistical analysis methods [ 77 ]. 

 While some biomarkers have already 
been approved by the FDA, the use of others 
has been recommended in clinical guidelines 
by various cancer societies [ 5 ]. A recent 
example of this is a test for epidermal growth 
factor receptor ( EGFR ) mutation in patients 
with advanced NSCLC, which determines 
whether or not fi rst-line EGFR tyrosine 
kinase inhibitor therapy is indicated [ 5 ,  79 ]. 
The introduction of biomarkers into routine 
clinical practice is considered in the 
framework- Tumor Marker Utility Grading 
System (TMUGS) was designed to evaluate 
the  clinical utility of tumor markers and to 
propose a hierarchy of “levels of evidence” 
that might be used to determine if available 
data support the use of a marker or not [ 80 ]. 
TMUGS provides guidelines to determine 
the clinical utility of known and future 
tumor markers, as well as guidance on bio-
marker assay design, interpretation, and use 
in clinical practice. This evidence scale has 
been widely cited and used for deciding 
whether to recommend the use of a tumor 
marker in clinical practice and for design and 
conduct of tumor marker studies [ 81 ,  82 ]. 
This evidence scale has recently been revised 

   Table 12-1     Challenges in Preclinical and 
Clinical Research   

  Challenges in preclinical research:  

 • Research staff does not use SOPs (Standard 
Operating Procedure) or operate following 
GLP (Good Laboratory Practice) standards 

 • Biased comparison groups in the study (case 
versus controls) 

 • Statistically underpowered study size, 
inappropriate statistical analyses, including 
over-fi tting of data 

  Challenges in clinical research:  
 • Independent groups are unable to generate 

concordant results due to the lack of 
coordination between biomarker research 
laboratories/lack of standardized protocols 
across laboratories 

 • Lack of “good quality samples.” So-called 
“convenience samples” (from local 
bio-repository) may be too homogeneous 
to provide evidence for clinical relevance 
of biomarker to the whole population 
of the patients 

 • Clinical heterogeneity often leads to wrong 
conclusions 

 • New testing technologies lack appreciation 
of inter-laboratory performance, 
standardization, quality control, and cost-
effectiveness and cannot be used widely by 
clinical laboratories (e.g., mass spectrometric 
protein profi ling) 

 • Lack of pre-analytical studies 
 • Lack of funding for translational research 
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to distinguish data generated from prospec-
tive clinical trials, in which the marker is the 
primary objective of the study, from those in 
which archived specimens are used [ 1 ,  67 , 
 83 ]. Starting in 2000, the Offi ce of Public 
Health Genomics (OPHG) at the Centers 
for Disease Control and Prevention (CDC) 
established the analytic framework ACCE 
Model Project based on four main criteria 
for evaluating a genetic tests: (1)  Analytic 
validity  is a component of clinical validity 
(see below) describing how accurately and 
reliably the test measures the genotype of 
interest. Analytic validity assesses technical 
test performance and includes analytic sensi-
tivity (detection rate), analytic specifi city 
(false positive rate), reliability (repeatability 
of test results), and assay robustness (resis-
tance to small changes in pre-analytic or 
analytic variables); (2)  Clinical validity  
describes the accuracy with which a test pre-
dicts a particular clinical outcome and 
clearly separates two subgroups of patients 
with different outcomes within a large pop-
ulation. When a test is used diagnostically, 
clinical validity measures the association of 
the test with the disorder [ 84 ] and when 
used predictively it measures the probability 
that a positive test will result in the appear-
ance of the disorder within a stated time 
period; (3)  Clinical utility  is a balance of 
benefi ts and harms when the test is used to 
infl uence patient management, i.e., the evi-
dence that the use of the marker improves 
outcomes compared to not using it. 
Evaluation of clinical utility factors in avail-
able information about the effectiveness of 
the interventions for people who test posi-
tive and the consequences for individuals 
with false positive or false negative results; 
(4)  Ethical, Legal and Social Implications  
(ELSI) refer to other implications which 
may arise in the context of using the test and 
cut across clinical validity and clinical utility 
criteria. In 2004, a new initiative, termed 
EGAPP™ (Evaluation of Genomic 
Applications in Practice and Prevention) was 
created by OPHG at the CDC “to better 
organize and support a rigorous, evidence-
based process for evaluating genetic tests 
and other genomic applications that are in 
transition from research to clinical and pub-
lic health practice in the U.S.” [ 43 ,  85 ]. 

 The US Preventive Services Task Force 
(USPSTF) is an independent panel of non- 
Federal experts in prevention and evidence- 
based medicine and is composed of primary 
care providers. The USPSTF strives “to make 
accurate, up-to-date, and relevant recom-
mendations about preventive services in 
primary care. It conducts scientifi c evidence 
reviews of a broad range of clinical preven-
tive health care services (such as screening, 
counseling, and preventive medications) 
and develops recommendations for primary 
care clinicians and health systems” (  http://
www.uspreventiveservicestaskforce.org    ). 
These recommendations are published in 
the form of “Recommendation Statements.” 
Also, the USPSTF stratifi es the evidence by 
quality about the effectiveness of treat-
ments or screening by three different levels 
(Table  12.2 ). For example, in 2002, USPSTF 
deemed the evidence to be insuffi cient to 
recommend routine use of PSA as a screen-
ing test among men younger than age 75. 
The recommendation, however, does not 
include the use of PSA test for surveillance 
after diagnosis or treatment of prostate  cancer. 

   Table 12-2     Stratifi cation of Evidence by 
Quality (proposed by USPSTF)   

 Level 1:  Evidence obtained from at least one 
properly designed randomized 
controlled trial 

 Level 2-a:  Evidence obtained from well-
designed controlled trials without 
randomization 

 Level 2-b:  Evidence obtained from well-
designed cohort or case–control 
analytic studies, preferably from 
more than one center or research 
group 

 Level 2-c:  Evidence obtained from multiple 
time series with or without the 
intervention. Dramatic results in 
uncontrolled trials might also be 
regarded as this type of evidence 

 Level 3:  Opinions of respected authorities, 
based on clinical experience, 
descriptive studies, or reports of 
expert committees 

  Source: U.S. Preventive Services Task Force (August 
1989). Guide to clinical preventive services: report of 
the U.S. Preventive Services Task Force. Publishing. 
pp. 24–. ISBN 978-1-56806-297-6  
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The USPSTF reviewed the available evidence 
again in 2011 and in a draft report concluded 
that population benefi t from PSA screening 
was inconclusive, recommending against 
PSA-based prostate cancer screening at any 
age [ 86 ,  87 ]. The USPSTF makes evidence- 
based recommendations about clinical pre-
ventive services such as screenings, counseling 
services, or preventive medications. Currently 
the majority of USPSTF recommendations 
are not in favor of widespread use of cancer 
screening using biomarkers. However, as more 
DNA based biomarkers are developed from 
sequencing projects it seems likely that the 
benefi ts of screening may outweigh the risks 
for some of the diseases where early 
 intervention can prevent disease progression 
(  http://www.uspreventiveservicestaskforce.
org/uspstopics.htm#AZ    ).

       Conclusions 

 Various consortia, grading systems and collab-
orative initiatives discussed in this chapter are 
basically founded and developed in North 
America and are part of the goal to provide 
evidence-based medicine, which seeks to 
assess the strength of the evidence of risks 
and benefi ts of treatments, diagnostic tests, 
and biomarkers. Similar systems exist in 
Europe though they are not discussed here. 
Networking infrastructures throughout the 
world developed to date have a goal of sharing 
and pooling analyzed data to complete the 
biomarker discovery → development → valida-
tion continuum. Increased collaboration 
between such consortia may, under the right 
conditions, accelerate biomarker develop-
ment. Global harmonization of guidelines in 
the years ahead will likely underpin the suc-
cess of biomarker translation from bench to 
bedside.     
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     Abbreviations 

   BAM    Binary alignment mapping fi le 
format   

  BWA    Burrows Wheeler aligner   
  BWT    Burrows Wheeler transform   
  GATK    Genome analysis tool kit   
  HGMD    Human gene mutation database   
  IGV    Integrative genomics viewer   
  NGS    Next-generation sequencing   
  OMIM    Online Mendelian inheritance in man   
  TVC    Torrent variant caller   
  VCF    Variant call fi le format   
  VUS    Variant of uncertain signifi cance   
  WGS    Whole-genome sequencing   

       Introduction 

 Whether one works on the bench or at the 
bedside, we are increasingly interfacing with 
the current avalanche of large datasets. Recent 
advances in high throughput analysis plat-
forms such as next-generation sequencing 

(NGS) beg the question of how these data 
will impact and be utilized by the fi eld of clin-
ical pathology. Historically, large research 
projects such as the Human Genome Project 
did not realize their full utility without the 
subsequent bioinformatics analysis and data 
interpretation. Because genomic information 
is increasingly being used in the practice of 
medicine, bioinformatics is becoming an 
essential component in medical research and 
in the clinical diagnostic laboratory setting. As 
the cost and labor required to sequence 
human DNA continues to drop, this trend 
will continue [ 1 ]. It is important to emphasize 
that without expert computational analysis 
the sequencing results themselves are, in 
essence, just a very large fi le of A’s, T’s, C’s, and 
G’s. Thus, there is the need to better under-
stand the fi eld of bioinformatics and how it 
may affect clinical pathology in the near term. 

 It is interesting to note that the actual term 
 bioinformatics  appeared well before the cur-
rent “genomics revolution.” In 1978, a Dutch 
theoretical biologist (Paulien Hogeweg) fi rst 
coined this term in reference to the study of 
information processes in biotic systems [ 2 ]. 
One common defi nition of bioinformatics is: 
“Research, development, or application of 
computational tools and approaches for 
expanding the use of biological, medical, 
behavioral or health data” [ 3 ]. This includes 
any computational methods to acquire, store, 
organize, archive, analyze, or visualize such 
data. To others, bioinformatics is simply a 
grammatical contraction of “biological infor-
matics” and may call to mind the computer 
science disciplines of information science or 
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    CHAPTER 13   

 BIOINFORMATICS TOOLS 
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information technology, underscoring the 
large amounts of data to be analyzed and 
managed [ 4 ]. It is also quite notable that the 
majority of this computational work is not in 
the Microsoft Windows ®  environment. A 
more typical setting is command line parsing, 
scripting and making queries on Unix/Linux 
hardware using programming languages and 
tools such as Perl, Python, Java, R and SQL, 
among others. 

 The unprecedented data volumes and the 
qualitative and uniquely quantitative nature 
of NGS data have driven a renaissance in bio-
informatics research and development result-
ing in the proliferation of a diversity of 
open-source and commercial algorithms and 
software to support the computational pro-
cessing, analysis, and interpretation of NGS 
results [ 5 ]. These efforts have facilitated a 
broad dissemination of NGS into every facet 
of biomedical research and more recently 
into a multiplicity of clinical diagnostic appli-
cations from multi-gene panels to exome and 
whole-genome sequencing (WGS). 

 Every laboratory adopting NGS undergoes 
a learning curve with respect to analyzing 
NGS data. 1  This has proven to be a signifi cant 
bottleneck due to the specialized nature of 
bioinformatics knowledge and lack of person-
nel trained in the discipline [ 6 ]. In this con-
text, the goal of the current chapter is to 
introduce basic concepts and principles of 
bioinformatics required for the analysis of 
NGS data. The spectrum of NGS data gen-
eration, processing and alignment, variant 
calling and interpretation is discussed. The 
Illumina and Ion Torrent sequencing technol-
ogies and associated data analyses are empha-
sized due to their current dominant roles in 
the NGS landscape. A subsection is devoted 
to computational approaches for the identifi -
cation of candidate genes from exome and 
WGS studies [ 7 ]. The chapter concludes with 
a discussion of in silico predictors and test 
reporting strategies.  

1   Pathologists can strive to become more aware of this 
rapidly moving fi eld by familiarizing themselves with 
resources such as Web sites like  SeqAnswers  [ 67 ], 
 BioStar  [ 68 ], and  Bio-IT World  [ 69 ], software and 
server tutorials such as  Galaxy  [ 70 ] or  GATK  [ 16 ], 
continuing education or certifi cates such as  NGS 
short course s [ 71 ] and  AMIA 10 × 10  [ 72 ] offerings. 

   Methods 

   Next Generation Sequencing 
Bioinformatics 
 The bioinformatics processing of NGS data 
can be operationally divided into three major 
steps:
1.        Generation of a sequence read fi le con-

taining linear nucleotide sequence (e.g., 
ACTGGCA) accomplished using instru-
ment specifi c software.   

2.       Mapping and aligning sequence reads to a 
reference sequence and identifying differ-
ences (variants) between sequence reads 
and reference.   

3.      Annotation and interpretation of variants 
with respect to phenotype.     
 Steps 2 and 3 use either open source or 

commercial algorithms and software, as well 
as variant databases. Each of these steps is 
next presented in greater detail. We fi rst dis-
cuss bioinformatics pertinent to the analysis 
of Illumina sequence data followed by Ion 
Torrent.  

   Illumina: Bioinformatics Overview 
 NGS raw sequence base data from Illumina 
are comprised of four color (ATCG) fl uores-
cent images optically recorded after each suc-
cessive sequencing cycle. The images captured 
refl ect single nucleotide base incorporation 
into individual sequencing clusters, with each 
cluster representing a clonal amplicon as seen 
in Fig.  13.1 . Illumina utilizes a quality control 
measure termed the “chastity” fi lter for accep-
tance or rejection of individual clusters and 
this fi lter is applied after the fi rst 25 cycles of 
a sequencing run. Specifi cally, during the fi rst 
25 cycles the highest fl uorescent intensity 
base incorporated into a cluster is recorded 
and its intensity is compared to the next high-
est fl uorescent base recorded for the cluster. 
This information is used to calculate the 
chastity fi lter ratio which is derived by taking 
the fl uorescence of the highest fl uorescent 
intensity base and dividing it by the fl uores-
cence of the same highest fl uorescent inten-
sity base plus the fl uorescence of the next 
highest fl uorescent intensity base. A ratio 
of 0.6 or greater is considered a “passing” ratio. 
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A cluster “failure” is defi ned when two or 
more base incorporation events have chastity 
ratio values less than 0.6 in the fi rst 25 cycles 
of a sequencing run. An important reason for 
a cluster to fail is when cluster densities are 
too high resulting in cluster overlap and 
mixed sequencing signals. The dominant error 
mode for Illumina sequencing is the category 
of single nucleotide substitutions.

   An additional factor contributing to the 
overall error rate is the phenomenon termed 
“phasing.” Each Illumina cluster is comprised 
of ~1,000 clonal amplicon strands and each 
strand is sequenced in parallel, providing a 
sum total signal for the individual cluster. As 
each base is incorporated individually within 
a growing DNA strand, base incorporation 
can become out of phase within a clonal 
cluster if one base is skipped (phasing) or 
multiple bases are incorporated in a single 
cycle (pre-phasing), resulting in nonuniform 
fl uorescence within a clonal cluster [ 8 ]. 
Additionally, background fl uorescence on 
the fl ow cell increases during the analytical 
run, which results in a decreased signal to 
noise ratio. 2  

 Several software packages are available for 
Illumina base calling. The chastity fi lter that 
comes with the Illumina platform removes 
clusters of low uniformity. The Illumina 
application Bustard corrects or fi lters base 
calls for cross talk, phasing, and pre-phasing, 
then assigns the base with the highest signal 
to noise intensity ratio as the base call and 
calculates a base quality (Q) score 
[Q = −10 × log10(e)]. The Q score is logarith-
mically related to error probability (e) and is 
conceptually analogous to the Phred quality 
score used in Sanger sequencing [ 9 ,  10 ]. For 
example, bases with Q20 and Q30 quality 
scores have a 1:100 and 1:1,000 probability 
of being called incorrectly, respectively. 

2   As noted above, errors can occur by virtue of mixed 
signals in a cluster composed of more than one 
unique, overlapping clonal amplicon, especially if 
they have not been eliminated by the chastity fi lter. In 
addition, overlap in the emission spectra of each of 
the four fl uorophores can make it diffi cult to deter-
mine which base was incorporated (fl uorophores 
cross talk) when clonal clusters are physically close to 
each other. 

  Figure 13-1    Processing of signal to noise and genera-
tion of base calls for Illumina sequence data. A fl ow cell 
image generated by the Illumina Genome Analyzer is 
shown at the  top . This represents an overlay of the four 
unique reversible dye terminators (fl uorophores) in  red, 
yellow, blue,  and  green . Respective fl uorophores are 
incorporated into individual clonal clusters during a 
sequencing cycle. Process steps for generating raw 
base calls and sources of error are indicated. Base calls 
and associated quality scores from actual sequence are 
shown at the  bottom. A  adenine,  C  cytosine,  G  gua-
nine,  T  thymine. Reprinted with permission from 
Coonrod et al. [ 7 ]       

 

Bioinformatics Tools in Clinical Genomics   |  179



The Q score is calculated for each base along 
the sequence read and is used as a standard 
 quality control metric for downstream data 
analysis. 

 For Illumina sequencing, a key metric is 
the number of bases with quality scores equal 
to or greater than 30. As an example, in a rep-
resentative WGS dataset comprised of 100 
base length pair end reads, approximately 
88 % of bases had Q scores of 30 or greater. 
After assignment of the Q scores, the Illumina 
sequence fi les are converted into a text-based 
fi le format termed FASTQ. The FASTQ fi le 
contains sequence reads that have passed fi l-
ter metrics and each read is associated with 
an identifi er that indicates its location on the 
fl ow cell (e.g., lane and tile). The linear 
sequence is displayed and each base is 
assigned a base quality score designated using 
ASCII coding. The FASTQ fi le format, also 
employed by Ion Torrent and other NGS 
technologies, has become the  de facto  infor-
mation exchange currency in NGS.  

   Illumina: Sequence Mapping, 
Alignment, and Variant Calling 
 Sequence reads in FASTQ fi les are used for 
two main computational purposes: assembly 
and alignment. While the majority of diag-
nostic applications employ alignment to a ref-
erence sequence, assemblies are performed 
when no reference genome exists for the 
sequenced DNA (e.g., uncharacterized or 
novel bacteria and viruses). Algorithms used 
for assembly seek and join overlapping sec-
tions of sequence reads to generate longer 
length “contigs.” The length of contigs can be 
increased by using longer and paired end 
sequence reads to yield a genomic scaffold 
onto which subsequent alignments can be 
performed. 

 Mapping and aligning are the processes of 
determining the best match between the 
sequencing reads and the reference sequence. 
Due to the large number of sequence reads in 
NGS datasets, NGS alignment algorithms use 
approaches to decrease computational time 
and the two major approaches are a sophisti-
cated data compression method termed the 
Burrows Wheeler Transform (BWT) and a 
method based on a Hash Table. The open 

source Burrows Wheeler Aligner (BWA) 
 algorithm [ 11 ] that has become one of the 
standards for sequence alignment uses the 
BWT method [ 12 ,  13 ]. An example of a pop-
ular commercial aligner that utilizes a Hash 
Table method is Novoalign [ 14 ]. With Hash 
Table alignment, either the reference 
sequence or the sequence reads are fi rst con-
verted into a population of shorter length 
sequences with each sequence given an iden-
tifi er for computational tracking. The use of 
shorter length sequences (also known as 
“seeds”), allows mapping and alignment to 
proceed more rapidly [ 15 ]. When using either 
BWT or Hash Table based aligners, parame-
ters for initial mapping and alignment need to 
be established, including number of nucleo-
tide mismatches permitted across a given 
read or seed length and whether gaps in align-
ment are allowed to accommodate insertions 
and deletions (indels). The operator may elect 
default settings or set more or less restrictive 
parameters. The output of most alignment 
algorithms is a fi le format termed SAM 
(sequence alignment map) which contains 
read position information and orientation in 
relationship to the reference sequence and a 
confi dence value for the alignment. A reduced 
size, binary version of SAM is the BAM for-
mat. Using initial alignment criteria, which 
are typically more permissive than secondary 
algorithms, the output is a dataset known to 
contain inaccuracies. 

 After initial alignment, SAM/BAM fi les 
are used as inputs into secondary algorithms 
to refi ne and increase alignment accuracy 
prior to identifying variants (differences 
between the sequencing reads and the refer-
ence sequence). Two popular open source 
software for refi ning alignments and calling 
variants are the Genome Analysis Tool Kit 
(GATK) [ 16 ] and SAMtools [ 17 ]. As dis-
played in Fig.  13.2 , three major refi nement 
steps are used in GATK: (1) local realign-
ment to improve accuracy of indel calls; (2) 
removal of reads with the same start and end 
points, referred to as PCR duplicates; and (3) 
recalibration of base quality scores. PCR 
duplicates originate by sequencing identical 
fragments generated by PCR during library 
preparation. Nucleotide errors introduced 
during PCR can be propagated and appear in 
variant fi les. To mitigate this, PCR duplicate 
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removal is performed leaving only a single 
read with overall highest base qualities. The 
impact of local realignment on indel accu-
racy in detecting a 3 bp deletion in the 
FOXP3 gene is illustrated in Fig.  13.3  with 
aligned reads visualized in the open-source 
Integrative Genomics Viewer (IGV) [ 18 ,  19 ]. 
Recalibrating base quality scores is done to 
adjust Phred-like quality scores generated by 
the Illumina platform, which have been 
shown to deviate from the true error rate. 
After the initial and refi ned alignments, vari-
ants are tabulated in a Variant Call File for-
mat (VCF) that contains several parameters 
including the chromosomal position of the 
variant, reference base, and the alternative 
base(s) (e.g., single nucleotide variant or 
SNV, indel).

       Illumina: Coverage 
and Variant Calling 
 For many applications, NGS libraries are 
comprised of randomly overlapping frag-
ments, exceptions being certain targeted 
enrichment approaches that employ PCR. As 
such, multiple reads align to the reference in 
a staggered or non-staggered fashion. This 
multiplicity can be quantifi ed by enumerat-
ing the number of reads aligned to the refer-
ence sequence at a given location and is 
termed the “read coverage depth.” 
Bidirectional sequencing yields forward and 
reverse strand sequences, and under ideal 
conditions their percentages would be 
approximately equal. The percentage of 
reads containing a variant is referred to as the 

  Figure 13-2    A representative bioinformatics workfl ow for analysis of Illumina sequence data. Steps required to 
generate a fi nal annotated variant list from raw sequencing data are also indicated. Where applicable, open- 
source programs are listed along with the fi le type generated.  BWA  Burrows-Wheeler Aligner,  GATK  Genome 
Analysis Toolkit,  PCR  polymerase chain reaction,  VCF  Variant Call Format. Reprinted with permission from 
Coonrod et al. [ 7 ]       
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“allelic read percentage.” Figure  13.4  depicts 
a heterozygous single nucleotide variant 
(SNV) and the overall concepts of coverage 
and allelic read percentage. Germline variant 
calling accuracy is greater when there is a 
consensus among aligned reads consistent 
with either heterozygosity or homozygosity. 
Ideally, a sample with a heterozygous SNV 

would have approximately a 50/50 ratio of 
reads containing variant and reference nucle-
otides, and forward and reverse strand reads 
would be equally represented in both vari-
ant- and reference-containing reads. A homo-
zygous variant would be expected to be 
present in 100 % of aligned sequences with 
equal representation of forward and reverse 

  Figure 13-3    Generating refi ned alignments may improve local mapping around insertions and/or deletions. The 
local realignment of an indel visualized in the Integrative Genomics Viewer enhances results from initial mapping 
with an apparent 3-bp deletion in the FOXP3 gene on the X chromosome of a male. Initially, four reads contain 
the deletion (depicted by black bars within the read) and four reads do not contain the deletion. Important to 
note is that in the four reads that do not contain the deletion, six fl anking single-nucleotide variants (SNVs) are 
present (a T variant in  red  and an A variant in  green ). The initial alignment suggests heterozygosity for the dele-
tion on the X chromosome, but this is unlikely, given that the sequence reads are derived from a male. The  lower 
panel  (post local realignment) shows all reads in agreement to contain the 3-bp deletion. In addition, the fl anking, 
false positive SNVs are no longer present. The Sanger sequencing trace shown below confi rms the deletion and 
zygosity of the g.49120967_49120971delTAT deletion. Reprinted with permission from Coonrod et al. [ 7 ]       
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strands. Empirically, a wider range of allelic 
read percentages and forward and reverse 
strand percentages (manifesting as “read 
strand bias”) is observed.

   Read strand bias arises from several sources 
including differential PCR amplifi cation of 
library fragments, sequencing errors in diffi -
cult to sequence regions, and misalignment of 
related sequences (e.g., pseudogenes or highly 
homologous genes). The minimum number 
of reads required for variant calling needs to 
be empirically determined per application. 
For germline variant detection, a coverage of 
approximately 30-fold has been found to 
offer a balance between sensitivity, specifi city, 
and sequencing costs in the research setting, 

whereas clinical laboratories typically aim for 
higher coverage depths in an effort to increase 
variant detection and improve variant call 
confi dence [ 20 – 22 ]. Coverage depths across 
sequenced regions are variable due to factors 
such as differential ligation of adapters to 
fragments during library preparation and dif-
ferential amplifi cation during clonal expan-
sion, thus necessitating that suffi cient 
sequencing is performed to meet clinically 
required coverage. 

 Finally, whereas the above discussed 50/50 
and 100 % variant ratios are relevant to iden-
tifying heterozygous and homozygous  germline 
variants, respectively, they do not apply when 
identifying variants in heterogeneous scenarios 

  Figure 13-4    Illumina sequence reads and alignment as seen in a popular genome browser (Integrative Genomics 
Viewer, IGV).  Gray boxes  across the  top  represent read depth (coverage). Mapped and aligned reads are shaded 
 gray , with variants from the reference highlighted by a unique color. In this example, a cytosine to thymine (C > T) 
variant change is present, with variant T’s highlighted in  red  in the aligned reads. The heterozygous change is also 
indicated above (in Coverage) and, in this case, because the variant is heterozygous, the  box  is split into two 
colors,  red  for the variant nucleotide (T) and blue for the reference nucleotide (C). The reference nucleotide 
sequence (reference sequence) is shown below the aligned reads along with the location of the exon and amino 
acid translation of the sequence (exon). This region was also Sanger sequenced to confi rm the heterozygous 
(C > T) variant. The Sanger trace from this sequence is shown at  bottom . Reprinted with permission from Coonrod 
et al. [ 7 ]       
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such as somatic variants in cancer samples 
comprised of a mixture of tumor and normal 
cell populations. To identify low allelic read 
percentage somatic variants, increased read 
coverage in the several hundred up to thou-
sand-fold range are being used for clinical 
testing [ 23 ,  24 ].  

   Illumina: Variant Annotation 
 Annotation is accomplished by introducing a 
variant call fi le into a program that ascribes 
additional features to variants. Examples of 
open source software that contain annotation 
functions are ANNOVAR [ 25 ,  26 ], GATK 
[ 16 ] and snpEff [ 27 ], among others. 
Annotation outputs include many features 
including chromosomal location of base 
change from reference, whether the variant is 
in a gene and its respective location (e.g., 
exon, intron, splice site), and the consequence 
of the change to a codon (e.g., synonymous 
versus nonsynonymous, missense versus 
frameshift), and zygosity (e.g., homozygous 
or heterozygous). Often incorporated into 
annotation software programs are algorithms 
that predict the functional impact of variants 
on proteins such as Sorting Intolerant from 
Tolerant (SIFT) [ 28 – 30 ], Polyphen2 [ 31 ,  32 ] 
and Mutation Taster [ 33 ,  34 ].  

   Ion Torrent: Bioinformatics 
Overview 
 To generate DNA sequence information, the 
Ion Torrent™ technology relies on the rela-
tively simple biochemical componentry of 
DNA polymerase and natural nucleotides. 
The nucleotide incorporation detection pro-
cess monitors hydrogen ion release as known 
nucleotides are incorporated into growing 
DNA strands. Individual reaction well hydro-
gen ion signals are detected by a proprietary 
ion sensing technology that utilizes fi eld 
effect transistors scaled in a massively parallel 
confi guration using semiconductor technol-
ogy. Analogous to Illumina technology, signal 
to noise ratios are algorithmically converted 
into nucleotide base calls with associated 
quality scores. The linear sequence fi le output 
is converted into the FASTQ format which 
can be put into a variety of open source and 

commercial software for subsequent map-
ping and alignment and variant calling. In 
practice, most groups use software developed 
by Ion Torrent which has been optimized for 
Ion Torrent sequence read data and which is 
discussed next in greater detail.  

   Ion Torrent: Data Flow 
 Each ion sequencing chip contains a high- 
density array of micro-machined wells that 
are placed over an ion-sensitive layer and a 
proprietary ion sensor. During each nucleo-
tide fl ow over the chip, when a nucleotide is 
incorporated into a growing strand of DNA, a 
hydrogen ion is released. The ion release 
changes the pH of the solution and is detected 
by the chip’s ion sensor. The raw pH value 
from each well is converted into a voltage and 
captured as a digital representation of that 
voltage. On the other hand, if the nucleotide 
that fl ows over the chip is not complemen-
tary, no incorporation occurs and thus no 
change in pH or voltage is recorded. In this 
way, analysis of these data can reveal the base 
incorporated during the nucleotide fl ow. This 
process transforms the chemical information 
to digital information in a conceptually very 
simple and direct manner. 

 The Ion Sequencer outputs raw sequencing 
data in the form of Data Acquisition (DAT) 
fi les. These DAT fi les refl ect the conversion of 
raw pH values in each well into a digital rep-
resentation of the change in voltage. The raw 
DAT data fi les are then transferred to the 
Torrent Server for analysis pipeline process-
ing. On the Torrent Server, the raw signal 
measurements are converted into incorpora-
tion measurements and then into base calls for 
each read. Figure  13.5  shows the steps in the 
Torrent pipeline from the point of view of the 
data fi les that are generated. As shown, each 
data fi le output by one step is input into the 
next step in the pipeline.

      Ion Torrent: Sequence Generation 
 The sequence generation step is also called 
base calling. This step determines the actual 
sequence of individual nucleotide bases in 
each sample. The Torrent algorithm, 
BaseCaller, runs automatically during the 
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Torrent Suite pipeline and is optimized for 
Torrent data. During an optimized sequenc-
ing run, the majority of wells in the sequenc-
ing chip contain a clonal DNA template. The 
DNA sample has one template (fi xed) strand 
and a synthesized strand. The sample’s syn-
thesized strand grows in length whenever a 
base from a nucleotide fl ow is incorporated. 
In order to be incorporated into the growing 
strand, the nucleotide base in each fl ow cycle 
must be complementary to the next base on 
the template’s fi xed strand. The bases con-
tained in each nucleotide fl ow solution are 
known beforehand. 

 This simple process is base calling for one 
position in the sequence. However, nucleo-
tide incorporation happens in each well of 
the chip. Millions of wells per chip and hun-
dreds of fl ows per run make base calling a 
massively parallel operation. These pH 
 measurements over the entire chip will occur 
several times per second as the sequencing 
process takes advantage of semiconductor 

technology to increase throughput. It is 
important to note that the Torrent Suite base 
calling algorithm is optimized for Ion Torrent 
data. Although the base calling module uses 
fairly stringent fi lters that are designed to 
increase the accuracy of results, fi lters can be 
adjusted if a given sequencing application 
requires maximizing the number of reads. 
After sequence data are generated, the 
Torrent Server automatically performs 
sequence alignment on those data.  

   Ion Torrent: Sequence Alignment 
 During sequence alignment (also known as 
mapping), base calls generated by the Torrent 
Suite analysis are aligned to a reference 
genome in the BAM fi le format. Several align-
ment metrics are also produced at this time. 
The Torrent Suite utilizes the Torrent 
Mapping Alignment Program (TMAP). This 
is a sequence alignment software program 
that is developed specifi cally to meet Ion 
Torrent data mapping challenges. 3  

 TMAP incorporates three common align-
ment algorithms (BWA-short, BWA-long and 
Sequence Search and Alignment by Hashing 
Algorithm, SSAHA). The main indexing struc-
ture in TMAP uses a compressed suffi x array 
(FM-index) based on the Burrows–Wheeler 
transform (block-sorting compression). The 
initial alignment approach uses all three algo-
rithms to quickly produce a list of candidate 
mapping locations. These candidate locations 
are then refi ned using the more accurate 
Smith-Waterman algorithm. Resulting align-
ments are aggregated to identify the optimized 
mapping location. User- defi ned parameters 
then determine if all alignments, a subset of 
alignments, or a random best alignment is 
reported. TMAP employs a two-stage map-
ping strategy to maintain sensitivity and speci-
fi city while  signifi cantly reducing runtime. In 
this two-stage mapping, reads that do not align 

3   Ion Torrent™ data’s particular qualities require spe-
cial consideration during the alignment process for 
several reasons, including: (a) Reads generated by Ion 
Sequencers are variable in length and are expected to 
increase as the technology matures. (b) The principal 
error mode associated with Ion data relates to miscall-
ing homopolymer lengths and results in insertion or 
deletion errors during alignment and post-processing. 

  Figure 13-5    The bioinformatics pipeline from Torrent 
Suite is as follows: DAT (Data Acquisition) contains raw 
voltage measurements from the chip. WELLS contains 
the nucleotide incorporation signals for the fl ow for 
each well. FASTQ contains the nucleotide calls 
(sequence calls), and associated quality values. BAM 
(Binary Alignment Map) contains mapped reads with 
their alignment to the reference genome. VCF (Variant 
Call Format) contains variants called on the input DNA 
sample. Each variant call details how a given DNA posi-
tion (sequence) found in the sample differs from the 
reference genome, for instance, by an insertion of 
bases, deletion of bases, or change in a base       
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during the fi rst pass are given to the second 
stage with a new set of algorithms and/or 
parameters. The output of sequence alignment 
is a BAM fi le containing mapped reads. Each 
BAM fi le can be analyzed to obtain various 
metrics, including quality estimates and read 
length estimates. Various chip loading and 
alignment metrics can be viewed in the Torrent 
Browser’s Reports summary pages as shown in 
Fig.  13.6 .

   TMAP has key advantages over other 
alignment tools. To deal with varied length 
reads and error profi les that are specifi c to Ion 
Torrent™ data, the re-implemented versions 
of the three popular alignment algorithms 
have been optimized. In this way, TMAP 
results are expected to perform signifi cantly 
better when compared against the original 
algorithms alone. Since TMAP amalgamates 
the candidate locations for all three methods 
and identifi es the best alignment, fi nal accu-

racy and specifi city can benefi t from the 
advantages of each individual algorithm. 
TMAP has also been optimized for computa-
tional performance and with the TMAP index 
that is shared between alignment algorithms. 
The overall performance is comparable to 
other alignment software in terms of CPU 
load and RAM utilization. It is notable that 
the combined performance of multiple algo-
rithms is equal to or better than the total per-
formance of running each algorithm 
separately. However, some technical issues to 
avoid when using TMAP are described. 4  

4   TMAP is recommended for alignment, as its algo-
rithms are tuned to handle Ion Torrent data in an 
optimal manner. Some common issues to avoid when 
using TMAP are: (a) TMAP is not an assembler. 
TMAP is an alignment tool that gives the location 
where a particular read from the sequencing 
 instrument aligns to the reference genome, but TMAP 

  Figure 13-6    Example view of the metrics available through the Torrent Suite Browser’s Reports summary, which 
includes chip loading quality estimates, ion sphere particles (ISP) effi ciency, read length, alignment estimates, and 
variant statistics (not shown). Courtesy of Life Technologies       
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 In terms of realignment, the Torrent 
Browser supports redoing sequence align-
ment through two different interfaces. The 
fi rst is by way of a Plugin, where the Alignment 
plugin runs the TMAP alignment module and 
optionally supports aligning against a differ-
ent reference genome. Second is Reanalysis, 
where the Run Report reanalyze feature sup-
ports rerunning TMAP and also supports 
changing TMAP parameters for the new 
alignment.  

   Ion Torrent: Variant Calling 
 Generating sequence reads from the Ion 
Personal Genome Machine ®  (PGM™) 
Sequencer and Ion Proton™ Sequencer 
is only the fi rst step in understanding the 
biological meaning of that sequence. The 
detection of single nucleotide polymor-
phisms (SNPs) and insertions or deletions 
(indels) in the generated sequencing data 
is essential to nearly all sequencing appli-
cations. Variant calling is the key step for 
fi nding genetic  differences between samples 
and for  understanding resulting biological 

does not create a consensus fi le for the reference. (b) 
TMAP currently does not support RNA-Seq data. (c) 
Alignment programs must be optimized for the 
sequencing platform. The user can optionally use a 
different alignment program (outside of the Torrent 
Browser and the Torrent Suite Software). To align 
Torrent data with other alignment programs (beside 
TMAP), the user must ensure that the program’s fi l-
ters are set for Torrent data, not for data from other 
platforms. Incorrect results may occur if the data are 
not aligned with the correct parameter settings. (d) 
TMAP performs best when a restrictive error toler-
ance (such as maximum threshold of fi ve mismatches) 
is not specifi ed. (e) Typically, quality scores in repeti-
tive sequences are lower than in nonrepetitive 
sequences. (f) It is not recommended to install other 
utilities named tmap on one’s Torrent Server. For 
example, The European Molecular Biology Open 
Software Suite (EMBOSS) also includes a utility 
named tmap. If one installs EMBOSS on the Torrent 
Server, it will be likely to see name confl icts with the 
two different tmap programs. (g) Running TMAP 
using a partial or incomplete reference sequence may 
cause reads originating from homologous regions to 
be incorrectly mapped to target regions, which in turn 
may cause a downstream variant calling application 
to produce false positive variant calls. 

associations. To perform variant detection, 
sequencing reads are fi rst mapped to a refer-
ence genome to generate a read pileup. This 
read pileup is compared to the reference 
sequence, and SNPs and indel variants are 
identifi ed. Ion’s variant calling algorithms 
make calls based on the consensus accuracy, 
independently of the variants identifi ed in 
raw reads. 

 Several software strategies exist for calling 
variants using Ion Torrent sequence data. 
These approaches were built to support dif-
ferent sequencing applications, such as tar-
geted sequencing using Ion AmpliSeq™ or 
Ion TargetSeq™ selection technologies, as 
well as traditional genome or exome sequenc-
ing experiments. These software options are 
listed here with each software approach and 
their respective workfl ows described in more 
detail below.
   1.     Torrent Variant Caller plugin. This is a 

SNP and indel calling analysis module that 
is part of the Torrent Suite Software and is 
accessible through the Torrent Browser. It 
is designed to be initiated automatically 
after sequencing data have been generated 
and bases called. This plugin can also be 
initiated manually to process previously 
generated datasets.   

  2.     Ion Reporter™ Software. This is a cloud-
based software service that provides both 
variant calling and annotations. It incorpo-
rates log and traceability features that are 
essential to researchers performing routine 
sequencing assays.   

  3.     Third-party software. Several commercial 
partners have provided software tools for 
detecting variants and visualization.     
 The Torrent Variant Caller (TVC) plugin 

is a secondary analysis software tool designed 
to call SNPs and indel variants. It is a built-in 
component of the larger Torrent Suite 
Software package. This plugin accepts the 
aligned reads (.bam fi le) generated by 
Torrent Suite Software as input. The plugin 
produces an output fi le (.vcf) of an anno-
tated list of SNPs and indel variants called in 
each sample. By simply confi guring the run 
plan before running the chip on the Ion 
PGM™ Sequencer, a user can set the TVC 
plugin to run automatically upon comple-
tion of the primary analysis of the chip. The 
TVC plugin can also be run (or rerun) 
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 manually at any time after the primary 
 analysis has completed. 5  

 When completed, TVC outputs fi ve pri-
mary report tables. The most inclusive is the 
Variant Calls table. This table provides details 
about each variant called, including chromo-
some, position, and sequence coverage. For 
each variant called, the genomic position 
listed in the “Position” column is hyperlinked 
to open the Integrative Genomics Viewer 

5   The TVC plugin offers several advantages. It has 
been optimized for Ion Torrent data, it is an included 
component of the Torrent Suite Software (automati-
cally updated with each new release), and is sup-
ported by Ion Torrent. To initiate an analysis with the 
TVC plugin, users set up three key confi gurations: 
(a) Workfl ow—Users can select from a set of pre- 
confi gured workfl ows, according to the expected vari-
ant frequency in the sample (germline—all variants 
greater than 20 %, or somatic—at least one variant 
less than 20 %) and the library type. (b) Scope of 
analysis—Users can provide a reference sequence for 
alignment that is larger than the regions sequenced 
(e.g., the whole human genome) and then restrict the 
variant calling analysis to a specifi ed region by upload-
ing a target regions fi le in BED format. The regions 
fi le reduces the run time of the TVC plugin. (c) Scope 
of reporting—The user can also require the scope of the 
variant report to include a specifi ed region, even if a vari-
ant has not been specifi cally identifi ed in that region, by 
uploading a hotspots region fi le in BED format. 
 Also note that typically, germline variant frequency 
refers to a relatively pure population, whereas somatic 
variant frequency is found in a mixed population. 

(IGV) and displays all reads pertaining to that 
variant as seen in Fig.  13.7 . The TVC plugin’s 
results page also contains a File Links section, 
which lists the output fi les generated by the 
Torrent Variant Caller plugin. This allows any 
output fi les to be conveniently available for 
loading into IGV or other third-party tools 
for further visualization or analysis.

   Release of Torrent Suite Software v3.4 
(from February 2013) offered several 
improvements, including faster signal pro-
cessing and improved variant calling. Another 
feature was improved well characterization 
(“beadfi nding”) for more accurate background 
model signal processing, and better phase 
parameter estimation. Additional fi lter 
options designed to increase the accuracy of 
the results were also been incorporated. 
Importantly, users may wish to reanalyze and 
optimize data based on their sequencing 
application. For example, data quality may 
weigh most importantly for detection of rare 
gene variants. On the other hand, maximizing 
read depth for counting applications such as 
gene expression may be most important. By 
simple software interface, fi ltering can also be 
returned to the less stringent fi ltering of 
 earlier versions or additional, more stringent 
fi lters can be added to provide the most accu-
rate output [ 35 ]. 

 Ion Reporter™ Software is a suite of 
 bioinformatics tools meant to streamline and 
simplify analysis, reporting, and archiving of 
sequencing data. The initial design is for 

  Figure 13-7    The Torrent Suite Variant Calls summary table provides details about each variant called, including 
chromosome, position, and sequence coverage. For each variant called, the genomic position listed in the 
“Position” column is also hyperlinked to open the Integrative Genomics Viewer (IGV) and displays all reads per-
taining to that variant. Courtesy of Life Technologies       
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researchers performing repeated analysis of 
sequencing assays. Ion Reporter™ Software 
also integrates comprehensive public annota-
tions to reduce the bioinformatics work 
needed to understand the impact of detected 
variants. Although the annotation and inter-
pretation scope is much wider than that of 
the TVC plugin, the underlying variant call-
ing algorithms are the same as those of the 
TVC plugin. Some advantages of using Ion 
Reporter™ Software are that it automati-
cally adds annotations to variants, gives pre-
confi gured workfl ows (to compare pairs and 
trios of samples), and provides an audit trail 
and version control. It also scales to effi -
ciently utilize the computing power of cloud 
resources. 

 Currently, the Ion Reporter™ Software 
can perform mapping, variant calling, and 
annotation, starting with the input of an 
unaligned BAM fi le. Alternatively, it can per-
form only variant annotation starting with a 
variant fi le in VCF format produced by the 
TVC plugin. To manually or automatically 
move sequencing data from the Torrent 
Server to Ion Reporter™ Software, users 

launch the Ion Reporter™ Uploader plugin. 
If preconfi gured prior to starting a sequencing 
run, the Ion Reporter™ Uploader plugin 
uploads the unaligned read BAM fi le to Ion 
Reporter and automatically performs map-
ping, variant calling, and annotation. Ion 
Reporter™ Software data upload, analysis, 
and storage are packaged for each chip and 
purchased as an addition to the other con-
sumables. Ion Reporter™ Software’s variant 
review, interpretation and report generation 
screen is shown in Fig.  13.8 .

   In terms of third-party software, Ion 
Torrent has partnered with commercial soft-
ware providers including DNASTAR 
(SeqMan) and SoftGenetics (NextGENe), 
Partek and Avadis NGS. The intent is to pro-
vide alternative solutions for end-to-end 
workfl ows focusing on variant calling. Each of 
these software products provides a compre-
hensive solution, which allows users to iden-
tify variants, annotate those variants, and 
perform multi-sample comparisons. In addi-
tion, these products allow users to integrate 
additional genomics data into a single viewer. 
Workfl ows specifi c to Ion Torrent must be 

  Figure 13-8    A representative view of the Ion Reporter’s workfl ow for gene variant analysis including fi ltering, 
annotation, evidence review, internal comments, and report generation. Courtesy of Life Technologies       
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selected within third-party software solutions 
for optimal results. 6  

 All of the initial data analysis steps for 
NGS reads as described above must be in 
place prior to the additional fi ltering, annota-
tion and interpretation steps leading to gene 
discovery or clinical diagnostics.  

   Exome and Genome Sequencing 
for Causal and Candidate Gene 
Discovery 
 The use of exome and genome sequencing for 
causal and candidate gene identifi cation 
requires additional bioinformatics strategies 
beyond variant calling. Genomes contain 
approximately 3–3.5 million noncoding and 
coding variants, whereas exomes contain 
15,000–20,000 variants in coding regions. 
Whether starting with genome or exome 
datasets, the primary approach to identifying 
causal or candidate genes is to:
   1.    Focus on variants that are in coding or 

splice site regions.   
  2.    Exclude higher population frequency vari-

ants by assuming their non-pathogenicity.   
  3.    Determine if remaining variants have 

known or predicted deleterious impact on 
gene function.   

  4.    Rank variants on the basis of deleterious 
impact and presence within genes of bio-
logical relevance to patient phenotype, 
and co-segregation with that phenotype if 
a family study is being performed.     

6   Issues to note include avoiding the use of the TVC 
plugin or Ion Reporter™ Software on results from 
primary analysis methods (base calling and aligning) 
not optimized for Ion Torrent data. Running the TVC 
plugin or Ion Reporter™ Software over a long refer-
ence genome without defi ning a target region with a 
BED fi le causes run times to be signifi cantly longer 
than with a BED fi le. One should avoid deriving con-
clusions about variants based only on raw accuracy or 
consensus accuracy. The TVC plugin uses consensus 
accuracy for candidate calls and also uses the raw 
reads to model errors and true variants. Therefore, the 
variant calls made by the TVC plugin cannot be veri-
fi ed solely by viewing the reads in an alignment 
browser, because the browser does not illustrate the 
power of the variant caller algorithm across multiple 
reads at the same position. 

 Effi ciently accomplishing these steps 
requires the establishment of an integrated 
process that draws upon variants databases, 
[e.g., 1,000 Genomes, dbSNP, Online 
Mendelian Inheritance in Man (OMIM), 
Human Gene Mutation Database (HGMD)] 
and variant impact prediction tools, [e.g., 
Sorting Intolerant From Tolerant (SIFT), 
Polymorphism Phenotyping (PolyPhen), 
Genomic Evolutionary Rate Profi ling 
(GERP)]. The above approach is referred to as 
a logic tree or heuristic fi ltering method, and 
in practice, most clinical laboratories perform-
ing causal and candidate gene identifi cation 
have established in house custom approaches 
to accomplish these process steps. An emerg-
ing trend is the development of several com-
mercial software to accomplish heuristic 
fi ltering, yet one limitation of heuristic meth-
ods is that they do not provide any measure of 
statistical uncertainty for a given variant or 
candidate gene. In this context, new causal 
and candidate gene discovery prediction algo-
rithms are being developed such as the Variant 
Annotation, Analysis, and Selection Tool 
(VAAST) that compares allele frequencies 
between cases, controls, and background data-
sets in conjunction with modeling variant 
severity by amino acid substitution analysis to 
provide a list of variants, each associated with 
a VAAST ranking score and a  p -value [ 36 ,  37 ]. 
The  p -value is a measure of the probability 
that a variant is statistically signifi cant in a 
case, as compared to the control dataset. 

 Another recently reported approach to 
predicting causative variants describes a sta-
tistical method using a weighted sum 
approach, which takes into account “back-
ground” variation in genes to avoid having 
large or highly variable genes in the popula-
tion rank high on the candidate list, can 
accommodate related or unrelated datasets, 
can incorporate linkage or functional data, 
and uses a computational approach to gener-
ate a measure of statistical certainty ( p -value) 
for individual genes [ 38 ]. One could combine 
both heuristic and probabilistic approaches as 
shown in Fig.  13.9 , and the outputs of each 
approach are then cross-compared to gener-
ate causal and candidate gene lists. One com-
mercial software that incorporates both 
heuristic and probabilistic (i.e., VAAST) 
approaches has been developed by Omicia 
[ 39 ]. In terms of fi nal variant interpretation 
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for clinical use, other notable commercial 
efforts include approaches such as Knome 
knoSOFT [ 40 ], Ingenuity Variant Analysis 
[ 41 ], SV Bio Genome to Mutation (G2M) 
[ 42 ], and the Clinical Genomicist Workstation 
from Washington University in St. Louis [ 43 ].

   Finally, heuristic or probabilistic approaches 
can also be complemented by including 

information from high density microarrays. 
For example, array data in family studies can 
be mined to identify linkage regions and 
regions of identity by descent that co-segre-
gate with the phenotype of affected individu-
als in a pedigree. Focusing on these regions 
may reduce and prioritize specifi c genomic 
regions for evaluation.  

  Figure 13-9    Diagram of approaches for candidate gene discovery from exome and genome sequencing data. 
Annotated variant lists can be analyzed with heuristic fi ltering approaches, statistical probability approaches, or a 
combination of both, to generate candidate gene lists. Multiple process steps are involved in heuristic fi ltering as 
depicted. Steps that incorporate pedigree information and cross-referencing of gene databases are critical com-
ponents of both heuristic and statistical probability approaches.  GERP  Genomic Evolutionary Rate Profi ling, 
 HGMD  Human Gene Mutation Database,  IBD  identity by descent,  IGV  Integrative Genomics Viewer,  LOH  loss of 
heterozygosity,  OMIM  Online Mendelian Inheritance in Man,  PolyPhen  Polymorphism Phenotyping,  SIFT  Sorting 
Intolerant from Tolerant,  VAAST  Variant Annotation, Analysis and Selection Tool. Reprinted with permission from 
Coonrod et al. [ 7 ]       
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   In Silico Predictors 
 Medical genetics involves diagnosis, 
 management, and determining risk of hered-
itary disorders, and genotype to phenotype 
correlation of gene variants in disease is a 
major focus [ 44 ,  45 ]. In monogenic diseases, 
gene mutations are typically curated as 
either pathogenic or benign. However, many 
gene variants must be classifi ed as “unknown” 
or of “uncertain” signifi cance because they 
have not been clearly associated with a clini-
cal phenotype. The expense of time and 
labor to validate disease association of a 
given variant of uncertain signifi cance (VUS) 
may be cost prohibitive [ 46 ,  47 ]. To help 
bridge this genotype:phenotype gap, the use 
of prediction algorithms to narrow the 
uncertain “grey area” between pathogenic 
and benign sequence variants is often uti-
lized [ 48 – 51 ]. 

 There are several established methods for 
predicting mutation severity, many of which 
have been available online for years. Prediction 
tools such as PolyPhen [ 52 ] and SIFT [ 30 ] are 
primarily based on multiple alignment and 
amino acid substitution penalties. More 
recently introduced, MutPred [ 50 ] calculates 
probability of deleterious mutations by dis-
rupted molecular mechanism. Additionally, 
PMut [ 53 ] is a neural net, based and trained 
on human mutations. However, prediction 
algorithms are not always in agreement with 
curated data or each other and are, as yet, 
 primarily research tools [ 54 – 56 ]. A brief 
description of a representative sample of 
these online prediction tools may serve to 
improve our understanding. 

 SIFT was fi rst published in 2003 by Ng and 
Heinikoff from work done at the Fred 
Hutchinson Cancer Research Center in Seattle 
[ 30 ]. The algorithm predicts whether an 
amino acid substitution will affect the func-
tion of a protein based on both sequence 
homology to various orthologs and physical 
properties of amino acids. SIFT is a multistep 
procedure that: (1) searches for and chooses 
similar sequences, (2) makes an alignment of 
these sequences, and (3) calculates scores 
based on the amino acids appearing at each 
position in the alignment. It was initially devel-
oped and trained on nsSNP datasets from LacI, 

Lysozyme, and HIV protease [ 57 ]. This 
 algorithm works especially well when ade-
quate numbers of sequence homologs are 
available for multiple alignment. Conversely, 
poor  performance is seen when multiple align-
ment is not reliable or completely unavailable. 

 PolyPhen is an EMBL based tool from 
2002 from Ramensky et al. [ 52 ]. It was devel-
oped to predict the possible impact of an 
amino acid substitution on the structure and 
function of a human protein using physical 
and comparative considerations. It was origi-
nally developed from a set of disease-causing 
mutations in human proteins with known 
structures extracted from the SWISS-PROT 
database, and correlated to the OMIM data-
base [ 31 ]. Because the algorithm relies on 
predicted structural disruption, it works 
 especially well when protein structure is 
known and less reliably when a solved protein 
structure is not available. 

 PMut was fi rst published in 2005 by the 
Molecular Modeling Unit at the Institut de 
Recerca Biomédica, Parc Científi c de 
Barcelona, Spain [ 53 ]. It is based on a two 
layer neural network and was trained using 
human mutation data. It allows for either 
prediction of single point amino acid muta-
tions or scanning of mutational hot spots. 
Results are obtained by alanine scanning 
and by identifying massive mutations and 
genetically accessible mutations. A graphical 
interface for Protein Data Bank (PDB) 
structures, when available, and a database 
containing hot spot profi les for all nonre-
dundant PDB structures are also accessible 
from the PMut server. 

 MutPred is a recently developed predic-
tion algorithm by Li, Mooney, and Radivojac 
[ 50 ]. It builds on the established SIFT 
method but offers improved classifi cation 
accuracy based upon protein sequence, 
and models changes of structural features 
and functional sites between wild-type and 
mutant sequences with output of probabili-
ties of gain or loss of structure and function. 
It was trained on a set of disease-associated 
SNPs from cancer and the OMIM disease 
archive. This predicted disruption of molecu-
lar function again works especially well for 
well-studied proteins, for which homolog 
and solved structure is available. 
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 Gene variants are currently being identi-
fi ed at a tremendous pace. Recent endeavors 
such as the NCBI Genetic Testing Registry, 
MutaDATABASE, 1,000 Genomes and the 
Human Variome Project draw attention to 
this growing interest in gene variant annota-
tion and clinical interpretation in human 
disease [ 58 – 61 ]. Furthermore, accurate 
 prediction of phenotypic severity for novel 
mutations and uncertain gene variants as 
relating to disease function is of great impor-
tance to medicine and biology. Informatics 
tools for predicting disease severity of uncer-
tain gene variants may assist in the improve-
ment of genetically informed patient care. 

 Currently, there is no widely accepted com-
putational predictor in clinical use for evaluat-
ing gene variants of uncertain clinical 
signifi cance. Furthermore, the lack of a stan-
dardized framework and quantitative metrics 
for evaluation of disease association of novel 
variants and VUS remains an obstacle to wide-
spread implementation of proposed guidelines 
and defi nitions in gene test reporting. Recently, 
advantages of gene specifi c algorithms have 
been reported, where algorithms are trained 
and tested on a well- defi ned disease setting 
with known genotype-phenotype outcomes 
[ 62 ,  63 ]. Figure  13.10  displays the concept of 
gene “reference intervals” analogous to tradi-
tional laboratory testing. Additionally, 
approaches that combine algorithm results 
such as Condel or Consensus have been 
reported, where benchmarking or ranking 
agreement of predicted phenotype severity 
across several complimentary algorithms may 
provide research priority for novel variants and 
VUS [ 64 ,  65 ]. Figure  13.11  shows the utility 
of combining several computational predictors 
into a single weighted scoring metric.

        Conclusions 

 As bioinformatics moves into the mainstream 
of clinical laboratory workfl ow, several cave-
ats may be appropriate [ 66 ] based on key his-
torical lessons from the genomics revolution. 
These include:
   1.     Do not confuse more data with insight : it can 

be diffi cult to extract clinically relevant 
conclusions from ever increasing amounts 
of data in a reliable fashion.   

  2.     Do not confuse insight with value : while 
many solid scientifi c fi ndings may be inter-
esting, they may do little to improve exist-
ing laboratory practices or to signifi cantly 
improve current clinical outcomes.   

  3.     Do not overestimate one’s ability to interpret 
the data : even the best data often afford 
only limited insight into clinical health 
outcomes.   

  4.     Do not underestimate the implementation 
challenges : leveraging large datasets suc-
cessfully requires a clinical laboratory 
 system prepared to embrace and effec-
tively handle new methodologies, requir-
ing signifi cant investment of time and 
capital, and the alignment of economic 
interests.    
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  Figure 13-10    Visualization of Consensus scores for  RET  
gene variants and disease association including known 
benign, known pathogenic, and VUS. This demon-
strates the principle of gene-specifi c “reference inter-
val” metrics to improve the utility of in silico predictors. 
Reprinted with permission from Crockett et al. [ 65 ]       
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         Introduction 

 The fi rst generation of sequencing technologies 
was developed in the 1970s by Sanger [ 1 ,  2 ] 
and Maxam and Gilbert [ 3 ]. Frederick Sanger’s 
sequencing method is based on DNA synthesis 
making use of dideoxynucleotide analogues 
(radiolabelled or fl uorescently labeled) to cause 
chain termination. By contrast, Allan Maxam 
and Walter Gilbert performed DNA sequenc-
ing through chemical degradation in which ter-
minally labeled DNA fragments were 
chemically cleaved at specifi c bases and ana-
lyzed by gel electrophoresis. Since Maxam and 
Gilbert’s method was more technically chal-
lenging and less amenable to being scaled up, 
Sanger sequencing ultimately prevailed and 
became the “gold standard” for decoding DNA 
sequence in the past three decades. 

 The fi rst automated DNA sequencer, 
which performed partial automation of 
DNA sequence analysis through fl uores-
cence detection of DNA fragments, was 
invented at Caltech in 1986 [ 4 ]. Subsequent 
improvement of the technology led to the 
introduction of the fi rst commercial DNA 
sequencer by ABI in 1996, using slab gel 
electrophoresis (ABI Prism 310). It was 
then improved upon 2 years later by the 
ABI Prism 3700 which utilized automated 
reloading of up to 96 capillaries with poly-
mer matrix. While fully automated, the 
chief limitations of these capillary instru-
ments are low throughput and high cost, 
resulting in it taking 13 years and nearly 
three billion dollars to complete the human 
genome sequencing project [ 5 ]. 

 Due to the limitations of automated 
Sanger sequencing, new and improved tech-
nologies for sequencing large amounts of 
DNA have been developed in recent years, 
collectively referred to as Next Generation 
Sequencing (NGS). NGS, also known as mas-
sively parallel sequencing, relies on miniatur-
ization of individual sequencing reactions by 
immobilizing spatially separated templates to 
a solid surface or support. This allows thou-
sands to billions of individual sequencing 
reactions to be performed in parallel and be 
distinctly detected by digital imaging or elec-
trical sensing, easily overcoming the limited 
scalability of “fi rst generation sequencing” by 
eliminating the electrophoresis step for 
sequence separation. The end results are 
vastly improved throughput at a fraction of 
the original cost, reducing the price from 
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>$1,000 down to 10 cents or less per 
 megabase, and putting the dream of whole-
genome sequencing for $100–$1,000 within 
reach. This, of course, only includes the 
reagent cost. The dramatic shifts in cost and 
accessibility brought by NGS have the poten-
tial not only to revolutionize the fi eld of 
genomics but also to open up a new world 
of medical diagnostics in which application of 
NGS technology will have a high impact in 
the foreseeable future [ 6 – 12 ].  

    Applications 
of Single-Gene NGS  

    Minimal Residual Disease 
Detection 
 For certain hematopoietic malignancies such 
as acute lymphoblastic leukemia (ALL), there 
is a strong correlation between the presence of 
post-treatment minimal residual disease 
(MRD) and adverse clinical outcomes [ 13 –
 15 ]. As a result, accurate assessment of MRD 
is critical in risk stratifi cation (standard, inter-
mediate or high risk) of ALL patients to pre-
dict clinical outcome and thus to provide 
guidance for proper management of the dis-
ease [ 16 ]. Currently, multiparameter fl ow 
cytometry (mpFC) and quantitative poly-
merase chain reaction (qPCR) are the main 
strategies for the assessment of MRD, but each 
method has its own drawbacks [ 17 ]. 
Multiparameter fl ow cytometry, which relies 
on the detection of a unique collection of anti-
gens specifi c for leukemia, has sensitivity on 
the order of 1 cell in 10 4 . However, data inter-
pretation can be challenging and is operator- 
and/or laboratory-dependent, and not 
infrequently is confounded by variable expres-
sion of leukemic antigens in the post- therapy 
setting. On the other hand, although PCR 
amplifi cation of immunoglobulin heavy chain 
( IGH ) or T-cell receptor (TCR) genes, or 
oncogenic fusion transcripts for MRD detec-
tion of leukemia may achieve higher sensitiv-
ity (1 cell in 10 5  or better), it often requires the 
use of patient-specifi c primers to assess the 
genetic rearrangement or translocation unique 
to each individual patient’s disease—a task 
that can be expensive and labor intensive with 
diffi culty in achieving uniformity [ 18 – 20 ]. 

 Theoretically, most, if not all, of the possible 
IgH or TCR rearrangement confi gurations 
can be sequenced by NGS using a set of con-
sensus primers that are able to amplify all 
existing  IGH  or TCR segments. Automation 
of the procedure can not only eliminate 
operator- dependency of data interpretation 
(as in mpFC) but also obviate the need to 
develop patient-specifi c reagents (for qPCR). 
In fact, Wu et al. [ 20 ] have shown that with 
targeted sequencing of  TCRB  and  TCRG  
using an Illumina HiSeq NGS platform, they 
were able to detect MRD of T-ALL that was 
10- to 100-fold lower than the limit of detec-
tion (LOD) of mpFC. However, the study 
was limited to the subtypes of T-ALL that 
had undergone TCR rearrangements (35 of 
43 cases), and was not applicable to those at a 
more primitive stage (e.g., early thymic pre-
cursor immunophenotype). Additionally, 
Gaward et al. [ 21 ] showed that similar strate-
gies can be applied in MRD monitoring of 
B-ALL by sequencing the  IGH  locus. 
Interestingly, their fi ndings also provided new 
insight into the molecular mechanisms by 
which clonal evolution occurs in B-ALL 
patients. In summary, although few studies 
have yet been performed, the advent of NGS 
may present a more rapid, sensitive, informa-
tive, and cost-effective method for MRD test-
ing in the future.  

    Oncologic Testing 
 In an era where target-based therapies are 
becoming a norm in the management of 
oncologic malignancies, pretreatment screen-
ing for predictive biomarkers is crucial in 
identifi cation of cancer-specifi c genetic 
alteration(s) that are susceptible to available 
therapeutic modalities. Currently, this kind of 
“personalized” therapy is well established in 
the management of patients diagnosed with 
lung and colorectal cancers (e.g., EGFR and 
BRAF inhibitors), melanoma (e.g., BRAF 
inhibitors), and certain hematological malig-
nancies (e.g., tyrosine kinase inhibitors in 
CML), but is expanding rapidly to other 
tumors as well. Traditional methods of muta-
tional analysis such as Sanger sequencing, 
pyrosequencing, and allele-specifi c PCR have 
been widely used for this purpose. However, 
due to limited bandwidth and throughput of 
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these older technologies, the depth of analysis 
has been confi ned to certain known muta-
tional “hotspots” of individual genes—a prac-
tice that potentially can miss other signifi cant 
genetic aberrations elsewhere. In order to 
supply the ever-growing breadth of informa-
tion required to deliver truly personalized 
therapeutic interventions, increasingly the 
NGS approach has been utilized for cancer 
genomics analysis because it has the ability to 
simultaneously detect various genetic altera-
tions in thousands of different genes in a sin-
gle run [ 22 – 29 ]. 

 Using the Roche GS Junior 454 NGS plat-
form, a small pilot experiment by Borras et al. 
analyzing FFPE samples from colorectal and 
lung cancers showed that the approach is effi -
cient and accurate in detecting all existing 
 KRAS  mutations [ 23 ]. Shindoh et al. used 
the SOLiD 4 platform to perform cDNA 
screening on primary specimens and cell lines 
derived from lung cancer, breast cancer and 
melanoma, and found that the system can 
effi ciently identify various genetic alterations 
in  EGFR ,  KRAS ,  NRAS , and  ERBB2  genes 
[ 24 ]. With targeted sequencing of  BRCA1  
and  BRCA2  genes using two NGS platforms 
(SOLiD 4 and Ion Torrent PGM), Chan et al. 
reported that both systems are highly sensi-
tive and specifi c for single nucleotide poly-
morphisms (SNPs), though the PGM 
platform lacks specifi city in insertion/ deletion 
(indel) calling [ 26 ]. It is clear that the single-
gene approach is being built on by manufac-
turers and diagnostic laboratories, resulting in 
panels of various sizes directed at cancer-
related genes broadly or at tumor- specifi c or 
druggable genes in particular. 

 Besides solid tumors, NGS is also being 
applied in screening of individual genetic 
alterations and monitoring of disease progres-
sion in hematologic malignancies such as 
chronic myelomonocytic leukemia (e.g., test-
ing the  TET2 ,  CBL ,  RAS , and  RUNX1  genes) 
[ 30 ,  31 ], myelodysplastic syndrome (e.g., 
 TP53 ) [ 30 ], and myeloproliferative neoplasms 
(e.g.,  JAK2 ) [ 29 ]. Moreover, Grossmann et al. 
proved that NGS can be used successfully in 
the assessment of GC-rich genes such as 
 CEBPA  (in AML patients) and found it to be 
highly sensitive for mutation analysis of this 
gene [ 28 ]. 

 The great depth of coverage inherent in 
NGS provides both benefi ts and drawbacks to 

single-gene or small panel testing. For example, 
most NGS tests have the ability to easily iden-
tify mutations in a target gene when they rep-
resent as little as 5 % of the total. While this is 
useful in analyzing challenging clinical sam-
ples with a low tumor burden, it makes initial 
validation or confi rmation by some other 
methods with lower limits of detection (par-
ticularly Sanger sequencing) diffi cult or 
impossible. The detection of small numbers of 
mutated molecules also challenges existing 
paradigms. For example, many patients are 
found to have low levels of the drug-resistant 
mutant T790M in the  EGFR  gene prior to 
therapy with small molecule inhibitors of the 
gene; the clinical signifi cance of this fi nding, 
particularly with regard to therapy, remains 
unclear [ 32 ]. Tumor heterogeneity is being 
characterized by sensitive methods in a vari-
ety of other genes. Will the detection of a 
minor subclone with a sensitizing mutation 
have the same import as the mutation in the 
bulk of the tumor? How hard will diagnostic 
laboratories have to look for such subclones? 
Studies with highly sensitive assays will be 
needed to answer these and similar questions.  

    Infectious Diseases 
 Infectious disease diagnosis and screening are 
additional areas in which NGS can have 
major impacts, gradually replacing the tradi-
tional molecular tests that are based mainly 
on Sanger sequencing. In the diagnosis and 
genotyping of Hepatitis C (HCV) and Human 
immunodefi ciency viral (HIV) infections, 
NGS allows the combination of both steps in 
a single reaction [ 33 ,  34 ]. Once a diagnosis of 
infection is established, assessment of intra- 
patient viral genetic variation becomes cru-
cial for evaluation of viral evolutionary 
dynamics and identifying emerging resistant 
strains not only in order to provide guidance 
for optimal antiviral therapy but also to serve 
as a valuable source of information for design-
ing effective vaccines. In this regard, NGS has 
revolutionized the fi eld by simplifying the 
once time-consuming and expensive assess-
ment of intrahost viral genetic diversity of 
HCV and HIV into a cost-effective  procedure 
at an unprecedented resolution [ 33 ,  35 ]. 
Moreover, similar to the oncologic target- 
based therapy, NGS is being applied to assess 
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the co-receptor tropism of HIV-1 prior to 
treatment with CCR5 antagonist [ 36 ]. 

 Not surprisingly, the use of NGS is being 
extended to the detection and classifi cation 
of other known viruses (e.g., HPV genotyp-
ing) [ 37 ] and screening for unknown disease- 
causing microorganisms in pathology samples 
[ 38 ]. With its ability to simultaneously detect 
multiple infectious agents, NGS has been 
proven invaluable in the metagenomic analy-
sis of infectious diseases during local out-
breaks (e.g., norovirus), pandemics (e.g., avian 
infl uenza), or global epidemics (e.g., seasonal 
infl uenza virus) [ 39 – 41 ]. The fi elds of biode-
fense against bioterrorism will also benefi t 
from NGS as this new technology can not 
only rapidly detect the presence of specifi c 
pathogenic agent(s) but also perform 
 subtyping/subclassifi cation and drug resis-
tance profi ling at the same time, which can 
expedite implementation of counterterror-
ism measures [ 42 – 44 ].  

    Inherited Diseases 
 Candidate genes responsible for inherited dis-
orders have traditionally been identifi ed 
through linkage studies [ 45 ]. Currently, a 
known genetic cause has been assigned to 
more than 3,500 Mendelian disorders (  http://
www.ncbi.nlm.nih.gov/omim    ). Although clas-
sical genome-wide linkage studies are effective 
at elucidating causal variants for some inher-
ited diseases, those that are sporadic, extremely 
rare or occur de novo are usually not amenable 
to this method. With the advent of NGS, 
whole-exome/genome sequencing became 
feasible and served as a powerful tool for prob-
ing the genetic defects of those rare syndromes 
or complex diseases that had remained elusive 
in their etiologies [ 46 ,  47 ]. 

 As mentioned above, the major contribu-
tion of NGS in medical genetics thus far lies 
not in screening of known single-gene muta-
tions, but rather in the discovery of allelic 
variants or novel genetic pathways associated 
with rare inherited syndromes that are 
beyond the reach of traditional linkage 
 analysis. For instance, since its original descrip-
tion in 1981, the underlying cause of Kabuki 
syndrome—a rare, sporadic disorder with 
multiple congenital anomalies—had remained 

intractable to conventional approaches of 
gene discovery. Through massively parallel 
sequencing of the exomes of ten unrelated 
probands, Ng et al. were able to demonstrate 
that Kabuki syndrome is due to mutations in 
the  MLL2  gene [ 48 ]. Using similar strategies, 
the same group of scientists was also able to 
uncover the underlying cause of Miller syn-
drome, another rare inherited disease [ 49 ]. 
Likewise, Hoischen et al. were able to charac-
terize Schinzel–Giedion syndrome as an 
entity secondary to de novo mutations in the 
 SETBP1  gene by analyzing the exomes from 
only four affected individuals [ 50 ]. The mys-
teries of other as-yet-unexplained disorders 
are also being gradually solved through 
whole-exome/genome sequencing by various 
groups [ 46 ,  51 ]. 

 As in other fi elds of study, the ability to 
decode multiple genes in parallel (e.g., in gene 
panels) allows NGS to be applied in the screen-
ing and monitoring of complex diseases such as 
inherited retinal degeneration (IRD) for which 
genetic testing has become increasingly impor-
tant for proper diagnosis, prognosis, and devel-
opment of personalized therapy [ 52 ].  

    Human Leukocyte Antigen Typing 
 The human leukocyte antigen (HLA) class I 
and class II gene loci consist of more than 
7,000 alleles, giving rise to >4,600 distinct 
HLA proteins, and thus are the most poly-
morphic genes in the human genome known 
to date [ 53 ]. The  HLA-B7  gene [ 54 ] was the 
fi rst HLA gene to be cloned (in 1980) and 
was subsequently used as a probe in Southern 
blot analyses to mark the advent of restriction 
fragment length polymorphism (RFLP) in the 
study of HLA genomic polymorphism [ 55 ]. 
This cumbersome method was later replaced 
by the sequence specifi c oligonucleotide 
approach in combination with PCR [ 56 – 58 ], 
and the use of sequence-based typing for pro-
cedures requiring high resolution HLA typ-
ing, such as hematopoietic stem cell 
transplantation [ 59 ]. Besides being labor- 
intensive, time-consuming, and expensive 
(due to the highly polymorphic nature of the 
HLA loci), typing ambiguity remains a criti-
cal challenge for the current methods second-
ary to their limitations in genomic coverage 

200  |  Hao Ho, Christopher D. Gocke

http://www.ncbi.nlm.nih.gov/omim
http://www.ncbi.nlm.nih.gov/omim


and the diffi culties in determining the cis- trans 
relationships between variants [ 53 ]. 

 Although still at an experimental stage, a 
massively parallel sequencing approach can 
help to overcome HLA typing ambiguity by 
virtue of its ability to perform deep sequenc-
ing with high coverage of the entire HLA 
region, combined with clonal amplifi cation to 
provide in-phase sequencing of linked poly-
morphisms [ 53 ,  60 ]. Lind et al. sequenced six 
known samples using NGS and obtained 
100 % concordance in all analyzed HLA loci 
[ 60 ]. In a double blind study that enrolled 
eight independent laboratories to genotype 
the same 20 samples for multiple HLA loci, 
using the 454 GS FLX platform coupled with 
CONEXIO ATF software, Holcomb et al. 
were able to achieve an overall concordance 
of 97.2 % with the known genotypes [ 61 ], 
pointing to the inter-laboratory reliability of 
this approach in high resolution HLA geno-
typing. Moreover, Erlich et al. developed a 
novel NGS protocol for HLA class I typing 
and showed the superiority of this method 
relative to the current sequence-specifi c 
oligonucleotide- based gold standard in terms 
of typing accuracy while maximizing through-
put and minimizing cost, providing concrete 
support for NGS as a reliable, effi cient, and 
scalable approach for HLA typing [ 62 ].  

    Archeological and Mitochondrial 
Studies 
 The study of ancient DNA began in the early 
1980s with amplifi cation of small DNA 
sequences using bacterial cloning followed by 
sequencing [ 63 ,  64 ]. This ineffi cient and labor-
intensive technique became obsolete with the 
development of PCR a few years later [ 65 , 
 66 ], which combined with cloning and Sanger 
sequencing to form the classical methodology 
in molecular archeology [ 67 ]. Traditionally, 
mitochondrial DNA (mtDNA) is used as a tar-
get primarily because it is present in many 
copies per cell in contrast to the two copies of 
nuclear DNA. Moreover, the much smaller 
mitochrondrial genome size and lack of 
mtDNA recombination also simplify data 
analysis. Even so, only targeted regions of the 
mtDNA are used in most studies due to tech-
nical limitations (low throughput and high 
cost) of the classical methodology [ 68 ]. 

 Development of NGS has opened up new 
possibilities in the fi eld of archeology. The 
new technology can not only sequence the 
complete mtDNA genome with relative ease 
but also render the previously unthinkable 
whole-nuclear-genome sequencing of an 
extinct species a distinct possibility. In fact, 
using massively parallel sequencing, the com-
plete genomes of three long extinct hominid 
groups (Neanderthals, Denisovans, and 
Palaeo-Eskimo) were decoded recently [ 69 –
 71 ]. By uncovering the genetic diversity and 
composition of our ancient ancestors through 
whole-genome sequencing, NGS has helped 
to overcome a major restriction confronted 
by the classical methodology in human evolu-
tionary study. In summary, the high sensitivity 
and effi ciency of NGS have markedly 
enhanced our ability to generate vast amounts 
of high-quality data from ancient DNA in a 
relatively short time—a feat that in turn will 
help to unfold the evolutionary history of 
human and other species with unprecedented 
resolution and rapidity. 

 Mitochondrial disorders are also amenable 
to identifi cation by NGS. These include neu-
rologic and neuromuscular disorders such as 
MELAS (mitochondrial encephalomyopathy, 
lactic acidosis, and stroke-like episodes) and 
MERRF (myoclonic epilepsy with ragged red 
fi bers). These conditions are often heteroge-
neous in their phenotype, in part because of 
the relative distributions of mutant and wild- 
type molecules in the affected tissues due to 
the cytoplasm mode of transmission [ 72 ]. 
The small size of the mitochondrial genome 
(about 16,000 bases, smaller than the span of 
most nuclear genes) permits easy targeting 
and the quantitative nature of NGS permits 
accurate genotyping. In theory, scientists 
could also employ NGS to study mitochon-
drial genomes for forensic purposes, but this 
methodology will need further validation to 
meet the required standards [ 73 ].  

    Other Clinical Applications 
 NGS has emerging applications in areas such 
as forensic studies [ 74 – 76 ], post-bone 
 marrow transplant engraftment testing [ 77 ], 
monitoring of transplanted organ rejection 
[ 78 ], and prenatal screening [ 79 ,  80 ]. With 
maturation and continual improvement, 
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there is no reason to doubt that NGS will 
eventually fi nd its way into many other dif-
ferent fi elds of study and clinical application, 
as well.   

    Next Generation 
Sequencing Platforms  

 Due to continual advancement of current 
technologies, new and improved NGS plat-
forms are being introduced at a breakneck 
pace. We will only briefl y touch upon the few 
currently commercially available NGS plat-
forms here as more details regarding these 
instruments are available in a separate 
chapter. 

    Roche GS FLX 454 Sequencing 
System 
 The Roche GS FLX Genome Sequencer 
was introduced in 2004 as the fi rst commer-
cial NGS platform. The instrument uses the 
pyrosequencing technology (see below) to 
detect light emitted (after a series of enzy-
matic reactions) from pyrophosphate 
release during nucleotide incorporation. 
The sequencer is able to produce an average 
read length of 400 bp, although the com-
pany claims that the updated version, the 
GS FLX + System, can have read lengths up 
to 1,000 bp with output of 700 Mbp. A 
smaller desktop version using the same prin-
ciple is also in use, known as the GS Junior 
System.  

    Illumina/Solexa Genome Analyzer 
 The Illumina/Solexa Genome Analyzer sys-
tems employ the cyclic reversible termina-
tion method (also based on a 
sequencing-by-synthesis principle) with fl uo-
rescently labeled nucleotides to produce read 
lengths up to 2× 100 bp (paired-end reads) 
and output of up to 600 Gbp per run. The 
HiSeq series consists of four platforms (Hiseq 
1,000, 1,500, 2,000, and 2,500), differing in 
sequencing speed and output capacity. A 
small benchtop version known as the MiSeq 
is also available.  

    Life Technologies SOLiD Genetic 
Analyzer 
 The SOLiD system performs sequencing by 
synthesis using a unique color space mecha-
nism. Instead of using DNA polymerase, it 
uses DNA ligase to link specifi c fl uorescently 
labeled octamers to the DNA fragment being 
read, followed by fl uorescence detection and 
another round of ligation. The end result is 
that each nucleotide is read twice and thus 
markedly reduces the error rate of sequenc-
ing—from 1 % in general to <0.1 %. The lat-
est SOLiD 5500xl W system can produce 
throughput of up to 320 Gbp/run with read 
lengths of up to 75 bp.  

    Ion Torrent Personal Genome 
Machine 
 Similar to the Roche 454 system, the Ion 
Torrent Personal Genome Machine (PGM) 
uses a sequencing-by-synthesis technology. 
However, instead of capturing emitted light, 
it uses an ion sensor to directly detect pH 
change resulting from H +  release upon nucle-
otide incorporation. By abrogating the multi-
ple enzymatic and imaging steps, the PGM 
essentially eliminates the lag time between 
nucleotide incorporation and the readout, 
making it the fastest benchtop sequencer cur-
rently available. Throughput of the PGM is 
scalable, ranging from 10 Mbp (using Ion 314 
chip) to 100 Mbp (Ion 316 chip) to 1 Gbp 
(Ion 318 chip) with read lengths of up to 
400 bp. A more advanced version of the 
instrument, the Ion Proton System is also 
available. Using the same sequencing princi-
ple but with higher density chips, the Ion 
Proton System reportedly is able to sequence 
the entire human genome on a single chip in 
just a few hours.   

    Next Generation 
Sequencing Technologies  

 A variety of new technologies that may show 
promise for massively parallel sequencing 
(e.g., Nanopore sequencing technology and 
Single-molecule Real-time sequencing tech-
nology) are under development [ 9 ,  11 ,  81 – 84 ]. 
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Given that NGS technologies are discussed in 
greater detail in other chapters, we will only 
briefl y summarize a few mature and com-
mercially available technologies. 

    Pyrosequencing 
 Pyrosequencing was developed based on the 
sequencing-by-synthesis principle, but instead 
of using dideoxynucleotides for chain termi-
nation as in Sanger sequencing, it relies on 
light detection by a CCD camera after a series 
of chemical reactions upon nucleotide incor-
poration. Four enzymes are required, namely, 
the Klenow DNA polymerase I, ATP sulfury-
lase, luciferase, and apyrase. In addition, two 
enzyme substrates are also needed, the ade-
nosine phosphosulfate (APS) and D - 
LUCIFERIN. The fi rst reaction occurs when 
the four nucleotides are added, one at a time, 
to give rise to pyrophosphate (PPi) when a 
complimentary nucleotide is incorporated 
into the newly synthesized DNA. The 
released PPi then serves as a substrate for ATP 
sulfurylase to produce ATP, which is con-
verted to light by luciferase in the presence of 
its substrate, D-luciferin. Light detection by 
the CCD camera signifi es the incorporation 
of the specifi c nucleotide just added. The 
unincorporated nucleotides and excess ATP 
between each addition of different bases are 
removed by the enzyme apyrase [ 85 ].  

    Cyclic Reversible Termination 
 The cyclic reversible termination (CRT) 
sequencing method is similar to Sanger 
sequencing in that it is based on the 
sequencing- by-synthesis principle with chain 
termination, but unlike Sanger sequencing, 
which uses dideoxynucleotides that lead to 
irreversible chain termination, the CRT 
employs fl uorescently modifi ed nucleotides 
attached to a removable terminating/inhibit-
ing group to allow reversible termination of 
DNA synthesis. Unlike pyrosequencing, all 
four nucleotides, each labeled with a different 
fl uorescent dye, are added simultaneously to 
the reaction, and imaging is then performed 
after a washing step to clear away any unin-
corporated nucleotides. A cleavage step then 
ensues to remove the fl uorescent label and 

the terminating/inhibiting group on the 
newly incorporated nucleotide(s) to allow 
the next cycle of nucleotide addition [ 11 ].  

    Sequencing by Ligation 
 Also based on the sequencing-by-synthesis 
principle, sequencing by ligation is another 
cyclic method that uses DNA ligase instead 
of DNA polymerase for strand extension. A 
mixture of differently fl uorescently labeled 
octameric probes are added to the primed 
template, and DNA ligase is then used to link 
the complementary probe to the synthesized 
DNA strand. The next step is to wash away 
the non-ligated probes, followed by fl uores-
cence imaging to identify the ligated probe. 
The cycle can be repeated multiple times by 
cleavage of the fl uorescent dye and regenera-
tion of the 5′-phosphate group after each 
cycle to generate reads of up to 50 bp. A dif-
ferent anchor primer 1 bp shorter ( n  − 1) than 
the previous one is then used for round 2 of 
the sequencing; and up to a total of 5 rounds 
of sequencing can be performed (using  n  − 2, 
 n  − 3, and  n  − 4 ladder primer sets). The redun-
dant nature of this sequencing system results 
in double interrogation at each nucleotide 
position to signifi cantly enhance its base call-
ing accuracy to >99.9 % [ 11 ].   

    Cost of Next Generation 
Sequencing  

 The cost of DNA sequencing has taken an 
average of a four-order-of-magnitude plunge 
since the advent of NGS in 2005. According 
to data from National Human Genome 
Research Institute (  www.genome.gov    ), NGS 
has helped to reduce the raw cost of sequenc-
ing one megabase of DNA from $1,000 in 
2005 to a mere 10 cents or less in 2012. In 
2005, sequencing a whole genome cost 
approximately 17 million dollars, while by 
2012 it had dropped to around $6,000. It is 
important to note that raw sequencing costs 
do not include annotation and interpretation, 
which are now the most expensive part of the 
process. Joking reference to the “$1,000 
genome/$1,000,000 interpretation” makes 
the point that the bioinformatic tools and 
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medical infrastructure needed to place the 
data in context have not yet matured. The cost 
of DNA sequencing varies among the differ-
ent NGS platforms, ranging approximately 
from as low as 7 cents (Illumina Hiseq 2000) 
to $10 per megabase (Roche 454 GS FLX) 
[ 12 ]. In a more realistic scenario within a reg-
ular DNA diagnostic lab in which smaller 
scale DNA sequencing is the norm, the cost 
savings between NGS and Sanger sequencing 
are less dramatic. While comparing the cost of 
 BRCA  mutation screening using two NGS 
platforms (SOLiD 4 and Ion Torrent PGM), 
Chan et al. reported that NGS systems can 
afford more than twofold (Ion Torrent PGM) 
to more than fourfold (SOLiD 4) cost savings 
relative to Sanger sequencing. Moreover, 
turnaround time was reduced dramatically 
relative to Sanger sequencing [ 26 ]. This, how-
ever, very much depends on the exact appli-
cation and will be quite different for 
single-gene applications compared to, for 
example, whole-genome sequencing.  

    Conclusions 

 NGS has helped to unwind, at an unprece-
dented pace, the mysteries embedded in the 
complicated genomes of human and other 
organisms. The effi ciency, scalability, and 
affordability of NGS technologies will also 
turn whole-exome or whole-genome 
sequencing into a routine assay in clinical labs 
in the near future—a feat that was unthink-
able just a few years ago with Sanger sequenc-
ing. Although promising, NGS is still in its 
infancy in the realm of clinical molecular 
diagnostics. With its impressive and ever- 
expanding range of applications, there is no 
doubt that NGS will have a tremendous 
impact on the future of personalized 
medicine.     
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        Introduction 

 Next-generation sequencing (NGS) technolo-
gies have revolutionized molecular diagnos-
tics over the past several years. These rapidly 
evolving platforms are moving quickly from 
the research bench to the clinical laboratory. 
At the same time, the enormous outputs of 
these massively parallel technologies have dra-
matically reduced the cost of DNA sequenc-
ing [ 1 ]. A single sequencing run can generate 
from a few gigabases to over half a terabase of 
data. Analysis and storage of data on this scale 
are no small undertaking, requiring special-
ized bioinformaticists, computational biolo-
gists, and substantial information technology 
(IT) infrastructure. Over the past few years, 
molecular diagnostic laboratories have begun 
to convert conventional Sanger sequencing-
based assays to NGS-based gene panels. 

 Molecular diagnostic laboratories often 
begin implementing NGS with indication or 
disease-targeted multi-gene panels [ 2 ]. Panel- 
based approaches have been applied to the 
diagnosis of heterogeneous disorders with 
overlapping, diffi cult-to-distinguish pheno-
types. Multi-gene panels for cardiomyopa-
thies [ 3 ], cancer predisposition [ 4 ], and 
X-linked intellectual disability [ 5 ] were 
among the fi rst NGS assays to be launched by 
clinical laboratories (Table  15.1 ). With 
disease- targeted panels, all of the clinically 
relevant genes, from 10 or more to well over 
100, can be examined concurrently, putting 
an end to the serial gene-by-gene diagnostic 
odysseys imposed by traditional Sanger-based 
approaches. NGS gene panels offer several 
advantages by (1) reducing the time a clini-
cian spends on test selection, (2) reducing the 
collective turnaround time from test initia-
tion to the reporting of results to patients, and 
(3) limiting testing to only those genes with 
proven clinical utility for a given phenotype.

   Some academic and commercial laborato-
ries have begun offering clinical exome and 
genome sequencing. Exome and genome 
sequencing come with a variety of issues to 
consider as follows: (1) the likelihood of inci-
dental fi ndings, not relevant to the indication 
for which the test was ordered and whether the 
lab is responsible for reporting these variants; 
(2) a lack of sequence coverage for disease- 
relevant loci, which are likely to be better tar-
geted with panel testing; and (3) the increased 
likelihood of identifying and reporting more 
variants of unknown signifi cance, as laborato-
ries are typically not genome-wide experts. 
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Laboratories that offer disease- targeted panels 
often have expertise relevant to the interpreta-
tion of the variants detected by the assay. The 
American College of Medical Genetics and 
Genomics currently recommends exome or 
genome sequencing only for cases in which a 
disease-targeted panel is likely to produce a 
negative result or for disorders for which a tar-
geted test is not available [ 6 ]. 

 Along with the commercialization of sev-
eral NGS platforms came technologies for 
performing target enrichment [ 7 ]. Polymerase 
chain reaction (PCR), the mainstay of Sanger- 
based diagnostics, is not practical for process-
ing multi-gene panels at an appreciable scale. 
Technologies based on highly multiplexed 
PCR, such as TruSeq Custom Amplicon 
Assays™ (Illumina), AmpliSeq™ (Life 
Technologies), and droplet PCR (Raindance 
Technologies), have recently been launched. 
However, these assays remain more expen-
sive than hybridization-based enrichment 
strategies. Customizable, in-solution 
hybridization- based technologies include 
SureSelect™ (Agilent Technologies), SeqCap 
EZ™ (NimbleGen), and TargetSeq™ (Life 
Technologies). These platforms, based on 
hybridization of biotinylated RNA or DNA 
probes to sample fragment libraries, are used 
to capture from 1 kilobase sequences to 
genomic regions of more than 24 megabases 

[ 8 – 10 ] (Fig.  15.1 ). Users can choose to target 
coding segments or entire transcribed regions, 
within the limitations of the capture and 
sequencing technologies. In-solution, 
hybridization- based approaches are widely 
used among molecular diagnostic laborato-
ries. Many clinical laboratories have tested 
multiple platforms, ultimately focusing on 
one enrichment strategy, in an effort to 
streamline laboratory workfl ows.

   In this chapter, an example of a procedure 
for NGS-based gene panel testing is provided. 
This is only one of many possible examples, 
using equipment and reagents that could be 
exchanged for others, but it provides insight 
into the conceptual workfl ow of NGS-based 
testing of gene panels in a laboratory- 
developed assay setting. The example proce-
dure was developed using the Agilent 
SureSelect in-solution sequence capture sys-
tem for target enrichment, followed by 
sequencing with an Illumina HiSeq or MiSeq 
system. The procedure commences with the 
construction of sample-specifi c fragment 
libraries with platform-specifi c indexed 
adapters, followed by enrichment of the 
libraries for sequence targets of interest, 
sequencing of those targets, and analysis 
(Fig.  15.2 ).

      Assay Design and 
Considerations for 
Developing an NGS 
Gene Panel 

 After selecting a panel of genes for assay 
development, the user of our example wet- 
bench procedure will need to design enrich-
ment probes. Custom probe designs can be 
easily generated using, for example, the online 
Agilent SureDesign software (  https://earray.
chem.agilent.com/suredesign    ). Depending 
on the target of interest, probes can be 
designed to capture only exons or entire 
genomic regions. If copy number variants 
(CNVs) will need to be ascertained, it is 
advised to design probes across the entire 
genomic region, starting 10 kilobases 
upstream of the fi rst exon and ending 10 kilo-
bases downstream of the fi nal exon. This 
should provide suffi cient read depth to call 

   Table 15-1     Next-generation Sequencing 
Gene Panels Offered by 
Clinical Laboratories   

 Next-generation sequencing 
gene panel 

 Number 
of genes 

 Hereditary cancer  10–50 

 Somatic/tumor cancer  10–200 

 Cardiomyopathies (dilated, 
hypertrophic) 

 50–70 

 Arrhythmias  10–30 

 Hearing loss (syndromic, 
non-syndromic) 

 23–72 

 Neurodegenerative (dementia, 
Parkinson’s, ALS, dystonia) 

 4–75 

 X-linked mental retardation  30–150 

 RASoptahies  ~10 

 Mitochondrial disorders  35–400 

   ALS  amyotrophic lateral sclerosis  
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small insertions/deletions using some of the 
CNV detection algorithms [ 11 ]. 

 In addition to selection of the target 
regions, the user must also consider the exis-
tence of repetitive regions, such as segmental 
duplications or paralogs and highly repetitive 
elements, including short interspersed ele-
ments (SINEs) and long interspersed ele-
ments (LINEs). Depending on the sequence 
similarity of these loci, they can be diffi cult to 
enrich and sequence. It can also be challeng-
ing to align reads accurately to the reference. 
With the Illumina platform, the current 
 maximum read length on a HiSeq is 100 bp 
and 250 bp on a MiSeq. Longer paired-end 
reads can dramatically improve the accuracy 
of read mapping, but this will depend on the 

length of identity between or among paralo-
gous regions of the genome. 

 GC content can infl uence the ability to 
capture and sequence targets. The fi rst exons 
of many genes are GC rich. Despite the inclu-
sion of probes to enrich libraries for these 
regions, read coverage is often low and some-
times absent over these segments. The user 
may need to include additional probes over 
these regions to enhance sequence capture. 

 After the design is completed, the user can 
review the results by downloading what is 
called a BED fi le. The BED fi le can be 
uploaded to the UCSC Genome Browser 
(  http://genome.ucsc.edu/    ) to view probe 
positions and target coverage. If the desired 
targets are not adequately covered by probes, 

  Figure 15-1    In-solution sequence capture    for target enrichment. After the construction of a genomic fragment 
library, the library is hybridized to capture probes and enriched. Subsequently, the captured library can be ampli-
fi ed and sequenced       
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the user can redesign the probe set by modify-
ing design parameters in the SureDesign soft-
ware. When the custom design has been 
fi nalized, the user can request an online quote 
and consider proceeding with placing an order.  

   Example Procedure 

   Materials 
     1.    Qubit dsDNA HS Quantifi cation kit 

(Life Technologies, P/N [part number] 
Q32851)   

   2.    P20, P200, P1000 fi ltered pipet tips 
(Rainin, P/N RT-L10F, RT-L200F, and 
RT-L1000)   

   3.    Covaris microTUBE AFA Fiber Screw-
Cap 6 × 16 mm (P/N 520096) for the 
M220 series, Covaris microTUBE AFA 

Fiber Pre-Slit Snap-Cap 6 × 16 mm (P/N 
520045) for the S220 series,  or  Covaris 
96 microTUBE Plate (P/N 520078) for 
the E220 series   

   4.    Ultrapure Distilled Deionized water 
(Life Technologies, P/N 10977-015)   

   5.    Eppendorf LoBind Microcentrifuge 
Tubes 1.5 mL (Fisher, P/N 13-6987-91)   

   6.    0.2 mL PCR Tube Strips, 8-Tube, full-
height with domed caps (Bio-Rad, P/N 
TBC-0201)   

   7.    0.2 mL PCR Tube Strips, 8-Tube, low-
profi le (Bio-Rad, P/N TLS-0801)   

   8.    Optical Flat 8-Cap Strips (Bio-Rad, P/N 
TCS-0803)   

   9.    Domed 8-Cap Strips (Bio-Rad, P/N 
TCS-0801)   

   10.    Minicentrifuge, with tube strip rotor 
(Fisher, P/N 05-090-100)   

   11.    NEB End repair kit (NEB, P/N E6050L)   
   12.    NEB Next A-tailing Kit (NEB, P/N 

E6053L)   
   13.    Agencourt AMPure XP Beads, 60 mL 

(Beckman Coulter, P/N A63881)   
   14.    70 % Ethanol (see section “Reagent and 

Oligonucleotide Preparation”)   
   15.    20 % PEG/2.5 M NaCl solution (see 

 section “Reagent and Oligonucleotide 
Preparation”)   

   16.    T4 Ultrapure Ligase and 10× T4 
Ultrapure Buffer (Enzymatics Inc., P/N 
L603-HC-L)   

   17.    KAPA Library Amplifi cation Readymix 
(KAPA Biosystems, P/N KK2612)   

   18.    DNA 1000 kit (Agilent, P/N 5067-1504)   
   19.    SureSelect XT Custom Library (Agilent, 

part numbers vary depending on the size 
of the target region)   

   20.    Dynabeads M-270 Streptavidin (Life 
Technologies, P/N 65305)   

   21.    Library Quantifi cation Kit/Illumina/
Universal (Kapa Biosystems, P/N KK4824)   

   22.    1 M Tris–HCl, pH 7.5 (Fisher, P/N 
BP1758-100)   

   23.    Tween 20 (Fisher, P/N BP337-100)   
   24.    Oligonucleotides (Integrated DNA 

Technologies or other commercial ven-
dors) (Tables  15.2  and  15.3 )

           Equipment 
     1.    P10, P20, P200, and P1000 pipets 

(Rainin, P/N L-10XLS, L-20XLS, 
L-200XLS, and L-1000XLS)   

  Figure 15-2    Step-by-step workfl ow. This example of a 
laboratory procedure for an NGS-based gene panel 
assay begins with the construction of sample-specifi c 
fragment libraries with platform-specifi c indexed 
adapters, followed by enrichment of the libraries for 
sequence targets of interest, sequencing of those tar-
gets, and data analysis       

 

212  |  Michael O. Dorschner



   Ta
b

le
 1

5-
2  

  O
lig

o
nu

cl
eo

ti
d

e 
Se

q
ue

nc
es

   

 O
lig

o
 n

am
e 

 Se
q

ue
nc

e 
(5

′–
3

′) 
 U

ni
ve

rs
al

 
 A

A
T

G
A

TA
C

G
G

C
G

A
C

C
A

C
C

G
A

G
A

T
C

TA
C

A
C

T
C

T
T

T
C

C
C

TA
C

A
C

G
A

C
G

C
T

C
T

T
C

C
G

A
T

C
*T

 

 In
de

x 
 /5

P/
G

A
T

C
G

G
A

A
G

A
G

C
A

C
A

C
G

T
C

T
G

A
A

C
T

C
C

A
G

T
C

A
C

 [
id

x]
 A

T
C

T
C

G
TA

T
G

C
C

G
T

C
T

T
C

T
G

C
T

T
G

 

 B
lo

ck
-U

 
 A

A
T

G
A

TA
C

G
G

C
G

A
C

C
A

C
C

G
A

G
A

T
C

TA
C

A
C

T
C

T
T

T
C

C
C

TA
C

A
C

G
A

C
G

C
T

C
T

T
C

C
G

A
T

C
T

 

 B
lo

ck
-U

-R
C

 
 A

G
A

T
C

G
G

A
A

G
A

G
C

G
T

C
G

T
G

TA
G

G
G

A
A

A
G

A
G

T
G

TA
G

A
T

C
T

C
G

G
T

G
G

T
C

G
C

C
G

TA
T

C
A

T
T

 

 B
lo

ck
-I

 
 C

A
A

G
C

A
G

A
A

G
A

C
G

G
C

A
TA

C
G

A
G

A
T

 [
id

x]
 G

T
G

A
C

T
G

G
A

G
T

T
C

A
G

A
C

G
T

G
T

G
C

T
C

T
T

C
C

G
A

T
C

 

 B
lo

ck
-I

-R
C

 
 G

A
T

C
G

G
A

A
G

A
G

C
A

C
A

C
G

T
C

T
G

A
A

C
T

C
C

A
G

T
C

A
C

 [
id

x]
 A

T
C

T
C

G
TA

T
G

C
C

G
T

C
T

T
C

T
G

C
T

T
G

 

 T
S-

PC
R

-1
 

 A
A

T
G

A
TA

C
G

G
C

G
A

C
C

A
C

C
G

A
G

A
 

 T
S-

PC
R

-2
 

 C
A

A
G

C
A

G
A

A
G

A
C

G
G

C
A

TA
C

G
A

G
 

   U
  u

ni
ve

rs
al

,  R
C

  r
ev

er
se

 c
om

pl
em

en
t, 

 id
x  

in
de

x,
  5

P  
5′

 p
ho

sp
ho

ry
la

ti
on

,  a
st

er
is

k  
ph

os
ph

or
ot

hi
oa

te
 b

on
d,

  I
  in

de
x-

co
nt

ai
ni

ng
,  T

S  
Tr

uS
eq

™
,  P

C
R

  p
ol

ym
er

as
e 

ch
ai

n 
re

ac
ti

on
 

 O
lig

on
uc

le
ot

id
e 

se
qu

en
ce

s 
©

 2
00

7–
20

12
 I

llu
m

in
a,

 I
nc

. A
ll 

ri
gh

ts
 r

es
er

ve
d.

 D
er

iv
at

iv
e 

w
or

ks
 c

re
at

ed
 b

y 
Il

lu
m

in
a 

cu
st

om
er

s 
ar

e 
au

th
or

iz
ed

 f
or

 u
se

 w
it

h 
Il

lu
m

in
a 

in
st

ru
-

m
en

ts
 a

nd
 p

ro
du

ct
s 

on
ly

. A
ll 

ot
he

r 
us

es
 a

re
 s

tr
ic

tl
y 

pr
oh

ib
it

ed
  

Next-Generation Sequencing for Gene Panels   |  213



   2.    Covaris ®  M220, S220, or E220 Focused-
Ultrasonicator, connected to a computer 
with SonoLab™ software   

   3.    Microcentrifuge (Eppendorf 5430)   
   4.    One 24 position Tube IsoRack with 0 °C 

IsoPack (Eppendorf, P/N 22510053)   
   5.    Dyna-Mag 2 Magnetic Stand (Life 

Technologies, P/N 12321D)   
   6.    2100 Bioanalyzer (Agilent Technologies)   
   7.    Speed vacuum with tube or plate adap-

tor (Eppendorf Vacufuge Plus)   
   8.    HiSeq 1000/2000, HiSeq 1500/2500, or 

MiSeq system (Illumina)   
   9.    CFX96 Touch Real-Time PCR Detection 

System (Bio-Rad, P/N 185-5484)   

   10.    T100 Thermal Cycler (Bio- Rad, P/N 
186-1096)   

   11.    Qubit 2.0 Fluorometer (Life 
Technologies, P/N Q32866)       

   Reagent and 
Oligonucleotide Preparation 

    1.    100 mL 20 % PEG/NaCl solution
  In a beaker, add: 
  (a)    50 mL 5 M NaCl (Life Technologies, 

P/N AM9759)   
  (b)    20 g PEG 8000 (Fisher, P/N 

BP233-100)   
  (c)    Water, up to 100 mL total volume     
 Autoclave for 15 min. Allow the solution 
to cool because separation may occur 
upon heating.   

  2.    100 mL 70 % ethanol: 
 In a graduated cylinder, measure 70 mL 
100 % ethanol. Add 30 mL of molecular 
grade water, and mix.   

  3.    Generation of 50 μM adapter stocks:
   (a)    Resuspend the Universal adapter oligo 

and Indexed oligos at 100 μM in 
10 mM Tris pH 8.0 and 50 mM NaCl.   

  (b)    For each indexed adaptor combine 25 μL 
of Index oligo and 25 μL of Universal 
oligo in a clean 0.2 mL PCR tube.   

  (c)    Heat to 95 °C for 5 min in a thermal 
cycler.   

  (d)    Remove the tubes from the thermal 
cycler, and briefl y spin to ensure that 
contents are at the bottoms of the 
tubes. Allow to cool at room tempera-
ture for 30 min.       

  4.    Prepare index-specifi c hybridization 
blockers (ISHB):
   (a)    Resuspend the Block-U, Block-U-RC, 

Block-I, and Block-I-RC oligos at 
1,000 μM in 10 mM Tris pH 8.0 and 
50 mM NaCl.   

  (b)    For each index used combine 0.5 μL of 
each oligo Block-U, Block-U- RC, 
Block-I, and Block-I-RC. 0.6 μL of this 
stock will be used during the hybrid-
ization reaction setup in Step 9. This 
blocker solution can be used in place 
of the Agilent-provided blockers.       

  5.    Prepare library amplifi cation oligonucleotides:
   (a)    Resuspend TS-PCR-1 and TS-PCR-2 

oligos at 100 μM in 10 mM Tris pH 8.0.          

   Table 15-3    Index Sequences      

 ID  Sequence 

 1  ATCACG 

 2  CGATGT 

 3  TTAGGC 

 4  TGACCA 

 5  ACAGTG 

 6  GCCAAT 

 7  CAGATC 

 8  ACTTGA 

 9  GATCAG 

 10  TAGCTT 

 11  GGCTAC 

 12  CTTGTA 

 13  AGTCAA 

 14  AGTTCC 

 15  ATGTCA 

 16  CCGTCC 

 18  GTCCGC 

 19  GTGAAA 

 20  GTGGCC 

 21  GTTTCG 

 22  CGTACG 

 23  GAGTGG 

 25  ACTGAT 

 27  ATTCCT 

   ID  identifi cation number  
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   Procedure 

 This procedure provides step-by-step instruc-
tions for generating genomic fragment librar-
ies and subsequent target enrichment, using 
the Agilent SureSelect in-solution capture 
system. With minor modifi cation, the librar-
ies generated by this protocol could be 
enriched with any other hybridization-based 
approach. This protocol is designed for pro-
cessing batches of eight samples. Volumes and 
quantities can be scaled according to the 
needs of the user. 

   Step 1: Shear DNA 
 Covaris provides a shearing guide for each 
instrument model with recommended set-
tings to generate specifi c fragment sizes. The 
user should test these settings prior to shear-
ing valuable samples. The optimal insert size 
for 2 × 100 bp paired-end sequencing is 
250 bp (225–275 bp). The average insert size 
will be larger than the total of the paired-end 
reads to avoid generating overlapping 
sequence at the 3′ ends.
   1.    Quantify DNA using the Qubit dsDNA 

quantifi cation kit according to the manu-
facturer’s instructions.   

  2.    Prepare the Covaris instrument. Ensure 
that the reservoir is fi lled with deionized 
water and the water temperature has 
equilibrated and degassed, prior to use.   

  3.    Dilute 1 μg of high-quality gDNA with 1× 
low TE buffer in a 1.5 mL LoBind tube to 
a total volume of 130 μL.   

  4.    Transfer the 130 μL of DNA sample to the 
proper Covaris microTube, making sure 
not to introduce bubbles.   

  5.    Secure the microTube in the tube holder, 
and shear the DNA using the appropriate 
settings to generate fragments of 150–
200 bp (or other fragment size ranges, 
depending on specifi c needs).   

  6.    Optional: Repeat DNA quantifi cation 
prior to proceeding to Step 2.      

   Step 2: End Repair 
 Shearing will create double-stranded frag-
ments with overhangs. A combination of 
T4 polynucleotide kinase and T4 DNA 

 polymerase will convert these to 5′-phos-
phorylated, blunt ends.
    1.    Prepare a master mix from the compo-

nents listed in Table  15.4  in a clean 
1.5 mL LoBind tube on ice or a cooling 
rack.

       2.    Dispense 11 μL of master mix into each 
0.2 mL PCR tube.   

   3.    Dispense 50 μL of sheared DNA to each 
master mix-containing PCR tube. Mix 
carefully and thoroughly by pipetting up 
and down ten times.   

   4.    Briefl y spin to bring contents to the bot-
toms of the tubes.   

   5.    Incubate tubes in a thermal cycler for 
30 min at 20 °C.   

   6.    Remove AMPure XP beads from the 
refrigerator, and gently shake to resus-
pend beads. The beads must be at room 
temperature prior to use.   

   7.    After the 20 °C incubation, shake the 
AMPure XP beads to ensure complete 
resuspension, and transfer 110 μL of 
bead solution to each end- repaired DNA.   

   8.    Mix and incubate for 5 min at room 
temperature.   

   9.    Place tubes on a strip/plate magnet for 
5 min to separate beads from solution.   

   10.    Visually confi rm that the beads have 
moved to the side of the tube and the 
solution is clear. Aspirate 171 μL of clear 
solution from each tube without disturb-
ing the beads, and discard.   

   11.    Dispense 180 μL of freshly prepared 
70 % ethanol to each tube and incubate 
for 30 s at room temperature. Aspirate 
ethanol, and repeat for a total of two 
washes. Let beads dry for 5 min. Under- 
or over-drying beads will reduce yield.   

   12.    Remove tubes from the magnet, add 
43 μL of nuclease-free water, and mix. 

   Table 15-4     End-repair Master Mix 
Components   

 Reagent 
 Per reaction 
(μL) 

 For 8 
reactions (μL) 

 10× End-repair 
buffer 

  6  52.8 

 End-repair 
enzyme mix 

  5  44 

 Total  11  96.8 
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Do not elute DNA off of the beads. The 
beads and DNA will be carried forward 
into subsequent reactions.   

   13.    Samples can be stored at −20 °C if not 
proceeding to the next step.      

   Step 3: Adenylate 
End-Repaired DNA 
     1.    Prepare a master mix from the compo-

nents listed in Table  15.5  in a clean 
1.5 mL LoBind tube on ice or cooling 
rack.

       2.    Dispense 8 μL of adenylation master mix 
into each of the 0.2 mL PCR tubes.   

   3.    Add 42 μL of end-repaired DNA (includ-
ing beads) to each master mix-containing 
PCR tube. Mix carefully and thoroughly 
by pipetting up and down ten times.   

   4.    Briefl y spin to bring contents to the bot-
toms of the tubes.   

   5.    Incubate in a thermal cycler for 30 min 
at 37 °C.   

   6.    Vortex the 20 % PEG/2.5 M NaCl solu-
tion. The solution must be at room tem-
perature before use.   

   7.    Transfer 90 μL of PEG solution to each 
tube containing the A-tailed DNA, and 
mix 20+ times. Incubate for 5 min at 
room temperature.   

   8.    Place the tube on a magnet for 2 min to 
separate the beads from the solution.   

   9.    Visually confi rm that the beads have 
moved to the side of the tube and the 
solution is clear. Aspirate 140 μL of clear 
solution from each reaction tube, and 
discard.   

   10.    Dispense 200 μL of freshly prepared 
70 % ethanol to each tube and incubate 
for 30 s at room temperature. Aspirate 
the ethanol, and discard. Repeat for a 

total of two washes. Let the beads dry for 
5 min. Under- or over-drying beads will 
reduce yield.   

   11.    Remove the tubes from the magnet, add 
38 μL of nuclease-free water, and mix.   

   12.    Place the tube back on the magnet. Wait 
for the solution to clear, and remove 1 μL 
of solution for quantifi cation. Remove the 
tube from the magnet, and mix briefl y. Do 
not elute DNA off of the beads.   

   13.    Samples can be stored at −20 °C if not 
proceeding to the next step.      

   Step 4: Quantifi cation 
of Adenylated DNA 
    1.    Using the 1 μL of solution retrieved    from 

step 12 in section “Step 3: Adenylate End-
Repaired DNA”, quantify the DNA using 
the Qubit dsDNA HS Quantifi cation kit.   

  2.    Note any samples that are less than 10 ng/
μL. Samples at lower concentrations may 
exhibit reduced library complexity, poten-
tially impacting variant detection.      

   Step 5: Ligate Indexed Adapters 
to Adenylated DNA 
 Prior to performing the ligation, determine 
how the samples will be sequenced. If the 
samples will be pooled, each will require a 
specifi c indexed adaptor so that reads can be 
demultiplexed after sequencing.
    1.    Remove T4 Ultrapure Ligase, 10× T4 

Ultrapure Buffer, and indexed adapters 
(50 μM) from the freezer. Prepare liga-
tion master mix by combining the 
reagents listed in Table  15.6 .

       2.    Remove Agencourt AMPure XP Beads 
and 20 % PEG solution from the 

   Table 15-5     Adenylation Master Mix 
Components   

 Reagent 
 Per reaction 
(μL) 

 For 8 
reactions (μL) 

 10× dA-tailing 
buffer 

 5  44 

 Klenow fragment  3  26.4 

 Total  8  70.4 

   Table 15-6     Ligation Master Mix 
Components   

 Reagent 
 Per reaction 
(μL) 

 For 8 
reactions (μL) 

 10× T4 ultrapure 
buffer 

  5  44 

 Ultrapure ligase   5  44 

 Total  10  88 
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 refrigerator and equilibrate to room tem-
perature for at least 30 min. The beads 
and PEG solution must be at room tem-
perature before use. Vortex very well to 
resuspend all beads.   

   3.    Vortex and centrifuge the adenylated 
DNA from  Step 3  and place on ice or 
cold block.   

   4.    Prepare ligation master mixes by com-
bining the following for each sample:
   (a)    Dilute the indexed 50 μM adapters 

1:3 with ultrapure distilled water 
into clean 1.5 mL microfuge tubes to 
make a 16.7 μM solution.   

  (b)    Add 5 μL of diluted adaptor to each 
sample.       

   5.    Add 10 μL of ligation master mix to each 
sample tube, and mix thoroughly by gen-
tly pipetting up and down ten times. 
Avoid bubble formation.   

   6.    Briefl y spin to bring contents to the bot-
toms of the tubes.   

   7.    Incubate at room temperature (25 °C) 
for 15 min.   

   8.    Briefl y spin to bring contents to the bot-
toms of the tubes, and proceed with bead 
cleanup.   

   9.    Vortex the 20 % PEG/2.5 M NaCl 
solution.   

   10.    Transfer 90 μL of PEG solution to the 
tube containing the ligated DNA.   

   11.    Mix 20 times, and incubate for 5 min at 
room temperature.   

   12.    Place the tube on a strip/plate magnet 
for 2 min to separate the beads from 
solution.   

   13.    Visually confi rm that the beads have 
moved to the side of the tube and the 
solution is clear.   

   14.    Aspirate 140 μL of clear solution from 
the reaction tube, and discard.   

   15.    Dispense 180 μL of freshly prepared 
70 % ethanol to each well of the tube 
and incubate for 30 s at room tempera-
ture. Aspirate the ethanol, and discard. 
Repeat for a total of two washes. Let the 
beads dry for 5 min. Under- or over- 
drying beads will reduce yield.   

   16.    Remove the tube from the magnet, add 
50 μL of nuclease- free water, and mix.   

   17.    Place tube on magnet for 1 min to sepa-
rate beads.   

   18.    Aspirate and transfer 50 μL eluent to a 
new labeled tube.      

   Step 6: Amplify Pre-capture 
Library 
    1.    Thaw PCR primers (TS-PCR-1 and 

TS-PCR-2) at room temperature, and 
keep KAPA Library Amplifi cation Mix on 
ice.   

  2.    Label two 0.2 mL PCR strip tubes per 
sample to prepare for two 50 μL PCRs 
each.   

  3.    Spin down TS-PCR-1 and TS-PCR-2 
(20 μM) primer tubes and the indexed 
libraries.   

  4.    Divide each library prepared in the previ-
ous step into the two labeled PCR tubes 
(22.5 μL/tube).   

  5.    Prepare 50 μL of master mix for each 
library/sample by combining the reagents 
listed in Table  15.7 .

      6.    Add 27.5 μL of amplifi cation master mix 
to each library- containing tube.   

  7.    Seal with PCR tube caps, and centrifuge 
the PCR tubes briefl y and place in a ther-
mal cycler.   

  8.    Amplify libraries with the thermal cycling 
profi le in Table  15.8 .

      9.    Store at 4 °C or continue with Step 7.      

   Step 7: Purify Amplifi ed 
Pre- capture Libraries 
     1.    Remove AMPure XP beads from 4 °C 

and keep at room temperature for at 
least 30 min. Vortex generously to resus-
pend all beads.   

   2.    Pool the 2 × 50 μL PCR reactions (per 
library) into a 1.5 mL tube.   

   3.    Shake the Agencourt AMPure XP beads 
to resuspend.   

   Table 15-7     Pre-capture Library 
Amplifi cation Components   

 Reagent 
 Per reaction 
(μL) 

 For 8 
reactions 
(μL) 

 TS-PCR-1 (20 μM)  2.5   44 

 TS-PCR-2 (20 μM)  2.5   44 

 KAPA Library 
Amplifi cation Mix 

 50  880 

 Total  55  968 
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   4.    Dispense 180 μL of beads into each 
pooled PCR reaction.   

   5.    Mix well, and incubate for 5 min at room 
temperature.   

   6.    Place the reaction tube onto a Dyna-Mag 
2 rack for 5 min to separate beads from 
the solution.   

   7.    Visually confi rm that the beads have 
moved to the side of the tube and the 
solution is clear.   

   8.    Aspirate 280 μL of clear solution from 
the tubes, and discard.   

   9.    Dispense 200 μL of 70 % ethanol to each 
tube and incubate for 30 s at room tem-
perature. Aspirate the ethanol, and dis-
card. Repeat for a total of two washes. 
Let the beads dry for 5 min. Under- and 
over-drying beads will reduce yield.   

   10.    Take the tubes off the magnet, add 50 μL 
water to each reaction tube, and mix. 
Place the reaction plate onto a magnet 
for 1 min to separate the beads.   

   11.    Transfer 50 μL eluent to a new labeled 
tube.      

   Step 8: Pre-capture Library 
Assessment 
    1.    Assess the fragment size distribution and 

concentration by running a sample of each 
library on Bioanalyzer 2100 (DNA 1000 
Chip).   

  2.    When assessing the fragment size distribu-
tion, keep in mind that the average frag-
ment size should be the size of the sheared 
DNA from Step 1 plus 100 bp to account 
for the ligation of the adapters. If your tar-
get insert size is 200 bp, you should expect 
to see an average post-capture fragment 

size of 300 bp (±25 bp). If the fragment 
size distribution is signifi cantly above or 
below the expected size, i.e., 100 bp 
smaller or larger, you should consider 
repeating the procedure.      

   Step 9: Hybridization 
with Sequence Capture Probes 
 Blockers are added to inhibit the adapters 
from cross hybridizing and “daisy-chaining” 
during the hybridization. Full-length index- 
specifi c blockers are more effi cient at inhibit-
ing cross-hybridization than blockers targeted 
to the common portions of the adapters. The 
Agilent-provided blockers are replaced with 
the blockers described in section “Reagent 
and Oligonucleotide Preparation”.
    1.    Pre-capture indexed library must be at a 

concentration of at least 147–221 ng/μL. 
Use a vacuum concentrator to concen-
trate the samples, if needed. Do not heat 
above 45 °C.   

   2.    Combine the reagents listed in Table  15.9  
to generate the hybridization buffer.

       3.    Warm the hybridization buffer to 65 °C 
if a precipitate forms.   

   4.    Label three clean 8 PCR tube strips:  A ,  B , 
and  C .   

   5.    Dispense 40 μL of hybridization buffer 
into each tube of strip  A .   

   6.    Prepare a SureSelect RNase Block dilution 
according to Table  15.10 . Note: The amount 
of RNAse block solution needed will 
depend on the size of the capture target.

       7.    Combine the appropriate amount of 
diluted RNase block solution and 
SureSelect capture library according to 
Table  15.11  in strip  C . Mix by pipetting. 

   Table 15-8    Pre-capture Library Amplifi cation Thermal Cycling Protocol   

 Step  Temperature/duration  Cycles 

 Activation/denaturation  98 °C, 30 s  1 

 Amplifi cation  98 °C, 10 s  8 
 60 °C, 30 s 
 72 °C, 30 s 

 Final extension  72 °C, 5 min  1 

 Hold  16 °C 
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Each tube should contain 7 μL of RNase 
block/capture library mixture.

       8.    Prepare SureSelect Block Mix by combin-
ing the components listed in Table  15.12 . 
The SureSelect Index Block #3 is replaced 
with the ISHB assembled in section 
“Reagent and Oligonucleotide Preparation”. 
An individual SureSelect Block Mix will 
be prepared for each index used.

       9.    In strip  B , prepare the pre-capture 
indexed libraries for target enrichment:
   (a)    Add 3.4 μL of 147–221 ng/μL of 

indexed library to each tube.   
  (b)    Add 5.6 μL of the corresponding 

SureSelect Block Mix (containing 
ISHB).   

  (c)    Mix thoroughly by pipetting up and 
down.   

  (d)    Cap the tubes and place in the ther-
mal cycler.   

  (e)    Heat the library/adapter block mix 
to 95 °C for 5 min; then hold at 
65 °C. Use a heated lid set at 105 °C.    

      10.    Equilibrate hybridization buffer-contain-
ing strip  A  to 65 °C for 5 min before pro-
ceeding to the next step.   

   11.    Place the strip into the thermal cycler 
and incubate at 65 °C for 2 min.   

   12.    Maintain all three strips at 65 °C while 
transferring 13 μL of the hybridization 
buffer from each tube of strip  A  to the 
SureSelect Capture Library tubes in 
strip  C .   

   13.    Transfer 9 μL of indexed library/adapter 
block mix from each tube of strip  B  to 
the corresponding tube of strip  C .   

   14.    Seal strip  C , now containing 29 μL of 
solution, tightly with a new strip cap.   

   15.    Incubate the hybridization strip at 65 °C 
for 24 h.    

     Step 10: Bead Capture and Post- 
hybridization Washes 
 Prior to beginning the post-hybridization 
washes, prepare a clean, RNase-free work-
space. Examine the volume of each hybridiza-
tion reaction. If greater than 5 μL has 
evaporated, repeat the hybridization. Prewarm 
SureSelect wash buffer 2 to 65 °C.
   1.    Bead preparation:

   (a)    Resuspend the DynaBeads by vortexing.   
  (b)    To each of 8 clean 1.5 mL LoBind 

tubes, add 50 μL DynaBeads.   
  (c)    To each tube of beads:

   Table 15-9     Hybridization Buffer 
Components   

 Reagent 

 Per 
reaction 
(μL) 

 For 8 
reactions (μL) 

 SureSelect Hyb #1  25  200 

 SureSelect Hyb #2 
(red cap) 

  1    8 

 SureSelect Hyb #3 
(yellow cap) 

 10   80 

 SureSelect Hyb #4  13  104 

 Total  49 (40 μL/
rxn) 

 392 (40 μL/
rxn) 

   Rxn  reaction  

   Table 15-10    RNase Block Dilution   

 Capture 
size 

 Per reaction (μL)  For 8 reactions (μL) 
 RNase  Water  RNase  Water 

 <3.0 Mb  1  9  8  72 
 ≥3.0 Mb  1  3  8  24 

   Table 15-12     SureSelect Adapter 
Block Mix   

 Reagent  Per reaction (μL) 

 SureSelect indexing block #1  2.5 

 SureSelect block #2  2.5 

 Index-specifi c block  0.6 

 Total  5.6 

   Table 15-11     Combining RNase Block 
Dilution With the SureSelect 
Library   

 Capture 
size 

 Per reaction (μL)  For 8 reactions (μL) 
 RNase  Library  RNase  Library 

 <3.0 Mb  5  2  40  16 
 ≥3.0 Mb  2  5  16  40 
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•    Add 200 μL of SureSelect binding 
buffer, and vortex for 5 s.  

•   Place tubes on a magnetic stand 
until the solution clears (1–2 min).  

•   Aspirate and discard the solution. 
Do not disturb beads.  

•   Repeat for a total of three washes.      
  (d)    Resuspend beads in 200 μL of 

SureSelect binding buffer per 
hybridization.       

  2.    Capture hybrid library:
   (a)    Add the contents of each hybridiza-

tion reaction to a tube of prepared 
beads.   

  (b)    Mix beads and hybrid library by pipet-
ting up and down slowly ten times.   

  (c)    Place each tube on a tube rotator and 
mix for 30 min at room temperature. 
Make sure that the solution is being 
adequately mixed.   

  (d)    Centrifuge briefl y and place tubes on 
magnetic stand. After the solution has 
cleared (1–2 min), aspirate the solu-
tion and discard.   

  (e)    Resuspend the beads in 500 μL of 
SureSelect buffer #1 by briefl y vortex-
ing for 5 s.   

  (f)    Centrifuge briefl y and place tubes on 
magnetic separator. After the solution 
has cleared (1–2 min), aspirate the 
solution and discard.       

  3.    Stringency washes:
   (a)    Resuspend beads in 500 μL of pre-

warmed SureSelect wash buffer #2.   
  (b)    Vortex briefl y for 5 s.   
  (c)    Incubate tubes at 65 °C for 10 min, 

mixing periodically.   
  (d)    Centrifuge briefl y and place the tubes 

on the magnetic separator. After the 
solution has cleared (1–2 min), aspi-
rate the solution and discard.   

  (e)    Repeat (a)–(d) for a total of three 
washes.   

  (f)    Make sure that all wash buffer has 
been removed.       

  4.    Add 50 μL of SureSelect elution buffer, 
and vortex for 5 s to resuspend the beads.   

  5.    Incubate tubes for 10 min at room tem-
perature. Mix periodically.   

  6.    Centrifuge briefl y and place the tubes on 
the magnetic separator. After the solution 
has cleared (1–2 min), aspirate the solution 
and transfer it to clean 1.5 mL LoBind tubes.   

  7.    Add 50 μL SureSelect neutralization 
 buffer to the captured DNA. Mix briefl y.      

   Step 11: Post-hybridization 
Library Cleanup 
     1.    Remove AMPure XP Beads from refrig-

erator, and gently shake to resuspend the 
beads. The beads must be at room tem-
perature before use.   

   2.    Resuspend and transfer 180 μL of the beads 
to each 100 μL tube of captured DNA.   

   3.    Mix, and incubate for 5 min at room 
temperature.   

   4.    Place the tubes on a magnetic stand for 
5 min to separate the beads from the 
solution.   

   5.    Visually confi rm that the beads have 
moved to the side of the tube and that 
the solution is clear.   

   6.    Aspirate ~280 μL of clear solution from 
the tube without disturbing the beads, 
and discard.   

   7.    Dispense 500 μL of freshly prepared 
70 % ethanol to each tube and incubate 
for 30 s at room temperature. Aspirate 
ethanol, and repeat for a total of two 
washes. Let beads dry for 5 min. Under- 
and over-drying beads will reduce yield.   

   8.    Add 15 μL of molecular biology-grade 
water, and incubate at room temperature 
for 2 min.   

   9.    Place the tube on a magnetic stand. After 
the solution clears (2–3 min), aspirate 
15 μL of water and transfer to a clean 
1.5 mL LoBind tube.   

   10.    Repeat Steps 8 and 9 above, adding    the 
second eluent to the fi rst for a total of 
40 μL of captured DNA.      

   Step 12: Amplifi cation of Post- 
capture Library 
 The goal of this step is to generate enough 
material for sequencing. Only the minimum 
number of cycles to generate suffi cient mate-
rial should be performed. Minimize the num-
ber of cycles to ensure maintenance of library 
complexity.
   1.    Prepare post- capture amplifi cation mix by 

combining the reagents listed in Table  15.13 .

220  |  Michael O. Dorschner



      2.    Prepare four PCR reaction tubes for each 
library. Dispense 40 μL of amplifi cation 
master mix into each tube; add 10 μL of 
library to each tube for a total of 50 μL per 
reaction.   

  3.    Place sealed reactions in a thermal cycler. 
Amplify the captured DNA using the 
thermal cycling protocol in Table  15.14 .

      4.    When amplifi cations are complete, pro-
ceed with Step 13 or store at 4 °C for up 
to 72 h.      

   Step 13: Purify Amplifi ed 
Post- capture Libraries 
     1.    Pool the 4 × 50 μL PCR reactions into a 

single clean 1.5 mL microcentrifuge 
tube.   

   2.    Gently shake the AMPure XP bottle to 
resuspend any beads that may have set-
tled. The beads must be at room temper-
ature before use.   

   3.    Transfer 360 μL of beads to each tube 
containing pooled reactions.   

   4.    Mix well, and incubate for 5 min at room 
temperature.   

   5.    Place the tubes onto a Dyna-Mag 2 rack 
for 5 min to separate the beads from 
solution.   

   6.    Visually confi rm that the beads have 
moved to the side of the tube and the 
solution is clear.   

   7.    Aspirate 560 μL of clear solution from 
each tube, and discard.   

   8.    Dispense 300 μL of 70 % ethanol to each 
tube and incubate for 30 s at room tem-
perature. Aspirate the ethanol, and dis-
card. Repeat for a total of two washes. 
Dry the beads for 5 min. Under- or over-
drying of the beads will reduce yield.   

   9.    Take the tubes off the magnet, add 20 μL 
of water to each tube, and mix.   

   10.    Place the tubes on the Dyna-Mag 2 rack 
for 2 min to separate the beads.   

   11.    Transfer 20 μL eluent to a new tube.   
   12.    Add 2 μL of 1 % Tween (fi nal 0.1 %). The 

samples are now ready for Q/C.      

   Step 14: Quality Control Analysis 
of Captured Libraries 
    1.    Assess the fragment size distribution and 

concentration by running a sample of each 
library on Bioanalyzer 2100 (DNA 1000 
Chip) as performed in Step 8.   

  2.    Record the average fragment size for each 
library. The proper size will be important 
for accurately calculating the library con-
centrations in Step 15.      

   Step 15: Library Quantifi cation 
by Real-Time Quantitative PCR 
    1.    Quantify each library using the KAPA 

Biosystems Library Quantifi cation Kit 
according to the manufacturer’s specifi ca-
tion. Run 1:50,000 and 1:100,000 dilu-
tions for each library in triplicate.   

  2.    Make sure to take into account the differ-
ence in size between the library fragment 

   Table 15–13     Post-capture Amplifi cation 
Mix   

 Reagent 

 Per 
reaction 
(×4) (μL) 

 For 8 
reactions (×4) 
(μL) 

 PCR-grade water  50  420 

 TS-PCR-1 (20 μM)  5.0  42 

 TS-PCR-1 (20 μM)  5.0  42 

 KAPA Library 
Amplifi cation 
Mix 

 100  840 

 Total  160  1,344 (160 μL/
rxn) 

   Rxn  reaction  

   Table 15-14     Post-capture Library 
Amplifi cation Thermal 
Cycling Potocol   

 Step  Temperature/duration  Cycles 

 Activation/
denaturation 

 98 °C, 30 s  1 

 Amplifi cation  98 °C, 10 s  6 
 60 °C, 30 s 
 72 °C, 30 s 

 Final extension  72 °C, 5 min  1 

 Hold  16 °C 
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size and the standards included in the kit. 
Use the average fragment size determined 
in Step 14. This will have an impact on the 
fi nal molar concentration.   

  3.    Samples should be adjusted to a fi nal con-
centration of 10 nM and pooled (if desired).   

  4.     Equimolar library pooling . Precise pooling 
of libraries can be challenging. The repro-
ducibility of the qPCR-based assay 
described in Step 15 is very high but is 
very dependent on the pipetting skills of 
the operator. Make sure to run qPCR reac-
tions in triplicate. One should expect to 
see variances between libraries (as mea-
sured by sequence read output) of less 
than 0.5×.      

   Step 16: Illumina Sequencing 
    1.    Sequence libraries according to the manu-

facturer’s instructions.   
  2.     Minimal read depth for accurate variant 

calling . As a general rule of thumb, a mini-
mum of 20–30× coverage over each target 
base will ensure that both alleles are 
detected, if the individual is heterozygous 
at a given nucleotide. Clinical laboratories 
will typically set the coverage threshold at 
100× or greater for targeted gene panels, 
as it is not diffi cult (or expensive) to obtain 
coverages at or above this level.   

  3.     Sequence run evaluation . Accuracy of 
NGS has improved greatly over the past 
several years. For 2 × 100 bp sequencing 
run on a HiSeq instrument, greater than 
85 % of bases should yield Q30 or greater. 
For clinical work, it may be advisable to 
sacrifi ce read length in favor of accuracy. 
Some laboratories still perform 2 × 50 bp 
or 2 × 75 bp—as the fi rst portion of the 
read is the most accurate on a per nucleo-
tide basis.   

  4.     Library complexity . If your library does not 
possess adequate complexity, your results 
may not reveal the full complement of 
expected variants, as the template has 
undergone a bottleneck during the proce-
dure. As you become more familiar with 
the process, you can add various Q/C cut-
offs or metrics to reduce the likelihood of 
low-complexity data. Low complexity will 
also lower the sensitivity of the assay.       

   Data Analysis 

 A wide variety of software tools are available 
for analysis of next-generation sequence data. 
Many laboratories use the software pipeline 
provided by Illumina or other commonly 
used tools, such as the Burrows–Wheeler 
Aligner [ 12 ] and Genome Analysis Tool Kit 
(GATK) [ 13 ,  14 ]. Each laboratory will need 
to evaluate analytical tools and determine 
how to set software parameters needed for 
their specifi c application(s). Most software 
tools are optimized for the detection of germ-
line variants. If users need to identify somatic 
mutations found in tumors, they will need to 
optimize the specifi c parameters of each 
application to ensure robust detection. 
Specifi c software applications have become 
available, such as Mutect [ 15 ], SomaticSniper 
[ 16 ], or SNVmix [ 17 ,  18 ], just for this pur-
pose. One would need to test their analysis 
pipeline empirically with a rigorous valida-
tion protocol, before applying their use to 
clinical diagnostic work. 

 In some cases, it may be useful to verify 
alignments and variant detection visually. The 
Integrative Genomics Viewer [ 19 ] can be 
used to examine a wide array of sequence 
data, including read alignments, variants, and 
coverage data.  

   Conclusions 

 NGS gene panels provide comprehensive, 
rapid, and cost-effective technology for clini-
cal genetic testing. Single-gene testing only 
identifi es the causative variant in 10–20 % of 
clinically diagnosed complex genetic dis-
eases. By combining all of the known genes 
for a given phenotype, testing can be per-
formed in a more effective manner, thereby 
reducing the time required to make a molec-
ular diagnosis. Currently, the optimal plat-
form for development and implementation 
of NGS gene panels is an in-solution, 
hybridization- based enrichment system as 
described in the example provided in this 
chapter. These assays are automatable, repro-
ducible, and highly sensitive for the detec-
tion of single- nucleotide variants, small 
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insertions/deletions, and copy number vari-
ants. NGS gene panels will likely continue to 
be the preferred testing modality for many 
applications in the foreseeable future, even 
as the costs of whole- exome and whole-
genome sequencing fall.     
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         Introduction 

 The paradigm shift from genetics to genomics 
was put in motion by a revolutionary study 
that described sequencing of the entire 
genome of  Mycoplasma genitalium  in a single 
run on a Roche 454 instrument [ 58 ]. The 
study revealed a highly parallel sequencing-
by- synthesis method capable of sequencing 
25 million bases, at 99 % or more accuracy, in 
a single 4 h run. Subsequently, several high- 
throughput fl ow cell-based sequencing meth-
ods became commercially available from 
Illumina (San Diego, California), Roche (454 
Life Sciences Corporation, Branford, 
Connecticut), and Life Technologies 

(Carlsbad, California). These developments 
marked the beginning of a new era based 
on next-generation sequencing (NGS). 
Simultaneously, several sequence capture or 
target enrichment methods were evolving to 
improve the throughput and specifi city of 
sequencing technology [ 1 ,  6 ,  30 ,  37 ,  55 ,  74 ]. 
With the rapid development of these 
advanced sequencing technologies, per-base 
sequencing costs are declining drastically, to a 
level at which almost complete resequencing 
of the human genome is becoming affordable, 
even in clinical settings [ 3 ,  57 ,  64 ,  87 ]. 
Nevertheless, the infrastructure require-
ments, analysis burden, and turnaround time 
requirements involved in clinically interpret-
ing entire patient genomes for mutation 
detection bear signifi cant issues. Whole- 
exome sequencing (WES), in contrast, which 
interrogates the roughly 1 % of the human 
genome that represents the entire coding 
region and harbors 85 % or more of causative 
mutations, is quite feasible and much more 
affordable in a clinical setting. 

 The successful implementation of NGS 
technology in clinical laboratories for diag-
nostic purposes began with gene panels 
designed to specifi cally target and sequence 
multiple genes related to a particular disor-
der. Soon several disease specifi c or pheno-
type specifi c gene panels became clinically 
available [ 31 ,  40 ,  48 ,  51 ,  70 ,  98 ,  99 ,  101 ]. 
These included highly heterogeneous disor-
ders, such as congenital disorders of glycosyl-
ation (CDG), congenital muscular dystrophies 
(CMD), limb girdle muscular dystrophies, 
dilated cardiomyopathy, and mitochondrial 
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disorders, each with several subtypes of over-
lapping phenotypes and associated with a 
large number of causative genes [ 2 ,  98 ]. 
Traditional molecular diagnostic approaches 
for such diseases followed a sequential, Sanger 
sequencing-based gene-by-gene analysis of 
known disease-associated genes. However, 
with the advent of NGS technologies and the 
decline in per-base sequencing cost, the NGS 
panel approach has become a signifi cantly 
cheaper and quicker option, available as a 
single test. Subsequently, with the availability 
of better sequence chemistries and easier 
workfl ows, NGS technology moved into other 
clinical arenas, including cancer diagnosis 
[ 66 ], human leukocyte antigen locus charac-
terization [ 39 ,  81 ], and pathogen genome 
sequencing for the purpose of evaluating resis-
tance [ 85 ]. Rapid identifi cation of novel dis-
ease genes and the revealing locus and allelic 
heterogeneity of inherited genetic disorders, 
both Mendelian and complex, has established 
WES as a comprehensive clinical test. 

 In this chapter, we discuss the various roles 
of WES in clinical medicine and provide an 
overview of how WES has transformed the 
diagnostic outlook on genetic disorders. We 
highlight the major successes and challenges 
of implementing WES assays in clinical genet-
ics, concluding with a note on the future of 
whole-exome assays.  

    Whole-Exome Sequencing: 
Methodology  

    Exome Capture and Next- 
Generation Sequencing 
 WES refers to sequencing of the entire 
protein- coding region of the human genome. 
This is achieved by parallel sequencing of all 
targeted regions (exons) using NGS technol-
ogies. Irrespective of the manufacturer and 
sequencing platform, the basic methodology 
or principles involved in WES are similar 
(Fig.  16.1 ). First, genomic DNA is fragmented 
either by optimized sonication or by restric-
tion digestion to generate uniform libraries of 
DNA strands. This fragmented DNA is then 
enriched for protein-coding regions of the 
genome (exons), using unique adapter liga-
tion chemistry that is proprietary to each 

individual commercial manufacturer [ 18 ]. 
Adapter-ligated DNA fragments are captured 
and amplifi ed either on a solid surface (bridge 
amplifi cation on a glass slide) or in solution 
(emulsion PCR on micro-beads). Finally, dif-
ferent massively parallel sequencing technol-
ogies are used to sequence all target DNA 
regions and produce what are called sequence 
reads, of different lengths, depending on the 
technology used. Sequence reads are compu-
tationally aligned to a reference exome and 
analyzed for sequence variations. The experi-
mental design allows for each nucleotide to 
be represented in a large number of reads, 
which is referred to as “read depth” or “cover-
age.” Variant annotation using analytical pipe-
lines helps fi lter false positives and 
non-contributive calls to identify causal 
mutations. WES therefore serves as a com-
prehensive method for rapid identifi cation of 
exonic mutations, such as missense, nonsense, 
splice site, and small deletion and insertion 
mutations (indels); however, detection of 
copy number variations (CNVs) and struc-
tural variations (SVs) is still an issue.

       Sequence Analysis and Variant 
Detection 
 Massively parallel sequencing of the entire 
exome generates terabytes of information. 
Sorting through and making sense of such 
massive volumes of data to identify causative 
genes and mutations requires multistep bioin-
formatics analysis. Upon initial generation of 
sequence base call fi les, they are converted 
into the more commonly used FASTQ fi le 
format for storage and later analysis [ 18 ]. 
Several open-source and in-house-developed 
software programs can be used to align 
sequence reads to a best-match location of a 
reference sequence and stored in what is 
called the BAM (binary alignment) fi le format 
[ 49 ]. These aligned reads are then processed 
to call out sequence variants depending on the 
presence and zygosity of variants. Information 
from this analysis, which includes inferred 
single nucleotide polymorphisms (SNPs) and 
insertions and deletions (indels) along with 
base coverage, quality, and score, is stored in a 
different fi le format termed variant call for-
mat (VCF) [ 22 ,  50 ]. Finally, each single call in 
the entire set of variants is annotated with a 
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variety of customizable information, includ-
ing gene name, genomic and cDNA coordi-
nates, amino acid change, and functional 
classifi cation, to help with the interpretation 
of causative variants [ 104 ].  

    Variant Analysis and Molecular 
Diagnosis 
 Analysis of the variants and identifi cation of 
the disease causative gene and mutations in 
WES are daunting tasks compared to the tra-
ditional single-gene sequencing approach. 
Several predictive algorithms are being devel-
oped and made commercially available, but 
their reliability and interpretative ability is 

not well established. Most of the clinical labo-
ratories that offer WES assays currently 
include  various parameters, such as the func-
tional effect of the observed variant, relevance 
of the gene to the clinical presentation, and 
mode of inheritance, to fi lter variant calls 
through in-house-validated pipelines and 
algorithms (Fig.  16.2 ). Finally, short-listed 
candidate variants are confi rmed by the gold 
standard Sanger sequencing. Confi rmed vari-
ants may fall into different categories based 
on previous association and functional effects 
of the variant (Table  16.1 ). In the event a new 
disease gene is identifi ed, disease association 
requires further evidence. In silico analysis by 
prediction algorithms based on evolutionary 
conservation of the amino acid or nucleotide 

  Figure 16-1    Basic methodology of exome capture or target enrichment for whole-exome sequencing. The vari-
ous steps involved are indicated by numbers. In step 1, genomic DNA is randomly fragmented into more or less 
uniform shorter segments, either by ultrasonication or restriction digestion with enzymes. In step 2, adapters with 
sequencing motifs and indices are ligated to the fragments. In step 3, biotinylated probes that are specifi c for 
target regions (exons) are added and allowed to hybridize. Step 4 involves addition of streptavidin beads to 
selectively capture all target regions by binding biotin. While the streptavidin beads (with bound target regions) 
are held by a magnet, unbound nonspecifi c DNA fragments are separated and washed away. Finally, in step 5, 
target regions are eluted by denaturation from the biotinylated probes. Although alternative methods for adapter 
ligation may be available, the basic concept for target (exon) capture is similar       
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may increase confi dence in an association, but 
is not defi nitive [ 18 ]. Segregation of muta-
tions in the gene with presence of disease 
among family members may also provide 
additional evidence, but does not necessarily 
or fully associate the gene with disease. 
Functional studies are best, when available, 
because they may not only establish disease 
association but also provide insight into dis-
ease pathogenesis and treatment options. 
Alternatively, identifi cation of mutations in 
the novel gene in unrelated individuals with 
similar phenotypes by rapid targeted single-
gene testing may establish disease association, 
as well. While diagnostic laboratories focus 

on fi nding a pathogenic change in a known 
disease- associated gene, research testing of 
exomes is driven by the additional goal of 
new gene discovery and may include exten-
sive functional analysis to establish disease 
association with the gene.

         Exome Sequencing: 
A Transformative 
Technology 

 NGS approaches, and especially WES, have 
created hope for patients who may have 
already undergone a diagnostic odyssey of 
invasive approaches and clinical tests, and yet 
remain in the dark as to the underlying 
genetic cause of their condition. The poten-
tial of WES to provide molecular diagnoses 
by screening nearly all human exons for 
mutations was recognized early on, and 
attempts to explore its diagnostic potential 
were soon underway, heralding a new era in 
clinical and medical genetics. 

    WES as a Diagnostic 
Assay - Proven Potential 
 WES has facilitated characterization of sev-
eral recessive as well as dominant diseases, 
revealing associations with new disease genes. 
Recessive traits, which are more commonly 
highlighted in consanguineous families, are 
comparatively easier to diagnose and impli-
cate through WES because affected individu-
als within the family carry causative mutations 
in segments that are homozygous by descent. 
For example, in the case of fi rst cousin mat-
ing, these regions account for approximately 
10 % of the entire exome, thereby restricting 
the search to this small region. For dominant 
traits, however, the process is less straightfor-
ward. Molecular characterization of domi-
nant traits is complicated by several factors, 
including reduced penetrance for certain 
genes, locus heterogeneity, and alleles that 
affect reproductive fi tness. In such scenarios, 
the fi nding of independent  de novo  variants in 
the same gene among multiple unrelated 
affected individuals provides considerable 
evidence for disease association irrespective 

  Figure 16-2    Basic pipeline for variant fi ltration in 
whole-exome sequencing analysis. Various parameters 
are included in WES algorithms to fi lter and remove 
nonpathogenic and false-positive variants from whole-
exome variant data to create a manageable dataset 
(150–250 variants) that includes the candidate caus-
ative mutations. As indicated in the data fi ltration fun-
nel, variants that do not meet QC metrics, such as 
those with poor coverage (<20×), are considered less 
likely to be real, treated as false positives, and there-
fore fi ltered. Variants with a minor allele frequency of 
>0.01 are polymorphisms by defi nition and less likely 
to be pathogenic. Silent changes and intronic variants 
beyond the consensus splice donor/acceptor 
sequences are less likely to be pathogenic and are 
often fi ltered in initial rounds of analysis. Familial vari-
ants may also be carefully fi ltered based on zygosity 
and segregation pattern. Though the basic parameters 
followed are common to all commercial and labora-
tory-developed algorithms, the thresholds and ranges 
for acceptability may vary. EVS = Exome Variant Server 
(NHLBI Exome Sequencing Project)       
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of allelic heterogeneity. The fi rst successful 
demonstration of the potency of WES for rare 
variant identifi cation and disease diagnosis 
came from an unexpected diagnosis of a 
patient referred for possible Bartter syndrome 
[ 16 ]. Due to an inconclusive clinical presen-
tation, WES was performed for this individ-
ual, and informed variant analysis led to the 
identifi cation of a homozygous mutation in 
the  SLC26A3  gene. This study provided the 
fi rst proof of concept of the application of 
WES for genetic disease diagnosis. Even 
though the gene was previously known to be 
disease causing (congenital chloride-losing 
diarrhea, CLD), the clinical overlap of the 
patient’s phenotype with that of Bartter syn-
drome [ 36 ] obviated suspicion of the gene. 
Substantial family information, including that 
of consanguinity, inheritance mode of the dis-
ease, and regions of excessive homozygosity 
due to identity by descent, helped with the 
molecular characterization. Moreover, reeval-
uation of additional study subjects with a pre-
sumptive diagnosis of Bartter syndrome 
identifi ed mutations in  SLC26A3 . These fi nd-
ings not only established the diagnostic abil-
ity of WES but also expanded the phenotypic 
variability of  SLC26A3 -associated CLD.  

    Whole-Exome Sequencing 
Facilitates Gene Discovery 
 Traditional gene mapping tools, such as homo-
zygosity mapping, linkage analysis, karyotyp-
ing, and copy number variation (CNV) 

analysis, have led to the identifi cation of new 
disease genes [ 41 ,  44 ,  45 ,  102 ];  however, these 
methods require analysis of a cohort of mul-
tiple unrelated affected individuals to narrow 
down genomic regions of interest, before 
fi nally zeroing in on the candidate gene. In 
contrast, WES of a single family or a parent–
proband trio can result in rapid gene identifi -
cation. This was fi rst reported approximately 
5 years after the launch of the technology in 
2005 [ 72 ]. Using WES, two potentially patho-
genic variants were identifi ed in a novel candi-
date gene,  DHODH , thus implicating the 
gene in the autosomal recessive Miller syn-
drome. This condition is characterized by 
severe micrognathia, cleft lip or palate, limb 
defects, coloboma, and supernumerary nip-
ples [ 65 ]. Even though the disease had been 
described several decades ago, not much about 
the causal gene or mode of inheritance was 
known until this study. Despite little under-
standing of how  DHODH  mutations cause 
Miller syndrome, the subsequent identifi ca-
tion of mutations in additional patients by tar-
geted gene sequencing confi rmed disease 
association without functional analysis. 
Shortly thereafter, another novel disease gene 
association was reported by the same group, 
which identifi ed  MLL2  ( KMT2D ) to be the 
causative gene for Kabuki syndrome [ 71 ]. 
These fi ndings strongly suggested that exome 
sequencing of a small number of affected indi-
viduals from unrelated kindred, or of multiple 
individuals from a single affected family, could 
be a  powerful and effi cient strategy for the 
identifi cation of rare disease genes.  

   Table 16-1     Predictive Value and Signifi cance of Confi rmed Whole-Exome Sequencing 
Variants   

 Variant category 
 Clinical diagnostic 
value  Functional value  Further action 

 Previously reported 
mutation 

 Establish diagnosis 
and disease subtype 

 Understand clinical 
spectrum 

 – 

 Novel mutation in known 
disease-associated gene 

 Establish familial 
mutation 

 Expand allelic and 
phenotypic 
heterogeneity 

 – 

 Mutation in known 
disease-unrelated gene 

 Establish disease 
diagnosis 

 Expand locus 
heterogeneity of 
disease 

 Functional studies, 
characterize disease subtype 

 Potential pathogenic 
variant/mutation in 
previously unknown gene 

 Not predictable 
or actionable 

 Hypothesize 
new disease/gene 

 Characterize disease type, 
functional studies 
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    From Medical Genetics 
to Medical Genomics: A Shift 
in Paradigm 
 Beginning in early 2008, the NIH’s Undiagnosed 
Diseases Program (UDP) began offering clini-
cal WES as a pilot program, with initial funds 
totaling $280,000 [ 60 ]. UDP’s explicit objec-
tives were to provide molecular diagnosis to 
patients who remained undiagnosed despite 
thorough workup and to discover novel disease 
genes and disorders to gain insight into the 
pathogenesis of the clinical manifestations. 
After receiving several thousand applications 
from prospective participants, 160 individuals 
were enrolled, and the huge task of decipher-
ing the underlying genetic causes began. 
Included was a healthy Colombian couple 
with two sons affected with an uncharacter-
ized neurological illness, presenting with sei-
zures, tremors, and several other complications. 
When one of the sons succumbed to the dis-
ease, the second son of the family was enrolled 
in the above- mentioned multi-institute initia-
tive in hopes of identifying the underlying 
cause. After collaborative efforts for more than 
a year, a defi nitive diagnosis came from WES 
analysis. Furthermore, the molecular diagnosis 
was also established for almost 25 % (39/160) 
of the enrolled individuals overall. Novel dis-
ease genes, including  NT5E , associated with 
arterial calcifi cation disorder [ 90 ], and  HINT3 , 
an aprataxin-related gene causative of a famil-
ial distal myopathy [ 28 ], were identifi ed, as 
well. Most of the diagnoses made, however, 
included known rare (≤1 in 10,000) or ultra- 
rare (<60 cases reported) diseases in individu-
als who had previously undergone multiple 
molecular and/or biochemical genetic tests. 
UDP’s experience suggested that, with com-
prehensive phenotypic information, accurate 
bioinformatics tools, and a methodological 
approach, WES can be an economical single 
test for disease diagnosis.   

    Implementation of Exome 
Sequencing in Clinical 
Medicine 

 Whereas the suitability of WES for clinical 
medicine was initially debated, the emerging 
consensus is that the future of diagnostic 

exome sequencing has already begun [ 54 , 
 63 ]. As new genes and diseases are identifi ed 
through clinical WES, the test is gaining pop-
ularity. Expected reductions in cost and 
improved reimbursement are also likely to 
mean wider implementation of WES in clini-
cal medicine. 

    Mendelian Disorders 
and Exome Sequencing 
 The conventional approach, still widely in 
practice, for molecular diagnosis of single- 
gene Mendelian disorders follows serial inter-
rogation of all exons and exon–intron 
boundaries of known disease-specifi c genes 
via traditional polymerase chain reaction 
(PCR) amplifi cation and the gold standard 
Sanger sequencing. Unlike complex traits and 
disorders such as autism and intellectual dis-
ability, which can involve several causative 
genes and variants, Mendelian disorders are 
generally associated with mutations in a single 
gene. With the utilization of clinical genetics 
and molecular diagnosis, however, locus het-
erogeneity and overlapping disease pheno-
types have shown that, even for Mendelian 
disorders, making a molecular diagnosis is less 
straightforward than previously thought. This 
notion favored the application of multi-gene 
panels in which all common disease-related 
genes are interrogated simultaneously through 
NGS. Consequently, there are now several 
individual disease gene panels available [ 2 ,  40 , 
 98 ]. Even though the panel approach has 
reduced the diagnostic odyssey for patients 
and boosted diagnostic capacity, a substantial 
fraction of patients still remain without a 
molecular diagnosis. This can be attributed, in 
part, to the inability to detect mutations in 
regulatory and intronic regions. Nevertheless, 
most such cases are believed to be due to the 
involvement of previously unknown disease 
genes. One important feature in support of 
this is the occurrence of more than 85 % of 
causative mutations for Mendelian disorders 
in exonic regions of the genome [ 12 ]. This 
percentage, together with the growing poten-
tial of WES as a diagnostic tool, makes it a 
preferred approach for rare Mendelian disor-
ders with genetic and phenotypic heterogene-
ity. Notably, however, causative variants 
detectable by a combination of conven-
tional methodologies, including homozygosity 
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 mapping and candidate gene selection, may 
be missed by WES [ 10 ,  69 ]. Bloch-Zupan 
et al. [ 10 ] report a case of homozygous muta-
tions in the  SMOC2  gene, responsible for 
dental developmental defects, which were ini-
tially missed by WES due to poor coverage 
[ 10 ]. Overall, however, whereas homozygos-
ity mapping or linkage analysis may be pre-
ferred for consanguineous and large pedigrees, 
WES is proving to be the most informative of 
these diagnostic tests [ 13 ,  14 ,  26 ,  59 ]. In some 
cases, WES has provided an accurate molecu-
lar diagnosis in patients previously diagnosed 
with a different disease, further cementing the 
value of this assay in clinically heterogeneous 
Mendelian disorders [ 47 ]. Besides establishing 
a molecular diagnosis in patients and provid-
ing carrier testing opportunities for family 
members, the identifi cation of causative muta-
tions in Mendelian diseases also guides patient 
management and family counseling [ 4 ], and 
opens up opportunities for therapeutic inter-
vention and participation in clinical studies 
[ 75 ]. Finally, the identifi cation of new disease 
genes and causative mutations contributes to 
our understanding of disease phenotype, 
pathogenesis, and gene function [ 77 ].  

    Complex Disorders and Exome 
Sequencing 
 Common complex diseases constitute a 
major part of overall disease burden in the 
general population. Most common diseases 
are complex, with extensive genetic hetero-
geneity resulting in clinically indistinguish-
able phenotypes. This includes conditions 
such as autism, intellectual disability, cardiac 
disease, and diabetes. X-chromosome-linked 
intellectual disability alone has been associ-
ated with more than 100 different genes. 
Similarly, autism spectrum disorders are 
linked to multiple genes, with no single gene 
accounting for more than 1 % of cases [ 9 ]. It 
is obvious that, even more so than for single- 
gene Mendelian disorders, the WES approach 
is advantageous for multifactorial and multi-
genic complex disease characterization. 
Recently, one single WES study investigating 
the genetic etiology of autosomal recessive 
forms of intellectual disability identifi ed 50 
novel candidate genes [ 68 ]. These include 
genes encoding proteins involved in 

 transcription, translation, cell-cycle control, 
and fatty acid and energy metabolism critical 
for normal brain development and function. 
The discovery of such novel disease-associated 
genes not only improves our understanding of 
the underlying cause of disease manifesta-
tions but can also suggest novel targets for 
therapy and management. 

 Unlike most Mendelian disorders, diseases 
with complex genetic etiologies involve cod-
ing variants that present as risk factors rather 
than direct causes of disease. Such risk factors 
found by traditional methods to date include 
an  APOE  genotype that plays a role in late- 
onset alzheimer’s disease, complement factor 
H polymorphism in age-related macular 
degeneration, and an  LRRK2  risk variant in 
Parkinson’s disease [ 19 ,  43 ,  92 ]. The applica-
tion of WES to complex disease diagnosis will 
enable the identifi cation of similar common 
protein-coding risk alleles, as well as rare risk 
alleles. Genome-wide association studies 
(GWAS) have been revolutionary in terms of 
uncovering common variants associated with 
complex disorders, but have not satisfactorily 
explained the heritability of these traits [ 17 , 
 56 ,  62 ,  83 ]. With the advent of WES, the 
focus of complex trait genetics has shifted 
towards low-frequency and rare variants [ 79 , 
 97 ], and the link between variants and com-
plex traits is on its way to becoming clearer 
[ 11 ,  23 ,  27 ,  73 ,  80 ]. The routine use of WES 
in clinical laboratories will most likely iden-
tify more and more rare variants that have a 
strong causative effect on phenotype, unlike 
the common variants that, individually, con-
tribute only minimally [ 24 ,  42 ].  

    Application of WES 
to Neoplastic Diseases 
 Historically, pathologists have relied on histo-
morphology to classify and diagnose neo-
plasms [ 8 ,  21 ]. Recent progress in cancer 
genomics, however, has pointed towards the 
utility of a more granular approach through 
the identifi cation of genetic alterations com-
mon to morphologically diverse tumor types 
and through the discrimination of subgroups 
within what was thought to be a single tumor 
type [ 7 ]. Consequently, WES has been 
applied to tumor diagnostics to obtain a 
 comprehensive picture of copy number 
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 alterations (CNAs) and of pathogenic muta-
tions [ 52 ]. The potential of WES to detect 
somatic CNAs in cancer syndromes has been 
explored, as well [ 52 ,  82 ]. In a study involv-
ing 17 matched tumor and normal tissues 
from patients with metastatic castrate-resis-
tant prostate cancer, targeted WES analysis 
successfully identifi ed various common 
CNAs, such as androgen receptor ( AR ) gain 
and  PTEN  loss [ 52 ]. This study and others 
suggest that somatic CNAs that involve the 
amplifi cation of oncogenes or deletion of 
tumor suppressors and are signifi cant contrib-
utors to cancer etiology can now be moni-
tored more comprehensively using WES than 
array-based technologies [ 15 ]. Unlike germ-
line mutations, somatic mutation and CNA 
detection in cancer are performed by simulta-
neous exome sequencing of normal and 
tumor tissue from the same individual, fol-
lowed by a comparison of copy number ratios 
of exonic regions in the two sample types 
[ 52 ]. This approach of analyzing the relative 
coverage (of tumor versus normal sample) 
distinguishes a true chromosomal deletion 
from a lack of coverage due to technical limi-
tations. WES thus offers the combined effi -
ciency of both array comparative genomic 
hybridization (aCGH), which detects CNAs 
by relative probe frequency [ 78 ], and single 
nucleotide polymorphism (SNP) array, which 
detects loss of heterozygosity (LOH) and 
absence of heterozygosity (AOH) by zygosity 
changes at known SNP loci [ 61 ]. Whereas the 
prohibitive cost and analysis burden of whole- 
genome sequencing (WGS) have limited its 
clinical application thus far, successful detec-
tion of somatic  DNMT3A  mutations in acute 
monocytic leukemia [ 105 ],  PBRM1  muta-
tions in renal carcinoma [ 100 ],  BAP1  muta-
tions in metastasizing uveal melanomas [ 34 ], 
and  AR ,  NCOA2 ,  PTEN ,  RB1 , and  TP53  
CNAs in prostate cancer [ 94 ] by WES are 
confi rming it as a cancer diagnostic and moni-
toring assay option. 

 There are several advantages to using WES 
for cancer genomics. First, it provides an exon-
level resolution of CNAs. Second, the vast 
data available through comprehensive 
sequencing projects such as The Cancer 
Genome Atlas (TCGA) can be leveraged 
because whole-exome data for thousands 
of cancer cases from multiple studies are 
 publicly available [ 95 ]. This makes integrative 

cancer detection strategies possible and drives 
personalized medicine approaches. Genotype- 
directed therapies are transforming cancer 
care, as seen with several drugs and target 
inhibitors in various cancer types, including 
chronic myeloid leukemia, colorectal adeno-
carcinoma, and melanoma [ 25 ,  53 ,  76 ]. The 
role of coexisting or co-occurring passenger 
mutations, separate from the driver mutations 
that actually cause the clonal expansion of 
cancer cells, is also being investigated so the 
two can be distinguished [ 5 ,  33 ]. Comparison 
of WES data across multiple patients is 
expected to contribute to the teasing out of 
the two, which could in turn translate into 
new drug targets. Despite these advantages, 
WES still has some limitations. These are pri-
marily pertaining to coverage of certain exons 
and of genes with complex sequence context, 
as a result of which some mutations and 
CNAs may be missed. Additionally, CNAs 
involving gene-poor regions may not be 
detected due to assay design. Gene fusion 
events or chimeric gene products unique to 
cancer etiology and the more frequent large 
chromosomal aberration events, such as trans-
locations, large deletions, or inversions, are not 
detected by WES. A comprehensive approach 
of various NGS technologies including WES, 
WGS, and  transcriptome analysis is being 
explored, but clinical applicability is still rudi-
mentary [ 67 ,  86 ,  93 ,  94 ].  

    From Diagnosis to Therapy: 
Advances in Clinical Care 
 Despite the proven potential of WES for 
clinical diagnostic purposes, one common 
criticism of the technology is the lack of 
 evidence for its clinical usefulness. 
Pharmacogenomics is one area in which WES 
is expected to play a major role, especially by 
identifying variants that contribute to geno-
type-specifi c responses to drugs. One such 
example is related to the substitution of glu-
tamic acid for valine at position 600 (p.
V600E) in the  BRAF  gene in individuals with 
malignant melanoma [ 20 ]. This specifi c 
mutation acts by conferring a constant fl ux 
through the mitogen-activated protein kinase 
(MAPK) pathway, thereby promoting malig-
nancy. The genotype-specifi c drug vemu-
rafenib (PLX4032), recently approved by 
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the FDA, is used for targeted intervention of 
metastatic melanoma [ 46 ,  106 ]. Eventually, 
however, tumor cells were found to develop 
resistance to the drug over time, but in a 
cohort of 20 melanoma patients treated with 
vemurafenib, WES identifi ed the underlying 
cause for the development of drug resistance: 
a gain in copy number (by 2–13 times) of the 
mutant p.V600E  BRAF  allele [ 88 ]. 

 Several other targeted therapies, such as 
imatinib for chronic myeloid leukemia, 
trastuzumab for breast cancer, irinotecan and 
panitumab for colorectal cancer, and erlotinib 
for lung cancer, may all be monitored for their 
treatment effect and resistance development 
using WES. Implementation of WES in the 
context of personalized medicine is high-
lighted by a recent study reporting a novel 
genetic risk factor linked to the VACTERL 
association [ 89 ]. A heterozygous mutation in 
the  CPSI  gene, identifi ed by WES in monozy-
gotic twins, is suspected of being the risk fac-
tor associated with the severe pulmonary 
artery hypertension observed post-surgery in 
the twin who underwent surgery. Generally, 
homozygous or compound heterozygous 
mutations in  CPSI  are associated with a rare 
urea cycle disorder; however, through WES 
analysis the authors clarifi ed that there were 
no discordant  de novo  mutations between the 
two twins and that the observed complica-
tion must have been due to the combination 
of the observed heterozygous variant and an 
environmental trigger: in this case, surgery.   

    Limitations and Challenges 
of Implementing Exome 
Sequencing Assays 

 Despite being quite comprehensive, WES has 
yet to overcome several technical and ana-
lytic challenges before it can replace the cur-
rent gold standard of Sanger sequencing, or 
even targeted NGS panels. These challenges 
are summarized here. The fi rst and foremost 
technical challenge is the ineffi ciency to cap-
ture and sequence all target exons. Contrary 
to what is suggested by its name, WES cur-
rently misses around 5–8 % of the human 
exome because of low or no coverage [ 16 ]. 
Most of this is explained by sequence  context, 

such as with high or low GC content or the 
presence of highly homologous pseudogenes 
[ 38 ]. Capture of all target exons is, of course, 
essential to avoid false-negative interpreta-
tions due to the presence of potentially caus-
ative mutations in missed exons. Highly 
repetitive sequences, which include inter-
spersed repeats and tandem repeats, consti-
tute more than half of the human genome. 
These highly homologous regions are co- 
enriched and co-sequenced along with the 
target regions [ 96 ]. This challenge may be 
countered by increasing the sequence read 
size, which is still limited with current NGS 
technologies. However, several alternative 
approaches, such as paired end sequencing 
and correlation of average read depth differ-
ences to detect repeat regions, are being 
explored [ 96 ]. A second challenge is storage 
and management of the vast amount of 
sequencing data generated by the technology. 
This demands a large investment in infra-
structure and technology, which is a major 
strain for diagnostic laboratories. A third limi-
tation is the variant detection capability of 
WES. With high coverage and read depth, 
point mutations and small indels in exonic 
regions can be detected with high effi ciency, 
but those in regulatory regions are not. In 
addition, larger multi-exon or multi-gene 
deletions and duplications, which contribute 
to a signifi cant proportion of the mutation 
spectrum for several genes, as well as gene- 
fusion or chimeric events common in cancer, 
are not effi ciently detected. Besides variant 
detection capability, another major challenge 
of the test involves assessment of the clinical 
implications of variants identifi ed. Most of 
the observed variants may not be clinically 
predictable or actionable due to lack of suffi -
cient evidence. However, with the routine 
practice of WES and accumulation of relevant 
information, this concern would gradually be 
reduced. The fi fth challenge to implementing 
WES assays in clinical care is the requirement 
of additional training for physicians to help 
them interpret test results and reports. With 
a more comprehensive set of variants avail-
able for consideration in the patient’s clinical 
context, clinicians who see the patient, if 
trained in this area, would be able to make 
the optimal interpretation as to the causative 
gene. Alternatively or ideally simultaneously, 
extensive phenotypic information may be 
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collected beforehand and made available to 
the pathologists and laboratorians interpret-
ing the data. Finally, a considerable challenge 
facing the clinics and laboratories that offer 
these tests is the constantly changing technol-
ogy. Recently, members of the Standardization 
of Clinical Testing workgroup (Nex-StoCT) 
have laid out guidelines for the validation and 
implementation of NGS-based tests [ 29 ]. 
With NGS technology changing all the time, 
however, these aspects also change and can 
become a hurdle to implementation. 

 Despite the challenges and limitations, 
WES and WGS have stirred tremendous 
interest, with the future of clinical care prom-
ising expedited diagnosis and more personal-
ized medicine. Moreover, implementation of 
WES in medical practice will potentially aid 
the advancement of our understanding of 
human biology and pathogenesis.  

    A Look to the Future of 
Whole-Exome Assays 

 Current commercially available NGS tech-
nologies have already revolutionized the 
diagnostic capacity of modern clinical genet-
ics. Nevertheless, advanced so-called “third- 
generation” sequencing technologies, such as 
Helicos Heliscope (Helicos Biosciences 
Corporation, Cambridge, MA), PacBio 
SMRT (Pacifi c Biosciences, California), and 
Nanopore sequencers (Oxford Nanopore 
Technologies, Oxford, UK), are being actively 
developed to further improve genomic 
sequencing applications [ 32 ]. These third- 
generation sequencing platforms differ from 
the current technologies in that the initial 
target capture and enrichment step, which 
involves DNA amplifi cation, is no longer 
required. The input patient DNA is 
sequenced and analyzed at the single-mole-
cule level with the help of engineered pro-
tein polymerases [ 32 ]. This will not only cut 
cost and turnaround time but also have the 
added advantage of avoiding any in vitro 
amplifi cation bias. Upon thorough validation 
and optimization of their diagnostic ability, 
these future technologies promise to move 
today’s medical practice to the anticipated 
next level of care. 

 Currently, even more so than the sequenc-
ing technology and needed coverage improve-
ments, the progress in data analysis tools and 
candidate variant fi ltration is of major con-
cern. WES alone, which interrogates about 
1 % of the human genome, returns a list of 
about 20,000 variant calls [ 91 ]. Family infor-
mation, such as the mode of inheritance 
within a family, linkage analysis or variant 
data, i.e., the WES profi le of unaffected fam-
ily members, helps eliminate familial normal 
variations and track down disease-causing 
mutations [ 60 ], but performing additional 
tests including WES on multiple family mem-
bers increases diagnostic costs and is not ideal 
for a variety of reasons. As more and more 
exomes are analyzed and sequence variants 
reported in publicly available databases, how-
ever, variant analysis and disease diagnosis by 
WES will certainly become easier and faster. 

 Meanwhile, with the implementation of 
WES and NGS technologies in clinical 
pathology becoming more common, the need 
for trained pathologists capable of interpret-
ing the data and assessing the potential impact 
on an individual’s health is growing. The 
training of future pathologists is now under 
discussion, and teaching curricula in genom-
ics and personalized medicine are being 
actively developed for residents [ 35 ,  84 ]. 
A national committee of Pathology Program 
Directors and other experts has also recently 
formed to develop model curricula and pro-
mote their widespread implementation [ 35 , 
 103 ]. The implementation of WES and WGS 
in clinical practice has, therefore, added a new 
dimension to the already multifaceted roles 
of pathologists.  

    Conclusions 

 With more than 85 % of causative mutations 
harbored in as little as 1 % of the entire human 
genome, the use of WES as the most effi cient 
strategy for disease diagnosis seems well justi-
fi ed. Even though WGS has the potential to 
identify CNVs and point mutations in exons, 
as well as in regulatory regions of the introns, 
the cost, time, and the analysis burden cur-
rently involved has meant WGS is on hold for 
clinical implementation, at least for now. 
Substantial proof-of-principle studies and 
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evidence of diagnostic capability, affordabil-
ity, and feasibility in the clinical setting have 
supported the use of WES. Currently, it is 
offered for clinical diagnosis by multiple 
major clinical laboratories across the USA, 
and as the technology improves and becomes 
less expensive, more laboratories are begin-
ning to develop the test. 

 Clinicians who contemplate ordering a 
WES assay should fi rst consider other available 
tests, such as relatively comprehensive gene 
panels. Gene panels, which interrogate only a 
limited number of genes, each more or less 
associated with the patient’s clinical presenta-
tion, more completely retain the integrity of 
the individual’s genetic information. 
Appropriate ethical guidelines and data- 
masking features during data analysis will 
likely overcome this difference eventually and 
make WES widely acceptable for rare diseases, 
cancer, and prenatal and infectious disease 
diagnosis. Finally, reductions in cost, more 
robust technologies, and improved data stor-
age processes will soon make clinical WGS 
feasible, as well. The future of medical care can 
be envisioned as an integrated approach, with 
pathologists, geneticists, and other physicians 
all contributing to make informed decisions 
about patient management and treatment.     
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Introduction

The rapid adoption and use of genetic 
sequencing in clinical laboratories has been 
largely driven by the evolution of faster, bet-
ter, and cheaper sequencing methods. The 
inflection point for clinical application was 
likely the introduction of automated capillary 
sequencing methods in the 1990s. With the 
introduction of next-generation sequencing 
(NGS) into the clinical space and the some 
early significant successes, the growth of 
genetic sequencing in the clinical laboratory 

is likely to accelerate even more. Today, 
genetic testing is available for more than 
2,000 genes by clinical laboratories around 
the world (http://www.genetests.org) [1], 
and this number increases annually. The rapid 
increase in availability of genetic sequence 
information has also enabled clinical discov-
ery, which then forms the basis of new clini-
cal tests. As our knowledge of disease biology 
and genetics increases, the reach and utility of 
clinical genetic testing will only continue to 
expand and improve. The implementation of 
NGS will undoubtedly further accelerate 
both discovery and testing. In this chapter, we 
focus on the implementation of whole- 
genome sequencing (WGS) as a clinical labo-
ratory test. This chapter is organized according 
to the workflow, and sections are arranged in 
terms of pre-analytic, analytic, and post- 
analytic considerations (Fig. 17.1).

Whereas WGS may appear to be a single 
test, it has many possible indications for use, 
and each requires different handling through-
out the process. Therefore, we discuss the pos-
sible clinical indications for testing and the 
pre-analytical, analytical, and post- analytical 
requirements for each of these applications. 
These issues are addressed with regard to cur-
rent professional and regulatory best practices, 
guidelines, and resources [2, 3]. However, this 
field is evolving rapidly, and whereas the prin-
ciples in this chapter are likely to remain con-
sistent, many details such as specific resources 
or databases that are discussed are likely to 
change; therefore, it is strongly recommended 
that additional resources be consulted when 
implementing WGS in a clinical laboratory. It 
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Figure 17-1 Process and workflow for genome sequencing. This figure depicts the major steps in the processing 
of a genome through next-generation sequencing. The pre-analytic section illustrates the important steps in 
establishing the test and good communication between the ordering physician and the laboratory. The analytic 
section shows the processing of the physical sample in the laboratory and the calling of the data using bioinfor-
matics processes. The post-analytic section depicts the steps involved in aggregating information about the 
results, interpreting those results, and generating a report that can be returned to the ordering physician. The 
sections in this chapter provide detailed descriptions of these steps
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is an exciting time to be involved in clinical 
genetic testing, as there is an opportunity to 
help drive important advances in medical 
care. However, WGS is also a nascent test type 
and as such the uses, potential, challenges, and 
concerns have not been entirely characterized 
yet. Good communication between labora-
tory and physician, careful analytical and bio-
informatics processes, and thoughtful policy 
 development are necessary to offer WGS as a 
clinical test.

Pre-analytical 
considerations: Test 
definition, Physician 
Support, and Process 
development

The pre-analytical phase encompasses all 
steps taken prior to the actual testing of the 
sample. The introduction of any new test in a 
clinical laboratory requires several consider-
ations prior to the physical launch of this 
clinical test. Several guidelines have been 
published to aid clinical laboratorians with 
the evaluation of when, how, and why to 
implement a new test ([4]; CLSI publica-
tions (multiple); CAP checklists). These 
guidelines include discussions of assessing 
clinical and regulatory concerns as well as 
financial and workflow considerations. 
Additional guidelines and recommendations 
specific to the implementation and offering 
of genomic sequencing testing have also 
recently been published [5–8]. The princi-
ples established in previous guidelines and 
best practice recommendations are very 
much still applicable and certainly should be 
included in the planning process. However, 
when the test involves a relatively new meth-
odology that can be applied in a number of 
different ways, these multiple considerations 
must be refined and developed by the indi-
vidual laboratories offering the testing. 
Newer guidelines, such as the ACMG 
(American College of Medical Genetics and 
Genomics) clinical laboratory standards for 
NGS [9], are particularly useful for consider-
ing the additional complexities that this new 
technology may introduce.

In the case of WGS, as it is commonly 
referred to, it is important to begin the initial 
assessment with a test definition and intended 
use statement to clarify the capabilities and 
expectations. First, it must be clear that WGS, 
and in particular clinical WGS, is not repre-
sentative of every base position of the entire 
genome, nor can it detect all the types of 
sequence variants that might be present in a 
whole genome. For example, all sequencing 
methodologies tend to be error prone in 
regions with large nucleotide repeat expan-
sions, such as the CGG repeat expansion 
associated with Fragile X disease; WGS using 
NGS is no exception to the rule. Additionally, 
while WGS is potentially able to detect many 
types of variants, including single nucleotide 
variants, copy number variants, insertions, 
deletions, and translocation events, it is not 
able to detect all of these different types of 
variants with the same levels of sensitivity 
and specificity. In particular, for clinical WGS, 
thresholds or statistical algorithms can be 
used to determine whether each variant call 
meets strict quality metrics that are used to 
ensure that when calls are made in a clinical 
context, they meet a minimum threshold of 
accuracy. This will be discussed further in the 
analytical portion of this chapter, but is called 
out here to emphasize that clinical WGS 
requires additional rigor that might, in some 
cases, reduce the WGS representation. Some 
enthusiastic doctors may consider ordering 
this test for a patient, without realizing that 
WGS might require supplementary testing in 
order to prove useful, and, in some cases, may 
not be the most appropriate test. Therefore, 
the first consideration when deciding to offer 
clinical WGS in one’s laboratory should be to 
consider what the test can and cannot be used 
for, and the degree to which the clinical labo-
ratory is able to support the wide range of 
potential clinical questions for which WGS 
might be employed.

In defining the intended use statement for 
a WGS test, important components to con-
sider include the following considerations:
1. Is WGS to be used as a preliminary screen, 

confirmatory test, test in aid of diagnosis, 
or as a test to make prognostic or manage-
ment decisions after a diagnosis has been 
made?

2. Is it intended to address conditions caused 
by inherited or somatic genetic variants?
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3. What types of variants are clinically rele-
vant for the population being assessed, and 
how well does the technology detect these 
different types of variants?
 (a) Will multiple analyses or methods be 

combined?
4. What are the technical requirements for 

the condition(s) being assessed?
5. Who are the ordering physicians and what 

level of support will they need?
 (a) Are genetic counselors available to 

support questions from physicians?
 (b) What marketing materials, clear 

instructions, and definitions of terms 
will be needed? Will supplementary 
educational materials be needed?

6. Consent and information return policies 
for the laboratory
 (a) Who owns or has access to results, and 

for how long?
 (b) Do results constitute only the clinical 

report, or could the data be reanalyzed 
to address different questions at other 
dates?

When the clinical laboratory answers these 
questions, it rapidly becomes clear that the 
same whole-genome sequence could serve to 
support multiple different test definitions, 
and might require different support staff and 
educational materials, as well as multiple pro-
cessing and reporting policies. A thorough 
evaluation of the laboratory, the population it 
serves, and the abilities and needs of both par-
ties will be critical to defining how WGS is 
offered. It may be beneficial for a laboratory 
to perform a thorough analysis of the com-
munity it serves and to identify the most 
important needs of that population before 
defining and offering a test.

Today, the most common use of WGS is in 
the assessment of rare disease of suspected 
genetic etiology where symptoms may be 
overlapping or nonspecific and first tier test-
ing has been inconclusive [10–12] or where 
WGS presents the fastest possible aid for dif-
ferential diagnostic evaluation [13]. Inherent 
in this approach is the expectation that the 
disease is caused by variants in a single gene 
(sometimes called monogenic or Mendelian 
conditions). The primary intention of clinical 
testing is not gene discovery; however, as with 
microarray testing, variants may be identified 
in genes for which the gene function is not 
yet established, but only suspected or per-

haps completely undefined. In such cases, if 
those variants are thought to be likely caus-
ative, additional testing may be required to 
establish clinical validity and ideally clinical 
laboratories should have plans for how to 
make such recommendations to physicians 
who have ordered the test.

analytical considerations: 
analytical and bioinformatics 
Validations and Quality 
control

The analytic phase of the testing begins after 
the pre-analytic phase and involves all of the 
processes that enable the actual testing of the 
sample to produce the analytical result. For 
NGS, this includes DNA extraction, DNA 
shearing and size selection, adapter ligation, 
library preparation, cluster generation, 
sequencing, alignment, variant calling, and all 
of the quality metrics associated with every 
stage of these processes. The process of DNA 
extraction depends on the type of sample 
being received, which may differ between 
different types of WGS tests. Diagnostic 
 testing for Mendelian conditions is typically 
performed using DNA extracted from 
peripheral blood, whereas other types of test-
ing may accept other types of samples, for 
example saliva. Preparation of the sample 
would therefore include the extraction of 
DNA from the specific sample type being 
tested. As part of this process, the evaluation 
of the quality and quantity of the DNA must 
occur prior to testing and meet all established 
quality parameters.

The subsequent process of DNA shearing 
and size selection, adapter ligation, library 
preparation, cluster generation, and sequencing 
are generally the same for all WGS testing, 
with potential differences being associated 
with factors such as read length and targeted 
depth of coverage. Before offering a test clini-
cally, the clinical laboratory must validate the 
test for the specific performance metrics that 
were established in the test definition. For 
example, if one intends to detect substitutions, 
that must be validated, but a validation per-
formed on substitutions does not assess the 
ability to accurately identify copy number 
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 variation (CNV) or insertion or deletion (indel) 
events. Additionally, regions that are variable 
across the genome, such as high and low GC 
regions, should be evaluated to understand the 
consistency of base calling quality. Validations 
are intended to evaluate the analytical sensitiv-
ity and specificity, limits of detection, and 
reportable range. During the process of valida-
tion, quality metrics and filters should be estab-
lished that can then be used during ongoing 
quality control and assessment.

When considering an entire genome and 
the resulting number of data points that must 
be considered in that evaluation, multiple 
tiered validation approaches may be appro-
priate. One method of validation is to test the 
performance with a “truth set” of DNA. Many 
samples are available that have been 
sequenced using orthologous technology and 
contain specific, well-characterized and clini-
cally valid mutations that are known to be 
causative for diseases (repositories such as 
Coriell, Hospital for Sick Kids, etc.). Many of 
these available samples include parent–child 
pedigrees, so in addition to confirming variant 
detection, subtraction and filters can be tested 
using these known relationships. The analysis 
should account for background conflicts 
that can be attributed to de novo mutations 
in every generation (<100/genome). The 
 number of conflicts observed that exceed this 
background rate is dependent on the choice 
of aligner and variant caller and the settings 
that have been used to align reads and make 
genotype calls. Another approach involves 
deep sequencing of targeted regions that are 
relevant to the WGS; in such a case, it is rec-
ommended that multiple samples represent-
ing various regions of the genome, various 
GC and other regional genomic characteris-
tics, and various types and complexities of 
variants are included in the analysis. These 
samples, if amplified by PCR and sequenced, 
typically result in a pool of sequence data that 
is quite deep, for example several hundreds of 
thousands or even millions of independently 
sequenced fragments. Re-sampling (boot-
strapping) analyses can then be used to evalu-
ate the depth and quality filters that yield 
high quality sequence. If done across multiple 
regions and using multiple samples, this 
experiment can be very useful in establishing 
the confidence in specific types of calls and in 
assessing how they calibrate to quality met-

rics. Additionally, confidence in different 
types of calls made and for different genomic 
regions (e.g., percent GC) can be established. 
Validation of WGS should be updated in the 
event of any processing changes, regardless of 
whether the chemistry or platform changes.

The quality of an NGS sequence relies on 
both the sequencing platform itself and the 
methods used to analyze the resulting data. 
For that reason, validations must be designed 
to establish both the sequencing and the pipe-
line used for analysis. Specific methods to 
evaluate the bioinformatics pipeline separate 
from the platform can be performed using 
datasets that are rapidly becoming available 
through efforts such as the National Institute 
of Standards and Technology (NIST) and 
Genetic Testing Reference Materials 
Coordination Program (GetRM). Synthetically 
generated data can also be used to test specific 
challenges to calling algorithms.

Transformation of signals produced during 
NGS into genetic calls of DNA bases involves 
a highly complex process that utilizes sophis-
ticated bioinformatic analyses. Generally, 
there are three steps in the analysis—(1) pre-
processing of reads, (2) alignment, and (3) 
variant calling. Preprocessing involves filter-
ing out raw sequence data that do not meet 
certain quality criteria. The process of 
 alignment involves mapping of reads to the 
reference human genome sequence, which 
may be obtained from the National Center 
for Biotechnology Information (NCBI), 
University of California Santa Cruz (UCSC) 
Genome Browser, or Ensembl. There are 
many tools that employ different algorithms 
to align reads; each offers trade-offs on speed 
and accuracy [14, 15]. Mapping is compli-
cated by the fact that the reference genome is 
incomplete and because humans have some 
regions that may be individually variable. 
Because of this, approximately 5–10 % of 
reads will fail to be aligned. Mapping quality 
is measured and the confidence score assigned 
with each read placement. One of the 
community- accepted standards to represent 
alignments is in Binary Alignment Map 
(BAM) file format [16], which captures the 
above-mentioned data, allows efficient com-
pression and enables random access of reads 
(when sorted) that align to a particular seg-
ment of the genome. Once the alignment 
procedure is complete, the BAM file serves as 
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input to the next step in the bioinformatics 
pipeline—variant calling, where genetic vari-
ants are identified. Depending on the intended 
use of the test, a variety of variant calling 
tools, each one specializing in detecting small 
(single nucleotide variants (SNVs) and indels) 
or large genomic alterations (structural vari-
ants (SVs) and CNVs), might be employed. 
In some cases, several tools might be used in 
conjunction to identify different types of 
variants.

Variant calling algorithms are typically 
based on two main paradigms—the first one 
involves relying on base counting and allelic 
fraction to distinguish between a heterozy-
gous and homozygous genotype call, the sec-
ond involves probabilistic methods (Bayes’ 
theorem) to calculate posterior probability 
given the observed read data and a genomic 
prior probability [17]. The latter method 
accounts for noise in the data and helps pro-
vide a measure of statistical uncertainty asso-
ciated with each genotype call in the form of 
a score. The score is usually a representation 
of the confidence in the genotype call. 
Although many algorithms report on variant 
positions, it is important to consider that the 
reference genome may contain a non-wild 
type allele, and to monitor the quality of the 
positions called as homozygous to the 
 reference; no calls and poor quality homozy-
gous reference calls should be considered in 
the downstream interpretation effort.

During the validation process, a clinical 
laboratory that is implementing WGS should 
be aware of and test for potential artifacts in 
processing. For example, the reference 
genome is not necessarily wild type. Perhaps 
the most prominent example of this is that 
the reference genome carries the Factor V 
Leiden mutation. Therefore, if a laboratory is 
only considering the variants that are called 
against the reference, such mutations may be 
missed in an individual who also carries this 
genotype. Assessment of reference allele fre-
quency based on the 1,000 Genomes Project 
data shows that there are approximately 
63,000 positions in the genome where the 
reference genome carries an allele that is 
present in populations at less than 1 % allele 
frequency. Additionally, for regions of the 
genome such as Human Leukocyte Antigen 
(HLA) locus, there is not necessarily a “wild 
type” per se, and additional information such 

as phasing may be necessary to confidently 
evaluate the variants found. While similar 
challenges exist for many types of clinical 
tests, laboratories should be aware of and pre-
pared to manage such issues.

One challenge to the implementation of 
WGS in a clinical laboratory is that the ana-
lytical validity may not be the same for all 
regions of the genome, nor is it for all types of 
variants that may be of interest. The specific 
weaknesses and strengths of WGS must be 
considered when launching a test, and then 
communicated effectively and evaluated, 
potentially on a case-by-case basis, for appro-
priateness given the needs of the test in that 
specific situation.

Post-analytical 
considerations: 
Interpretation 
and reporting

The post-analytic process occurs after the 
analytic phase and includes the interpretation 
and reporting of the analytical calls produced 
in the analytic phase. As with the previous 
phases, the type of testing being performed 
has a significant impact on the post-analytic 
process.

A genome is approximately 3.1 billion data 
points, and contains around three to four mil-
lion variable positions, including on average 
9,600 amino acid changing positions and 73 
premature termination positions (internal 
data). Given such a large amount of informa-
tion, a thoughtful plan must exist for how to 
identify and evaluate the information that is 
most likely to be relevant and informative to 
the clinical questions being considered.

After achieving confidence in the quality 
of the genetic calls that have been made and 
defining the regions for which calling can be 
done with confidence, the clinical implica-
tions of the call should be assessed. This pro-
cess can be divided into annotation, in which 
information and meta-data are gathered 
about the variant calls, interpretation, in 
which all the information is evaluated in the 
clinical context, and reporting, in which the 
information is communicated back to the 
ordering physician.
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Historically, the assessment of clinical 
validity, or the strength of the relationship 
between a variant (or call) and a disease has 
been recommended but not required in 
genetic reporting. This is changing, and recent 
College of American Pathologists (CAP) 
guidelines now address how clinical laborato-
ries should support the assessment of the 
clinical implications of a call. For instance, in 
cases with a single gene, this typically consists 
of an expert or panel of experts within the 
laboratory who evaluate each variant based 
on peer-reviewed publications and other fac-
tual evidence and categorize them for inclu-
sion in the report. This process has become 
significantly more sophisticated in recent 
years, as there are now several databases and 
online tools that can aid in the assessment of 
clinical implications of variants.

The process of information gathering can 
be automated and is commonly referred to as 
annotation. As WGS is implemented in a lab-
oratory, using a series of automated tools for 
annotation becomes necessary to support the 
large number of variants that are detected 
and require downstream evaluation. Tools are 
available online, such as the Variant Effects 
Predictor (VEP, part of the Ensembl suite of 
resources) that will gather information from a 
variety of databases as well as predict 
 characteristics such as amino acid change 
based on transcript. Recommendations for 
types of information that should be gathered 
can be found in official publications by CAP 
and ACMG; these include information about 
which gene and transcript a specific variant is 
found in, the position of the variant in the 
genome, the DNA and amino acid change 
produced by the variant (using Human 
Genome Variation Society (HGVS) nomen-
clature), the consequence of the variant (e.g., 
intronic, upstream, missense, stop gained, 
synonymous), characteristics such as fre-
quency of the variant and conservation of 
that position. Additionally, in silico structure 
or function prediction software such as SIFT 
[18] or PolyPhen [19] may provide additional 
information. When implementing the anno-
tation process, it is very important to assess 
the annotation software suites that will be 
used, and confirm that the variant is being 
searched correctly and the information gath-
ered is being downloaded and displayed 
properly. It is also important to keep in mind 

the unproven nature of many of the predic-
tion software tools; while these may be useful 
in assessment, they are not yet reliable.

Having annotated the positions, interpre-
tation of the variants for reporting can begin. 
The evaluation of evidence around what the 
clinical implications of variants might be is a 
critical process that is guided by both profes-
sional expertise [20, 21] and a pipeline that 
can support such evaluations (Fig. 17.2). 
Several biological and clinical characteristics 
of a variant should be considered. Biological 
characteristics include the type of variant, 
where it occurs in the gene, the frequency of 
the variant and possibly in silico evaluations 
of the variant. Clinical characteristics include 
whether the variant has been reported to be 
associated with a condition or phenotype and 
can take the form of case study reports, case–
control studies and functional evaluations of 
the effect of the mutation in vitro or in vivo. 
These peer-reviewed publications in which a 
clinical phenotype or functional effect has 
been measured in individuals who carry the 
variant that is being reviewed are often the 
most compelling evidence in variant assess-
ment. Careful literature searches, or searches 
of appropriate databases may be helpful in 
identifying the full body of literature that 
exists. It is important to remember that these 
databases may or may not be updated 
 regularly, and may or may not be complete 
with regard to the actual publications that 
exist. Furthermore, many variants have been 
characterized in databases based on old infor-
mation, and therefore, if a database reports a 
variant as pathogenic or of uncertain signifi-
cance, it is important that the clinical labora-
tory perform an updated and independent 
assessment to ensure that this information is 
still valid. The gene in which the variant was 
detected must also be considered, and the 
degree to which the relationship of the gene 
relative to the disease is relevant. This includes 
a familiarity with phenomena such as whether 
certain types of mutations (e.g., activating) or 
regions of genes (specific exons) are known to 
be more or less likely to be associated with a 
particular disease. With regard to the disease, 
specifics of the mode of inheritance, 
 prevalence of disease, and age of onset are 
important considerations. For example, if a 
disease has a prevalence of 1/100,000 and is 
autosomal recessive, then, using Hardy–
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Weinberg principles, a variant with a fre-
quency higher than 1 % is unlikely to be 
causing that disease. Likewise, if mutations 
known to cause disease are exclusively gain-
of-function, then a stop mutation or silent 
mutation is less likely to be considered patho-
genic. Finally, when reporting the results, the 
clinical questions and context of the patient 
must be considered: is this a diagnostic evalu-
ation or a carrier screen? What other tests 
have already been performed? Is there any 
additional phenotypic information that might 
be relevant for the results and how they 
should be considered? This is a complex set 
of considerations and requires knowledge of 
clinical and technical genetics.

Literature has historically been an impor-
tant source of information regarding the clini-
cal associations of a genetic variant to a 
disease. The ability to publish case reports has 
been critical to help identify genes and 
 variants that are suspicious for possibly caus-

ing a disease. However, these are often just 
first steps and subsequent studies in which 
cases are evaluated against controls, either in 
pedigrees or populations, and additional func-
tional evaluations may be critical for provid-
ing evidence that a variant is likely causative 
for a disease. Very often an initial report will 
appear in which a variant is found in a gene 
that is known to be associated with disease, 
and the variant may seem a compelling expla-
nation for the disease, but further studies 
show that the variant is also found in unaf-
fected individuals or has no effect on the pro-
tein function. It is therefore imperative to 
review all the literature associated with a 
variant, as well as to evaluate how strong the 
data in the papers are before determining 
one’s confidence level regarding a variant’s 
pathogenicity or lack thereof. Some articles 
are more robust than others, and should be 
weighted accordingly. This process is often 
where clinical laboratories have real special-

Variants

YES

NO

Interpretation database
•  Summaries of evidence and rationale
• Reporting language

Variant context
•  Functional prediction
• Consequence 

Report:
• Combinations of variants
• Clinical context

Variant classification
Pathogenic / Likely Pathogenic / Unknown Significance / Likely Benign / Benign

•  Frequency of variant
• Biological effects
• Other evidence?

Manual review
• Case reports
• Case control
• Functional studies

YES

YES

YES

NO

NO

NO

Has this variant been interpreted previously?

Has the classification expired?
Literature?

Is allele frequency consistent with
disease characteristics?

Figure 17-2 Decision tree for the evaluation of clinical implications associated with sequencing calls. The process 
shown is the one that the Illumina Clinical Services Laboratory uses for the evaluation of evidence that links a 
particular allele to a clinical condition
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ties because they typically have a well-trained, 
clinically oriented staff of MDs, PhDs, and 
Genetic Counselors who review the evidence 
presented in these papers and bring all of the 
considerations listed in Fig. 17.2 into the final 
reporting language. This process is challeng-
ing and time-consuming at a single gene level, 
but represents what is likely the biggest chal-
lenge at the level of genome sequencing.

There are many tools and approaches that 
have been or can be developed to help man-
age this burden on the clinical laboratory. 
Clearly defining how filtering tools will be 
applied based on the case at hand and indica-
tions for use will significantly reduce the 
interpretive burden at this point. Other 
approaches, such as ruling out variants with 
high frequencies or those that are synony-
mous, before having to do additional down-
stream investigation, are commonly practiced 
in clinical laboratories. When choosing to do 
this, however, it is important to consider 
aspects such as how common a disease might 
be in a particular ethnic population and 
incomplete penetrance, which might lead a 
laboratory to incorrectly ruling the variant 
out. Natural language processing tools have 
also been suggested to assist with the burden 
of reading published literature. Collection of 
the literature associated with variants requires 
a standardized set of terms, such as that used 
by the HGVS [22, 23] that search tools can 
use. The extent to which natural language 
software and other software approaches can 
automate the evaluation of variants is still 
highly debated. It is clear that these tools are 
invaluable for collating the information. One 
challenge is simply reading the papers. 
Individuals must be able to read through a 
paper, evaluate the strength of evidence 
regardless of author’s conclusions, and docu-
ment this. This currently requires profession-
als spending a significant amount of time 
sifting through that information. Every clini-
cal laboratory faced with the numbers of vari-
ants to be assessed in WGS will be challenged 
to hire a qualified staff large enough to sup-
port such efforts. For this reason, databases in 
which such information is available and could 
be shared become extremely valuable. At the 
same time, each laboratory that builds up 
these databases incurs a huge expense in this 
effort. How the laboratories can create com-
munity access that will benefit other labora-

tories and ultimately the patients while still 
paying for the effort required of them to cre-
ate this information is an interesting and 
active area of exploration.

designing the Post-analytic 
Process for Monogenic 
conditions
Given the daunting number of variants to con-
sider, approaches must be developed to apply 
filters so that only variants of potential rele-
vance are identified and evaluated. Both bio-
logical and clinical features can be used to help 
refine the search for genomic information. In 
cases where parental samples are available, a 
geneticist or genetic counselor should begin 
with taking a family history to identify whether 
the current condition is most likely to be auto-
somal recessive, autosomal dominant (possibly 
with reduced penetrance), or de novo inheri-
tance. If both or even one parent sample can 
be sequenced along with the affected individ-
ual, then subtraction can be performed across 
the entire genome in order to evaluate variants 
that meet the biological hypothesis of the 
 following conditions:
• Autosomal recessive, in which one would 

expect to find at least two variants within 
a single gene, one inherited from each par-
ent. To perform this search, all three sam-
ples are sequenced and the child’s variants 
are filtered to match the expectation of 
two variants in a gene, one from each par-
ent. This can significantly reduce the num-
ber of variants that must be considered. 
After this subset of gene/variants is identi-
fied, the genes and specific variants can be 
filtered further. For example, common 
variants with allele frequencies above 5 % 
might be excluded from consideration; 
when making such decisions, patient eth-
nicity, prevalence of the condition in that 
ethnic group, penetrance, and modes of 
inheritance should be considered because 
sometimes common variants are patho-
genic. Through the use of these types of 
filters, the resulting subset of variants 
should be of a tractable number that can 
be individually evaluated by qualified clin-
ical laboratory staff.

• Autosomal dominant, in which one would 
expect to find only a single causative variant 
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within a gene. This model is more difficult 
because there are significantly more possi-
ble variants to evaluate; however, if there is 
a family history (even with reduced pene-
trance), one can subtract variants from the 
unaffected side of the family and look for 
matches to the presumed carrier parent 
(who may or may not be affected). Again, 
additional filters to remove high frequency 
variants can be applied and the resulting 
variants can be considered.

• De novo, in which the causative variant arose 
within the proband. In this case, all variants 
inherited from both parents can be sub-
tracted and only those variants that arose in 
the affected individual can be considered.
For all of the above methods, the process 

may also include the evaluation of the resulting 
variant set in the context of the clinical pheno-
type or a defined set of genes that are set out by 
the physician/medical geneticist. This could 
take the form of a filtering tool that enables the 
list of variants to those in genes known to be 
associated with the phenotype, or simply as 
part of the context that the clinical laboratory 
staff uses during the evaluation process.

These types of approaches based on filter-
ing by modes of inheritance and parental 
genomes are currently the most popular way 
of WGS testing. However, this does require 
the added expense of sequencing multiple 
genomes in order to identify potentially caus-
ative variant(s). Sometimes, the parental sam-
ples may not be available, or the additional 
cost may be prohibitive. In such cases, a clini-
cal phenotype approach can be used on its 
own. This is not likely to be as effective as a 
biological approach, but it has been used suc-
cessfully in several cases. For this approach, 
one requires access to thorough clinical phe-
notype information, such as all presenting 
features or previous testing results (e.g., no 
increased creatine kinase). This information 
can then be used to search through phenotype-
to- gene information that is available in vari-
ous databases (e.g., Online Mendelian 
Inheritance in Man (OMIM) [24]), or acces-
sible within phenotype software tools, to 
identify and rank order genes that might be 
involved with the symptoms affecting the 
proband. Then, all variants within that subset 
of genes can be considered, with additional 
filters applied to remove variants that are too 
common to be likely involved with disease.

Each of these approaches is labor intensive 
and requires a clinical laboratory staff trained 
in the evaluation of genetic disease, prefera-
bly formally trained and certified through the 
American Board of Medical Genetics 
(ABMG), American Board of Pathology 
(ABP) or the American Board of Genetic 
Counseling (ABGC). In the case where the 
first assessment is found inconclusive, multi-
ple different approaches might need to be 
performed. The clinical laboratory team per-
forming the filtering and variant assessment 
should expect to spend several hours per 
genome evaluating the resulting variants, and 
this type of effort should be budgeted for in 
the planning for this type of testing. For labo-
ratories that have implemented these types of 
approaches, diagnostic yields ranging from 30 
to 40 % have been reported (personal com-
munication); keeping in mind that these are 
often patients for whom all other testing has 
failed. The cost and time investment of the 
WGS test must be considered against the 
potential costs and consequences to the affected 
individuals of undiagnosed genetic disease.

designing the Post-analytic 
Process for Oncology 
applications
Another possible use for WGS is in the assess-
ment of the molecular profile of tumors in 
patients who have already been diagnosed 
with cancer. This type of testing can be useful 
in determining candidate therapeutic treat-
ments when standard of care approaches have 
been exhausted. In these cases, the tumor 
sample and a normal sample of DNA are pro-
cured from the patient. Variants found in the 
normal sample are subtracted from the tumor 
sample, so that only variants that have arisen 
somatically can be identified. In a somewhat 
unique manner, most laboratories that per-
form clinical oncological testing will have a 
tumor board associated with the laboratory 
that reviews the findings and contributes to 
the interpretation. Results from this type of 
testing, the clinical laboratory and the associ-
ated tumor board may be able to identify the 
most promising chemotherapeutic options 
based on the presentation of the molecular 
profile. Of particular interest for oncological 
applications are large chromosomal rear-
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rangements, insertion or deletion events, and 
copy number variants that can be identified. 
Anecdotal reports of these approaches have 
been very encouraging [25, 26].

The analyses required for detection of 
tumor variants are significantly more complex 
than those described above for Mendelian 
conditions. In the analytic phase, special con-
sideration about the sample type should be 
given based on the type of cancer being tested. 
For example, blood samples in leukemic 
patients would likely be more representative 
of the tumor rather than the normal signal 
and the type of tissue most appropriate for 
the normal sample should be thoughtful con-
sidered. Beyond that, the analytic process for 
the normal sample is essentially the same as 
what would be done for the monogenic con-
ditions (described above). Tumor samples, 
however, require special additional processing 
and handling. To begin with, the DNA iso-
lated from a tumor may be from fresh, fresh 
frozen, or more commonly, from formalin- 
fixed paraffin-embedded (FFPE) tissue. The 
different tissues may require significantly dif-
ferent extraction techniques and evaluations 
of the quality of that DNA. Laboratories must 
evaluate their abilities to support each of 
these extraction techniques and subsequent 
evaluations of appropriate DNA quality and 
quantity. The downstream informatics pro-
cessing of tumor samples also has some unique 
requirements. Tumor samples are often con-
taminated with some amount of normal cells. 
Quantifying this fraction is difficult and 
imprecise and has implications for down-
stream informatics processing that must be 
incorporated into the process. Additionally, 
NGS methods sequence individual molecules 
separately, and therefore, in a diploid situation 
a heterozygote would be expected to have 
approximately half of the sequences showing 
one variant and half with the other. The algo-
rithms that have been developed for NGS 
typically have been developed to optimize for 
this scenario, and general recommendations 
regarding the required number of indepen-
dent sampling events are also usually made 
with this expectation. However, a tumor does 
not represent a diploid scenario. Therefore, 
one must establish at what frequency one 
wishes to detect somatic variants; this might 
be 20 %, 5 %, 1 %, or less. Depending on what 
the laboratory decides, sequencing must be 

done to a depth that ensures likely detection 
of variants. The depth required to attain the 
required sensitivity can be estimated using a 
sampling statistic:

 
P x,p N

N
X N X

p qX N X,( ) = ( ) −( )=

−
−( )

K X

N X

∑ !

! !  

Empirical validation will be discussed in 
the validation section. However, in addition 
to different processing requirements, the bio-
informatics algorithms used to detect variants 
may also need to be optimized, and additional 
or alternative algorithms may be needed. In 
some cases, different algorithms may be called 
for to detect different types of variants, for 
example copy number or structural variants 
(chromosomal rearrangements). Laboratories 
planning to launch tumor–normal WGS anal-
yses should be prepared to evaluate these 
needs and plan appropriately for implemen-
tation. This can be an arduous process and a 
team may be needed to identify the require-
ments and evaluate the appropriate set of 
tools for implementation.

Cancer is not the only disease type that is 
associated with the occurrence of somatic 
variants; certain genetic conditions (often 
associated with hemi-hypertrophy or skin 
lesions and increased likelihood of developing 
cancer later in life) may also demonstrate 
these and be of interest for a clinical molecu-
lar lab. Additionally, in testing for mitochon-
drial diseases, it may be critical to enable 
detection of mitochondrial heteroplasmy. All 
of these applications involve the challenges 
described above for tumor scenarios, and may 
require the same or similar planning and eval-
uations before implementation.

designing the Post-analytic 
Process for Screening for Fetal 
aneuploidies
WGS can also be used for various forms of 
screening tests. Screening involves identifying 
genetic variants with potential clinical implica-
tions, typically before there is any clinical pre-
sentation, and often that would be confirmed 
by additional testing before any medical action 
is taken. Currently, the most common and pop-
ular screen involving WGS is for aneuploidy in 

Implementation of Genome Sequencing Assays   |  251



prenatal settings. Commonly called noninva-
sive prenatal screening or testing (NIPS or 
NIPT), this involves performing deep sequenc-
ing of either targeted regions or the whole 
genome in an effort to identify chromosomal 
regions that are present at non-diploid copy 
numbers. These kinds of screens have only been 
available in the last few years, but their sensitiv-
ity and specificity is greatly improved over 
serum screening paradigms and therefore is 
being rapidly adopted, particularly for high-risk 
pregnancies. These tests are performed from a 
maternal blood sample where the DNA for the 
testing is fetal DNA circulating in the maternal 
blood stream, and thus considered noninvasive 
from the perspective of the fetus. Because this 
testing requires isolation and enhancement of 
the fetal DNA, specific planning should be 
given to additional techniques that might be 
necessary for implementation, such as for DNA 
isolation and quality evaluation to ensure that 
the appropriate quality and quantity of DNA is 
present to perform testing. This test also 
requires quantification of genomic regions that 
are present at non- diploid quantities, and the 
subsequent analyses.

designing the Post-analytic 
Process for Predisposition 
and carrier Screening
Finally, WGS can also be used for more 
 traditional screening of genetic variants for 
which individuals may be carriers or at risk. 
While this type of testing is currently more 
likely to be performed using targeted panels, 
it is possible to employ WGS for this purpose. 
The post-analytic process for this type of test-
ing is heavily dependent on the test definition 
provided in the pre-analytic phase. Typically, 
this would have identified a set of genes that 
would be included in the test, and this set 
would have established clinical utility of test-
ing for a specified set of diseases. In the case 
of WGS, this can be a many-to-many rela-
tionship where there may be many genes 
tested that are providing information about 
predisposition or carrier status for one dis-
ease, but also any one gene could have multi-
ple diseases clinically associated with it. The 
test definition would also define the regions 
within those genes that are included in the 
test (e.g., exonic regions, parts of intronic 

regions directly adjacent to the exons). 
Therefore, the set of variants requiring inter-
pretation from the analytical stage would be 
filtered to those included in the established 
test definition. Most laboratories performing 
this testing restrict reporting to those variants 
assessed as clinically significant; however, 
ancillary documentation of all assessed vari-
ants and their classifications are included in 
some cases.

Once the clinical implications of a partic-
ular individual’s variants have been decided, 
the information must be put into the clinical 
context for which the test was ordered. 
Incidental findings can potentially be quite 
numerous, and additionally, a single answer 
might not be found. There could be three or 
four variants in two or three genes that plau-
sibly lead to a patient’s symptoms and have 
equally inconclusive or conclusive evidence 
supporting them. Indeed, one discovery is 
that in at least a few cases, patients have been 
discovered to be suffering from more than 
one genetic disease [10] explaining the per-
plexing clinical presentation. Reports must 
be flexible enough to enable the benefit of a 
personalized survey of the genome, but 
 standardized enough to enable clear commu-
nication of results. A searchable electronic 
report might be the best solution; this could 
provide links to disease descriptions and 
additional evidence that practitioners could 
then have access to as needed. The goal is to 
provide a succinct answer to the major ques-
tion of the moment, but also to enable both 
the physician and patient to benefit from the 
additional information that may be present 
and of concern. One challenge with whole-
genome evaluation is that our understanding 
of genetics and biology is not perfect or com-
plete; most variants that will be detected will 
be of uncertain significance. This is also an 
area in which it would be of benefit for clini-
cal laboratories to communicate more 
 effectively with physicians and genetic coun-
selors. Whereas it will require an upfront 
time commitment as well as tools that enable 
communication, it might well be worthwhile 
for laboratories to ensure that doctors and 
genetic counselors have access to the follow-
ing information before they receive their 
reports:
1. The standards that a laboratory uses in 

order to make calls
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2. How laboratories classify variants into the 
standard bins of Pathogenic, Likely 
Pathogenic, variants of uncertain signifi-
cance (VUS), Likely Benign, Benign, or 
other

3. How much confidence a practitioner 
should have in that call

4. What the weaknesses of the test are, and 
any recommendations regarding addi-
tional testing that could supplement these 
weaknesses
Communication tools might be readily 

located on clinical laboratory Web sites, 
where quick, 5-min podcast type communi-
cations might provide both doctors and 
genetic counselors with information that can 
significantly increase the power and confi-
dence they have when using a test.

An ongoing challenge will still be the large 
number of variants about which people are 
uncertain. While a large number of VUS is a 
point of concern, this is not new to the field. 
The International Standards for Cytogenomic 
Arrays Consortium (http://www.iscaconsor-
tium.org) [27] has demonstrated approaches 
to dealing with the large number of novel 
and uncertain variants that are detected in 
individuals when genomic evaluations are 
standardly performed. In less than a decade 
the cytogenetics community has made huge 
strides in understanding the nature and 
degree of variation at the cytogenetic level. 
Similar approaches could be used in the field 
of sequencing to better understand the 
nature of human genetic variation, which 
will aid significantly in improving and refin-
ing interpretation in the future. Meanwhile, 
clinical laboratories can make every effort to 
communicate a priori that this is an antici-
pated outcome of these tests, and help to 
prepare physicians and genetic counselors for 
managing the information.

communication 
and Support

Once a test has been defined and the perfor-
mance specifications and abilities established, 
it is critical to develop support materials. The 
laboratory should also be staffed with trained 
genetic support specialists. These specialists 
should be available to help physicians decide 

if WGS is the best test for the presenting situ-
ation, and also to help plan for alternative or 
supplemental testing that might be necessary. 
It is of particular importance, but also partic-
ularly challenging to communicate this when 
the very title “whole-genome sequencing” 
might imply all things to everyone. It is help-
ful to provide information through a Web site 
that can help individuals evaluate what the 
test supports and what it does not.

Depending on the breadth of WGS ser-
vices that a laboratory intends to offer, it may 
be helpful to develop an overview section 
that clarifies which tests offer what, and are 
likely to be most appropriate. As information 
such as analytical validity, limitations of 
detection, and reportable regions need to be 
included in test definitions, and because these 
will be variable depending on the application 
of WGS, it is likely that it will be necessary to 
create multiple test definitions and descrip-
tions. Including general educational materials 
will help physicians and patients navigate the 
options and choose most appropriately. 
Importantly, information should be readily 
available to help physicians understand the 
limits of detection, such as an ability to detect 
variants present in the sample at, for example, 
10 % but not 5 % in tumor samples, or the 
ability to detect deletions within certain size 
ranges. Laboratories should be prepared to 
monitor and track their capabilities to make 
calls of any type throughout the genome. As 
tests are ordered, laboratory staff evaluate the 
test requisitions and evaluate the laboratory’s 
ability to support the request. If there are 
concerns about whether WGS is appropriate 
for the sample being ordered, the laboratory 
should contact the physician and discuss the 
options before the testing is initiated.

Genetic counseling is a best practice rec-
ommendation for genetic tests in which the 
results may have direct medical indications 
for immediate family members or in which 
the results might be predictive. WGS pro-
duces information that meets those criteria, 
not only for the specific indication of the test-
ing, but also for secondary findings. The 
ACMG has issued a series of recommenda-
tions for clinical genomic testing, counseling, 
and consent [28]. The ACMG has stated that 
genome or exome sequencing is appropriate 
in a series of circumstances that include 
strong reason to suspect a genetic etiology, 
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symptoms associated with multiple genetic 
conditions for which simultaneous evaluation 
of multiple genes can be practical, inconclu-
sive previous tests, and, in special cases, pre-
natal diagnosis. WGS is not advised at this 
time for prenatal or newborn screening. The 
recommendations specifically advise that the 
following elements be addressed in counsel-
ing and consent sessions: (1) pretest counsel-
ing including written documentation, (2) 
discussion of potential for incidental findings, 
(3) discussion of expected outcomes as well 
as incidental findings to be returned to physi-
cian, (4) potential benefits, risks and limita-
tions of testing and if there are alternatives, 
(5) distinction between clinical testing and 
research, (6) potential for results to be identi-
fiable in databases, and (7) policies for updat-
ing information. It is also recommended that 
such testing only be performed on minors in 
cases where the testing can lead to diagnosis 
for conditions in which interventions might 
be possible, and under institutional review 
board (IRB) approved research. Additionally, 
the ACMG has recommended that everyone 
who has access to WGS, regardless of indica-
tions, should have results reported for a set of 
56 conditions. These conditions represent 
highly penetrant genetic conditions for which 
there are potentially life-saving interventions 
available. Although these recommendations 
have been controversial, it is indicative of the 
medical community’s rapid adoption and 
preparations to manage this information in 
regular clinical practice.

After WGS analysis and interpretation has 
been performed, additional communication 
with the ordering physician is likely to be 
necessary. While inconclusive test results are 
not uncommon for physicians, findings may 
require additional communication, particu-
larly with regard to the management or fur-
ther testing of VUS.

Infrastructure 
considerations

After identifying what the WGS test will be 
used for, the clinical laboratory should con-
sider the current infrastructure and any pos-
sible additional needs that would require 
additional build out. Depending on what 

resources and infrastructure a laboratory has, 
an assessment of necessary components 
includes the following:
• Facility

 – NGS sequencers are not usually very 
bulky, but they require space that is 
stable, climate controlled and has both 
power and Internet support. Specific 
requirements include uninterruptible 
power supply (UPS) and e-power 
setup, with heat, ventilation, and air 
conditioning (HVAC), temperature 
and humidity control at around 
68–72 °F and 70 % relative humidity. 
Laboratories are required to practice 
space separation between pre- and 
post- amplification activities, and ide-
ally would have negative pressure con-
trol on rooms that could have 
contamination, use a pressure- 
controlled hood. Additional safety pre-
cautions may also be necessary 
depending on specific requirements.

• Staff
 – NGS is considered to be high complex-

ity testing and involves many steps. 
A well- trained staff is critical for this. 
Typically, a staff to support WGS will 
require people with expertise in high 
complexity molecular assays, genetics 
analyses, bioinformatics, and genetic 
counseling.

• Workflow process
 – WGS may be among the easier of the 

NGS assays to perform in that there are 
no capture or amplification steps 
(Fig. 17.1). Nonetheless, there are still 
several manual steps required and each 
of these can potentially introduce a 
contaminant or sample swap. In order 
to avoid such complications, a good 
workflow process and ideally a labora-
tory information management system 
(LIMS) to track and document a sam-
ple’s process through the assay steps 
should be implemented. Assessment of 
steps in the process that can be error-
prone is critical to designing a workflow 
in the laboratory that is robust, and con-
sideration of appropriate controls, per-
formance metrics, and tracking systems 
is prudent. In particular, positive sample 
controls are recommended because pre-
analytical sample swapping is one of the 

254  |  Tina M. Hambuch, Carri-Lyn Mead



most common errors introduced into 
clinical testing.

• Computing and bioinformatics inf ra  struc ture
 – A high-performance storage and com-

puting cluster (a set of connected com-
puters that work together as a single 
system) is necessary to perform whole-
genome sequence analyses in high vol-
umes. These analyses can be performed 
on a computing cluster consisting of 
many multi-core computers. An evalua-
tion of these needs should be based on 
predicted volumes and specific analyti-
cal requirements for the test(s) that will 
be supported. Additionally, a tracking 
system for recording quality metrics 
across and within each sequencing run, 
lane, and sample is extremely useful for 
catching runs that go poorly and not 
wasting time and money on failed runs. 
These types of tracking system can also 
enable users to identify when additional 
sequencing will be necessary. Finally, 
bioinformaticians who are skilled in 
these analyses are important members 
of the NGS clinical team.

 – A data management system for storage 
of genomic information should be 
planned for before implementing 
WGS in the clinical laboratory. Various 
guidelines suggest that sequencing 
results that could be used in evalua-
tion of hereditary conditions should 
be stored for multiple years [3, 4]. The 
recently released CAP NGS checklist 
requires that data be stored for a mini-
mum of 2 years to enable reanalysis of 
NGS results. This is in addition to 
other requirements around storage of 
actual clinical deliverables. What will 
be stored, and how it will be stored 
requires thorough consideration.

 – Many software tools are available to 
support the multiple steps involved in 
WGS analysis. An evaluation of which 
tools should be used based on the 
intended use of the test should be per-
formed. Once the right set of tools is 
identified, users may need to create a 
workflow using custom scripts that 
enable the usage of several tools, keep-
ing in mind that input and output abili-
ties and requirements may be variable 
among these tools. The software tools 

used in the analytical calling and down-
stream analysis and classification of 
variants are among the most variable 
aspects of clinical WGS being per-
formed today. It is critical that laborato-
ries understand the caveats and 
limitations associated with any of the 
software tools being used in their data 
analysis pipeline.

• Security
 – It is likely that WGS will be considered 

impossible to make anonymous. Privacy 
concerns around how these data are 
stored, when and how they are updated, 
who should have access, and what 
should go into the medical record are 
currently not well addressed by policies. 
However, laboratories are thinking 
about how this is likely to change and 
what safeguards and options they will 
be able to offer the  doctors and patients 
who are interested in ordering WGS.

Ongoing Quality 
assessment and control

After validations have been performed, 
 quality filters and metrics established, mech-
anisms are developed to monitor ongoing 
performance during testing of clinical sam-
ples. The process of genome sequencing can 
be divided up into three stages: wet-lab pro-
cessing, bioinformatic analysis, and interpre-
tation and report generation. The wet-lab 
component encompasses DNA extraction, 
DNA shearing and size selection, ligation of 
oligonucleotide adaptors to create a size- 
selected library and physical isolation of the 
library fragments during amplification and 
sequencing. Each step of the process should 
be considered for the implications of a fail-
ure or contamination event; accordingly, the 
quality monitoring should be designed to 
detect the most likely or significant possible 
failures. Specifically, DNA extraction, library 
preparation, cluster generation, and the 
sequencing run should be assayed for qual-
ity. There are many ways in which quality 
can be monitored, and these include estab-
lishing run metrics at various steps, perform-
ing quality assessment steps (such as 
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quantitative PCR (qPCR), DNA quantifica-
tion and purity measures, run metric mea-
sures). Robotics and automation are valuable 
additions that can be made to a protocol to 
minimize the possibility of human error. 
Future advances to further combine the 
sequencing laboratory steps with automa-
tion will increasingly assure a reduction in 
potential errors. Controls can also be useful 
in the assessment of run quality. External 
controls, such as lambda DNA fragments, 
can be spiked into samples to measure the 
success of the run. Alternatively, orthologous 
assays such as microarrays can be utilized to 
measure sequencing accuracy at a very high 
level by comparing the concordance of calls 
from a genomic level microarray to the 
sequencing calls.

Proficiency testing is one method that is 
used as part of ongoing quality assessment. 
The molecular pathology on-site inspections 
by the CAP occur every 2 years, but ongo-
ing proficiency testing with both intra- and 
inter- laboratory analysis improves testing 
procedures and helps to prevent errors 
(reviewed in [4]). As several clinical laborato-
ries are currently offering genomic level 
sequencing, alternative proficiency testing 
programs are used to enable laboratories 
offering exome and genome sequencing to 
compare their calls. In a recent exchange 
between the Illumina Clinical Services 
Laboratory and the University of California, 
Los Angeles (UCLA) molecular pathology 
laboratory comparing two samples that had 
been run and reported in both laboratories, 
both laboratories made calls for 3,573,631 
sites, of which 19,340 represented variants 
from the reference. Across all the calls made, 
16 positions were called discordantly between 
the two laboratories. Investigation of such 
discordantly called sites, along with relative 
quality metrics from each run and the types 
of variants these sites represented (e.g., high 
GC regions or repeat regions) will help par-
ticipating laboratories improve quality.

conclusions

The implementation of clinical WGS is not 
trivial, and the suggestions made in this chap-
ter highlight the need for well-trained teams 

that bring diverse expertise to the clinical 
laboratory. One challenge that is often raised 
is the lack of experts available; this is a legiti-
mate concern and for that reason community 
efforts for establishing guidelines, and pro-
moting education and best practices are criti-
cally needed. Ongoing training and 
certification, active participation in societies 
and meetings, and regular review of recent 
guidelines and publications will be necessary 
particularly during the early phases when the 
learning curve will be steep and policies are 
likely to evolve. That said, this is also a great 
opportunity for clinical laboratorians to work 
closely with their medical practitioner col-
leagues, as well as with experts in diverse 
fields such as bioinformatics, population 
genetics, and information technology to cre-
ate a new approach to evaluating, diagnosing, 
and managing genetic disease using entire 
genomes of information.

Glossary

proband Affected individual on whom test-
ing is being performed.

Mendelian condition A condition that is 
caused by variants within a single gene 
and that can be passed to offspring in an 
autosomal dominant or autosomal reces-
sive pattern.

Disease prevalence Proportion of a popula-
tion to have a condition.

allele frequency Proportion of a particular 
allele among all alleles for a gene.
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        Introduction 

 Scientifi c and technical advances continue to 
further our understanding of how genetic 
alterations affect human health and the 
development of disease. Integrating genomic 
fi ndings in the delivery of patient care represents 
an exciting area of medicine. The capacity to 
interpret and leverage this new source of 
information, however, and to do so in a broad 

and high-throughput manner via clinical 
information systems remains a key challenge. 

 In spite of the challenges, institutions and 
testing CLIA laboratories should recognize 
that existing clinical systems, operating pro-
cedures, and standards to support interopera-
bility across systems do provide important 
resources to enable genomic analyses in 
patient care. Beyond individual patient test-
ing, strategies need to also focus on delivery 
of genomic content to healthcare providers, 
and on the means to warehouse this informa-
tion, both to assist in ongoing research and 
development (R&D) activities to support 
CLIA testing, and to evaluate outcomes from 
the use of genomic data in patient diagnosis, 
prognosis, and management. 

 Clinical genomics brings many new con-
cepts to CLIA laboratories and healthcare 
institutions. Some factors affect processes 
within the testing lab, whereas others 
require additional institutional input to 
solve. In this chapter, we focus on four com-
mon areas that infl uence effective use and 
development of clinical information systems 
to support the use of genomic data in health 
care:
   1.    Developing clinical systems to support 

genomic testing.   
  2.    Genomic standards for clinical systems 

and data interoperability.   
  3.    Factors to consider within the CLIA labo-

ratory that performs genomic testing.   
  4.    Factors that involve but, by necessity, 

extend beyond the CLIA laboratory, 
including data warehousing, integrated 
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reporting across diagnostic specialties, 
decision support tools, and effective ware-
housing of genomic information.      

   Clinical Systems Support 
of Genomic Testing 

      Developing Clinical Infrastructure 
to Support Genomic Testing 
 As yet, the lack of end-to-end solutions to 
support data handling across technical, bioin-
formatics, and interpretive workfl ows requires 
that laboratories and institutions undertake 
projects of substantive complexity to imple-
ment genomic testing for clinical purposes. As 
platforms and vendor solutions improve, the 
efforts and costs required should drop. 
However, given the current complexities 
inherent in implementing genomic testing, 
particularly at the level of multi-gene panels 
and exome sequencing, laboratories and insti-
tutions need to develop a cohesive plan that 
defi nes the testing to be undertaken and the 
resources needed to support it. Broadly, anal-
yses should include a business plan, institu-
tional initiatives to be supported, as well as 
clearly specifying clinically actionable contri-
butions to patient care. Standard methods for 
project management and integration of informa-
tion systems [ 1 ] can assist in developing a robust 
plan. At a high level, these methods commonly 
incorporate the steps discussed below.  

   Development of Use Cases 
for Clinical Genomic Testing 
 What are the cases for genomic testing? 
Defi ne the reasons and evidence to support 
testing, including clinical utility and support 
of clinical trials or translational research pro-
grams. Evaluate what types of testing will be 
performed, from multiplex panels to high- 
density arrays, targeted amplicon sequencing, 
exome or genome sequencing, as each has 
different needs in terms of information sys-
tems support within and external to the test-
ing laboratory. Laboratories often do best to 
play to local and institutional strengths. To 
ensure that one-off processes are not devel-
oped in technical and IT plans, laboratories 

should select at least two areas of focus that 
may relate to disease and type of testing 
(germline, somatic, infectious disease), but no 
more than three to four to ensure  adequate 
focus and development of infrastructure 
that can handle testing within a reasonable 
time frame.  

   Requirements Gathering 
 Given the use cases, what resources and infra-
structure are needed to support them, from 
the point of ordering genomic tests to report-
ing results back to the ordering physician and 
associated electronic health records (EHR)? 
In addition, it is important to consider 
population- based aspects needed to interpret 
and improve testing, such as data warehous-
ing for population-based analyses in evaluat-
ing signifi cance of new variants and for the 
demonstration of outcomes per availability of 
genomic results. Other factors to evaluate 
include re-analysis of genomic data with 
respect to clinical triggering events, such as 
future patient visits or the need to “push” new 
and medically actionable fi ndings to clinicians 
as clinical evidence regarding the signifi cance 
of particular variants improves. Thorough 
gathering of requirements will touch not only 
upon the clinical information systems, but 
includes an evaluation of operational, logistic, 
and other resources needed to support end-
to- end processes.  

   Validation of Requirements 
 The validation of requirements is a necessary 
“sanity check” in the process, to evaluate the 
requirements and their capacity to be sup-
ported with available institutional resources 
and budgets. It is not uncommon for CLIA 
laboratories and institutions to revise the ini-
tial plans and scope to be in line with what 
existing resources and funding can facilitate.  

   Gap Analysis 
 Given the requirements, what systems and/or 
resources exist, and which need to be devel-
oped? Evaluate costs and resources associated 
with each, including costs associated with the 
purchase of new systems, as well as upgrades 
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to existing clinical information systems. After 
an initial gap analysis, reevaluate use cases 
and requirements, and iterate as needed to 
develop a fi nal plan that incorporates areas in 
which genomic testing can be accomplished 
in a manner that fi ts within institutional 
needs and available budgets and resources.  

   Functional Specifi cations 
 Functional specifi cations that include IT require-
ments in terms of software, hardware, and sys-
tems integrations need to be created (Fig.  18.1 ). 
The specifi cations will be part of the overall 
business, fi nancial, and operational plan. The IT 
components should also include needs for sup-
porting personnel including project managers, 
clinical systems analysts, database administra-
tors, system administrators, bioinformaticians, 
and additional supporting computational staff 
and statisticians. Support of technical platforms, 
software, and hardware must also be incorpo-
rated. Included in these analyses should be an 
understanding of requirements for attaining a 
break-even point and determining the return on 
investment derived from support of clinical 
research programs within or across institutions.  

   Timeline and Plan 
 It is important to generate a timeline for 
development and integration of resources, 
showing key milestones to be met and depen-
dencies across clinical, technical, and infor-
matics needs. 

 After undertaking all these activities, labo-
ratories and institutions may realize that 
starting with more complex forms of testing 
such as exome and/or genome analysis can be 
quite challenging, particularly if local exper-
tise and infrastructure do not already exist. 
Re-tooling of plans to focus on targeted areas, 
particularly where vendor kits and informat-
ics solutions may be leveraged to provide a 
more “black-box” platform, can be helpful, 
along with a goal to strategize for later plans 
to incorporate more complex forms of test-
ing. In this manner, more focus can be placed 
on ensuring that the needed IT systems and 
infrastructure are in place to support the ini-
tial forms of testing as well as the ones to be 
brought online at later dates.  

   LIS Versus LIMS: Understanding 
the Setting in Which CLIA 
Genomic Testing will Occur 
 Many institutions face the following chal-
lenges when implementing a plan for clinical 
genomic testing: (1) how to effectively lever-
age expertise and resources that may exist in 
a research core performing complex genetic 
testing, but that is not certifi ed as a CLIA 
laboratory [ 2 ], and (2) how to leverage exper-
tise and resources from the CLIA laboratory 
for testing that contains many items that are 
new and, in part, frankly foreign to many clin-
ical laboratories. On this latter point, evalua-
tions for infrastructure to support diagnostic 
testing will include understanding contribu-
tions from existing clinical laboratory infor-
mation systems (LIS) versus non-CLIA 
laboratory information management systems 
(LIMS) that may be encountered in research 
environments. 

 Whereas clinical LIS that specialize in sup-
porting complex genomic testing are now 
becoming commercially available [ 3 ,  4 ], these 
products remain external to the standard, 
vendor-based clinical LIS [ 5 ] that support 
high volume testing in clinical laboratories 
and anatomic pathology services. In imple-
menting programs for clinical genomic test-
ing, CLIA laboratories thus need to assess 
whether to internally develop needed com-
ponents, or consider purchasing a dedicated, 
“best in breed” LIS to support testing, and 
then focusing on systems integration with the 
main LIS.    Section  18.3  below goes into more 
detail regarding specifi c areas to evaluate. As 
shown in Fig.  18.2 , the interactions between 
the CLIA laboratory’s LIS and the infrastruc-
ture supporting clinical genomic testing can 
take a variety of forms:
    1.    The clinical LIS remains the system of 

record for data structures and processes 
that support the essential business process 
for CLIA testing, such as those regarding 
clients ordering tests, patient information, 
insurers, sample and test dictionaries, and 
fee codes/schedules. Under this scenario, 
the genomics LIS may operate fairly inde-
pendently of the clinical LIS but requires 
means to retrieve and update data struc-
tures maintained in the clinical LIS. In this 
manner, both systems share common data 
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structures and vocabularies, or ontologies, 
for ordering, testing, reporting, and 
billing.   

  2.    The clinical LIS handles the up-front busi-
ness process for test ordering and may 
handle additional steps including acces-
sioning and work listing. Thereafter, orders 
are communicated to the genomics LIS, 
optimally via messaging standards such as 
those developed by Health Level 7 (HL7) 
(  www.hl7.org    ) [ 6 ]. Receipt into the 
genomic LIS may require a separate acces-
sioning process upon receipt of the patient 

order, but subsequent downstream steps 
are handled within the genomics LIMS, 
including communication of fi nal results 
and reports.

      3.    The clinical LIS handles the initial and 
fi nal end points of genomic testing, cen-
tered around order receipt and return of a 
fi nal report to the ordering clinician and 
the EHR. Systems integration with the 
genomics LIS or LIMS defi nes operational 
and IT components needed to facilitate 
forwarding of needed sample and patient 
data for CLIA testing to occur, and return 

  Figure 18-1    Testing pathways and informatics system requirements for representative types of molecular 
testing       
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  Figure 18-2    Possible confi gurations for integrating the clinical LIS and the genomic LIS       

 



of results from the genomic analyses, 
which may include steps from the call of 
variants to return of a structured report 
that will be forwarded to the client.   

  4.    Both the clinical LIS and genomics LIS are 
completely separate, which can occur 
within a single institution, and is also the 
structure if leveraging genomic testing 
from an outside CLIA reference laboratory. 
In this situation, systems integration will 
focus on means to communicate orders 
and receive results from the testing lab.    
  Of note, laboratories and institutions fac-

ing a need to get LIMS and other non-CLIA 
resources to perform to CLIA specifi cations 
in support of clinical genomic testing can 
refer to the Next Generation Sequencing 
(NGS) section of the Molecular Pathology 
checklists [ 7 ] developed by the College of 
American Pathologists. These documents pro-
vide standards and quality parameters to be 
followed in validating clinical LIS and for 
implementing NGS in a CLIA environment.   

    Genomic Standards 
for Clinical Systems 
and Data Interoperability 

 While clinical genomics may still be in its 
infancy, international efforts have developed 
standards to support data and systems 
interoperability. Though still new and evolv-
ing, the following resources provide means to 
send, receive, and warehouse genomic data. 

   Gene-Level Calls and Coordinates 
 Efforts by many groups including the Human 
Genome Variation Society (HGVS; [ 8 ]), NCBI 
(  www.ncbi.nlm.nih.gov    ), EMBL (  www.embl.
de    ), and medical associations including the 
American College of Medical Genetics and 
Genomics (ACMG;   www.acmg.net    ), College 
of American Pathologists (CAP;   www.cap.org    ), 
and Association of Molecular Pathology (AMP; 
  www.amp.org    ) have developed and supported 
use of common nomenclatures for describing 
gene variants. At their simplest, these systems 
fi rst specify the location of a variant relative to 
its genomic  chromosomal position, location 
within a  coding sequence, and/or location with 

the resulting polypeptide chain of a protein. 
They next utilize standardized nomenclature 
to specify gene rearrangements, alternatively 
spliced transcripts, haploid phasing of variants, 
and reporting of copy number variants (CNVs). 
These baseline formats are leveraged in subse-
quent structures including the variant call for-
mat and in HL7 messages to communicate 
clinical data across systems. However, laborato-
ries should be aware that discrepancies may 
exist when considering nomenclature systems 
that focus on cytogenetic versus sequence or 
transcript-based positions. 

 Although the HGVS recommendations 
cover the broad range of common genetic 
alterations, new applications require contin-
ual expansion of the nomenclature. For 
example, whereas the nomenclature for 
describing translocations detected by karyo-
typic or FISH analysis is well defi ned by the 
International System for Human Cytogenetic 
Nomenclature, there is not yet a broadly 
accepted way for reporting translocations 
detected by NGS. A second necessary compo-
nent for standardized reporting is broadly 
agreed upon reference materials and data-
bases of known variants. Although the 
sequence of the human genome was declared 
complete in 2003, analysis and annotation of 
the sequence are still ongoing, with a refer-
ence annotation only completed in 2012, and 
one that is routinely updated [ 9 ,  10 ].  

   Genomic File Formats 
 A variety of standard fi le formats are utilized 
during genomic testing, from the .fastq and 
.bam fi le formats used to store sequence data 
in early stages of bioinformatics analyses, to 
the variant call format (VCF; [ 11 ]) that pro-
vides a commonly used format for the struc-
ture and reporting of variants identifi ed 
against a reference genome. By storing only 
the variants identifi ed against a reference, the 
VCF fi le greatly reduces the amount of infor-
mation that needs to be stored or communi-
cated. It has thus become a standard means 
for communicating variants, whether from 
targeted sequencing, exome- or genome-level 
analyses. 

 Used extensively within the 1000 Genomes 
Project the VCF format includes  metadata 
elements to store information regarding the 
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gene sequence and specifi c identifi ed variants. 
Variants are identifi ed by their genomic coor-
dinates relative to a defi ned reference genome. 
Version 4.0 of the format also includes qual-
ity information associated with the call of 
each variant, and fi ltering information if an 
external system or algorithm assigned specifi c 
information regarding the state or quality of 
the variant. While the format does not pro-
vide defi ned structures or methods for docu-
menting the pipelines used to perform 
analyses, this information may be captured in 
metadata fi elds or in the fi le header. As adop-
tion of clinical genomic testing increases, we 
anticipate that the VCF and underlying sup-
porting structures will become more devel-
oped to support widespread clinical testing.  

   Health Level 7 
 Health Level 7 (  www.hl7.org    ) is a nonprofi t 
organization that develops standards to sup-
port interoperability across healthcare systems. 
HL7’s Clinical Genomics working group has 
devised standards for communicating pedi-
gree data [ 12 ] and a structured Genetic Test 
Report (GTR; [ 6 ]). Both projects contain 
detailed specifi cations and implementation 
guides that may be downloaded from their 
website. While both are still relatively new and 
continue to evolve, they provide an interna-
tionally developed standard to communicate 
complex genomic information across systems. 

 The pedigree model provides a data stan-
dard to capture and communicate family rela-
tionships for a given patient, including diseases 
and genetic risk factors. A working example of 
the model has been implemented for the “My 
Family Health Portrait” website managed by 
the U.S. Surgeon General (  https://familyhistory.
hhs.gov/fhh-web/home.action    ). While broader 
adoption within commercial EHRs is being 
considered, such may require substantive 
alterations to data structures storing patient 
information, as well as addressing patient pri-
vacy and protection concerns under HIPAA. 
This latter concern largely relates to linking 
individuals within a medical database, if one 
or both parties have not explicitly given con-
sent to do so [ 13 ,  14 ]. 

 HL7’s GTR supports reporting of 
sequence-based variants, cytogenetics, and 
gene expression studies. Message structures 
include standard components for communi-

cating the ordering institution, clinician or 
practice, and patient demographic data. The 
“Test Details” section includes data structures 
to communicate reasons for testing (includ-
ing diagnostic codifi ed data), specimens sent 
for testing, as well as elements used by the 
testing laboratory in reporting variants or 
other fi ndings, interpretations, and additional 
supporting information to accompany 
reports. 

 Version 2 of the GTR, released in January 
2013, provides the capacity to link Logical 
Observation Identifi ers Names and Codes 
(LOINC; [ 15 ]) to genetic tests and reports, 
and has been piloted at various sites world-
wide [ 16 ,  17 ]. 

 Of note, the capacity for the Portable 
Document Format (PDF) to render health-
care data from embedded Extensible Markup 
Language (XML) [ 18 ] offers potential oppor-
tunity to store HL7 messages in these fi le for-
mats. The Healthcare PDF standard may thus 
provide a means for institutions to store mes-
sages in a format that can also generate a 
human-readable report. 

 As with any standard, HL7 alone does not 
provide the application layer needed to per-
form core functions once data are sent or 
received, but provides an essential compo-
nent for defi ning methods to communicate 
data across sites. In practice, most large CLIA 
laboratories and institutions have invested in 
teams and supporting IT infrastructure to 
implement and manage HL7 messages. As 
such, the availability of communication stan-
dards for genomic testing has the potential to 
reduce the time and effort required to other-
wise develop and maintain de novo processes. 
These standards also generally provide an 
improved capacity to scale as clinical testing 
and associated volumes of data to be commu-
nicated increase.  

   Standard Data Sources 
and Content 
 Several global projects aim to develop standards 
and content for the clinical interpretation of 
genomic variants. Whereas projects such as 
the Online Mendelian Inheritance in Man 
database (OMIM;   www.omim.org    ), the Kyoto 
Encyclopedia of Genes and Genomes 
(KEGG;   www.genome.jp/kegg/    ), and the 
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Catalog of Somatic Mutations in Cancer 
(COSMIC;   http://cancer.sanger.ac.uk/
cancergenome/projects/cosmic/    ) arose from 
research activities, these databases often 
provide content to CLIA laboratories that 
evaluate the signifi cance of genomic fi ndings. 
New initiatives, including ClinVar (  http://
www.ncbi.nlm.nih.gov/clinvar/    ) and My 
Cancer Genome (  http://mycancergenome.
org    ), aim to provide additional curation and 
a “CLIA- grade” tool through which laborato-
ries may communicate variants identifi ed as 
well as contribute supporting evidence 
regarding the interpretation of variants. As 
the fi eld progresses, vendor solutions that 
aggregate or license defi ned content will also 
become more widely available.   

   Factors to Consider within 
the CLIA Laboratory that 
Performs Genomic Testing 

 Various features of the standard LIS may be 
leveraged to support genomic testing. Box 
18.1 highlights many of these components. In 
contrast, genomic testing typically requires a 
number of items that are new to the technical 
and IT staff within a CLIA laboratory. These 
latter areas, detailed in Box 18.2, are where 
infrastructure, resources, and personnel need 
to be developed to support the associated 
activities.   

   Clinical Systems Supporting 
Order Entry of Genomic Tests 
 Whereas orders for genomic tests share many 
aspects with orders routinely placed for other 
forms of patient testing, several properties 
merit special attention. A fi rst consideration 
regards determining when testing is war-
ranted. Particularly in the case of germline 
testing, the decision to test relies upon inte-
grating data from the patient’s medical 
 history, clinical examination, and laboratory 
fi ndings with pedigree information. Without 

 Box 18-1  LIS FEATURES TO BE 
LEVERAGED IN GENOMIC 
TESTING 

 –     Data structure to support business processes 
for diagnostic testing.  

 –   Support for order entry and interfacing with 
order entry functions in an electronic health 
record (EHR).  

 –   Sample accessioning and tracking.  
 –   Test ordering and worklisting.  
 –   Management of quality control (QC) and qual-

ity assurance (QA) processes.  
 –   Receipt of results, including interpretation.  
 –   Billing triggers to assist in billing for testing.    

 Box 18-2  NEW INFORMATION SYSTEM 
REQUIREMENTS TO CONSIDER 
IN GENOMIC TESTING 

 –     Decision support to guide clinicians in the 
ordering of genomic tests.  

 –   Capturing of additional data at the point of 
ordering genomic tests, such as additional 
patient consent, pedigree  information, or 
other factors such as tumor cellularity.  

 –   Managing complex technical and quality con-
trol steps including library preparation, bar-
coding, and multiplexing of samples.  

 –   Linking to and managing bioinformatics pipe-
lines, including version control, and monitoring 
of pipeline performance for individual patient 
cases and across sequencing runs.  

 –   Developing and managing CLIA-grade con-
tent for interpreting and reporting genomic 
results.  

 –   Integrated reporting of genomic information 
with other phenotypic analyses including 
 histopathologic and/or clinical laboratory 
biomarkers.  

 –   Developing data storage resources for 
genomic information, both for ready retrieval 
of information when needed, as well as to 
meet any medico-legal and associated state or 
local laws regarding the storage of clinical 
data.  

 –   Leveraging genomic data in clinical decision 
support.  

 –   Potential need to reevaluate genomic datasets 
on a periodic basis, relative to defi ned clinical 
triggers such as a patient visit or push of new 
information regarding variants that are medi-
cally actionable.  

 –   Data warehousing of genomic results to sup-
port evaluation of unknown variants and 
improve test panels.    
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a centralized mechanism for routinely enter-
ing and communicating these data in a struc-
tured manner, opportunities to make a 
genetic diagnosis may be missed. In the case 
of cancer testing for somatic variants, analy-
ses may be conducted under a research pro-
tocol, or complex genomic analyses may only 
be considered after initial screening tests that 
use phenotypic markers or focused molecu-
lar diagnostic tests. These factors need to be 
communicated to the ordering clinician, and 
appropriate pre-existing information needs 
to be relayed back to the laboratory to direct 
testing, especially when multistep algorithms 
are in place. 

 In addition, the mechanism by which a 
given gene or genetic region can be tested can 
also infl uence how the test may be ordered. 
Unlike most clinical lab tests, in which the 
specifi c technique is a clear component of the 
test, genomic testing may require, as an exam-
ple, sequencing multiple regions of the 
genome while being cognizant of the intrinsic 
limitations of the assay’s technology, such as 
the inability to detect structural variations or 
disambiguate sequence from pseudogenes. 
While many of these processes may remain 
internal to the laboratory as testing for  specifi c 
patient cases progresses, testing of certain 
genomic regions may also require that the 
ordering physician and supporting personnel 
be informed of such aspects at the time of 
ordering. 

 To fully address these issues, order entry 
systems are an essential part of the clinical 
workfl ow for genomic testing. Genetic test 
ordering benefi ts from order entry systems 
that provide the means to search and com-
pare available assays and link into decision 
support tools to aid with the selection and 
ordering of appropriate tests that are sup-
ported by medical evidence [ 19 – 21 ]. Ideally, 
this process could even be automated. For 
example, patients exhibiting abnormal 
responses to pharmacologic therapy could be 
automatically fl agged for evaluation of drug 
metabolism enzymes. Most importantly, such 
systems free clinicians from the burden of 
maintaining detailed knowledge about indi-
cations for both common and rare genetic 
tests, while providing ready access to 
resources that allow them to tailor possible 
testing to a patient’s individual scenario [ 22 , 

 23 ]. Notably, although such clinical decision 
support systems are not yet widely imple-
mented, they are among the most requested 
EHR functions related to genomic medicine 
with the ultimate aim of improving personal-
ized health care [ 21 ].  

   Specimen Identifi cation 
and Tracking for Genetic Tests 
 Although most clinical LIS are well equipped 
for tracking a wide variety of specimen types, 
including those routinely used for genetic 
testing, several accommodations need to be 
made for genetic testing. One critical require-
ment is tracking of the patient materials used 
for testing, particularly in the case of cancer 
diagnosis where multiple samples may be 
sent for molecular and phenotypic analyses. 
For solid tissue specimens, testing is routinely 
performed on a subset of the available mate-
rial, typically a portion of a single paraffi n 
block. Testing may also include solid tissue 
and fl uid samples, such as for B cell clonality 
assays that could be performed on blood, 
cerebral spinal fl uid (CSF), and tissue, where 
comparison of results across sites may be crit-
ical in guiding therapeutic decisions. 
Therefore, reports for such cases need to 
include an unambiguous statement about 
what material was used for testing. For cancer- 
based testing, the adoption of automated, 
whole-slide imaging systems can facilitate the 
documentation of material used for testing by 
creating a permanent, high resolution record 
of the exact material that was used, even if 
the material on the original slide is consumed 
to accomplish the testing. 

 In addition to tracking input material for 
testing, systems for tracking genetic test 
material need to have fl exible and robust 
capabilities for handling samples that fail 
testing or are judged to be technically inad-
equate for analysis [ 19 ]. In each case, the 
laboratory’s information system must be 
able to identify when cases have not passed 
quality control checks and divert them for 
appropriate handling. A fi nal consideration 
for material tracking is the archiving and 
storage of samples after testing. Although 
not all samples are necessarily retained by 
the laboratory, some forms of testing includ-
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ing chimerism and clonality analyses can rely 
critically upon the ability to re-test previ-
ously analyzed samples. Furthermore, testing 
of paternity and of extended familial pedi-
grees often warrant storing tested samples 
beyond a specifi ed time after reporting the 
fi nal results. Management of such long-term 
storage is frequently not incorporated effec-
tively in clinical LIS. Although numerous 
commercial software packages can handle 
many of these tasks individually, there is lim-
ited integration between these systems and 
LIS. However, as the volume and complexity 
of genetic testing grow, the capabilities of 
these programs should increase and their 
ability to link to other LIS packages should 
strengthen.  

   LIS Tracking of Consents 
and Results Reporting 
 Several additional types of information 
unique to genetic testing often need to be 
managed within clinical laboratory systems 
[ 24 ]. Genetic testing may require additional 
consents beyond those obtained for routine 
clinical testing [ 25 ]. In addition to simply 
tracking patient consents, the LIS may also 
be called upon to track multiple types or 
levels of consent for a given test. As testing 
platforms based on NGS become more 
prevalent, results frequently include fi nd-
ings of unknown medical signifi cance. Some 
tests may also identify incidental fi ndings 
that are not directly related to the initial 
disease in question but which nevertheless 
may be medically informative for the 
patient. Different patients may have distinct 
preferences about being informed of such 
results. To address this possibility, recently 
proposed recommendations for informed 
consent prior to performing whole-genome 
sequencing have advocated a category-based 
model for disclosing different classes of 
fi ndings [ 26 ], though the degree to which 
CLIA  laboratories implement these levels 
depends upon local and institutional views 
of genomic testing and use of results. 
However, the LIS may have to track which 
results should be released to the patient 
based on information documented in the 
consent forms [ 26 ,  27 ]. In addition, as 

genetic data from a patient may be periodi-
cally reevaluated by more  sophisticated 
algorithms drawing from updated knowl-
edge bases, the amount and nature of new 
information may be quite different from 
that for which informed consent was ini-
tially obtained. Not only will consents need 
to be designed broadly enough to account 
for new information from periodic reevalu-
ation, but the clinical infrastructure in CLIA 
laboratories may be called upon to alert cli-
nicians that new results are available for 
their patient [ 26 ]. 

 Proper interpretation of genetic tests may 
also require information about multiple 
individuals from the family pedigree to be 
associated with the individual being tested, 
particularly from the parents and siblings of 
a patient [ 28 ]. This information may include 
the approval to provide the results of testing 
to other family members. In these situations, 
multiple specimens from different individu-
als may need to be linked within the infor-
mation system so that they are tested and 
analyzed together before the release of a 
single report to the patient’s EHR. The 
necessity of linking multiple patients to a 
single patient record is a rather unique 
requirement of genetic testing and is con-
ceptually different from the standard one-
to-one relationship between patients, 
specimens, and results that underlines tradi-
tional LIS design. In fact, commercial LIS 
do not readily handle receipt of supporting 
samples under the individual who provided 
them. Rather, in most CLIA laboratories 
additional samples may be accessioned 
under the primary patient, with additional 
fi elds added to uniquely identify the indi-
vidual and their relationship with the 
patient being tested.  

   Standardized Report Formats 
for Genetic Tests 
 Traditionally, the LIS reports results in a 
highly structured and standardized format, 
though free-text elements in a narrative for-
mat may occur. Although genetic results 
typically contain a mixture of structured 
data, such as the precise genomic location of 
an identifi ed mutation, and unstructured 
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data, such as a text-based interpretation of 
the results, this information is typically 
reported into the EHR in an unstructured 
format. However, as the amount and com-
plexity of genetic tests increase, it will be 
necessary to adopt a standardized and struc-
tured template for reporting results [ 21 ,  29 ]. 
Structured data will not only facilitate com-
paring and transmitting results among pro-
vider systems, but are also essential to enable 
downstream algorithms and tools to provide 
decision support to clinicians and patients 
[ 30 ]. Additionally, structured reporting also 
facilitates the warehousing of genomic infor-
mation, to create knowledge bases for devel-
oping content as well as to enhance 
laboratory quality control programs that 
monitor new and previously encountered 
variants. As described above, several stan-
dards are being adopted to facilitate struc-
tured and standardized reporting. Efforts to 
identify and categorize normal variants and 
disease causing alterations are still evolving 
rapidly [ 31 ]. Therefore, it is essential for 
molecular reports to include detailed infor-
mation about the reference material used, as 
changes to the reference sequence or anno-
tated functional information could poten-
tially alter test interpretation. Finally, it will 
be important for structured reports to indi-
cate the method used for analysis, because 
multiple methods may be applicable when 
testing a given region of the genome [ 29 ]. 
Although Current Procedural Terminology 
(CPT) codes exist for many molecular diag-
nostics assays and although these have been 
recently updated to better refl ect current 
testing practices, they frequently lag behind 
the introduction of new technologies for 
genetic testing. Additionally, as they are pri-
marily designed for billing needs, they may 
not be able to capture the necessary details 
about how a test was performed, particularly 
as bioinformatics and computational analy-
ses play an increasing role in the reporting of 
molecular results. Additional medical 
nomenclature systems such as the 
Systematized Nomenclature of Medicine- 
Clinical Terms (SNOMED-CT), Logical 
Observation Identifi ers Names and Codes 
(LOINC), and the Unifi ed Medical Language 
System (UMLS) may be necessary to suc-
cinctly and unambiguously communicate 
testing and analysis methodologies.   

   Factors That Involve but, by 
Necessity, Extend Beyond 
the CLIA Laboratory, 
Including Data 
Warehousing, Integrated 
Reporting Across Diagnostic 
Specialties, Decision 
Support Tools, and Effective 
Warehousing of Genomic 
Information 

   Integrated Reporting with Other 
Anatomic Pathology and Clinical 
Laboratory Data 
 Although some molecular assays represent 
independent laboratory studies, many begin 
with pre-existing specimens, that have simul-
taneously undergone non-genetic testing in 
anatomic or clinical pathology laboratories. 
As such, the clinical value of the molecular 
data only becomes apparent when inter-
preted in the context of the other nonmolec-
ular laboratory data for the specimen. Beyond 
the realm of certain complex anatomic 
pathology cases, typically hematopathology 
and soft tissue pathology, the ordering clini-
cian has traditionally borne the burden of 
integrating disparate and potentially asyn-
chronously provided results (Fig.  18.3a ). 
However, as the breadth of molecular testing 
grows, and its interdependence with other 
laboratory results increases, the capacity to 
integrate molecular and nonmolecular fi nd-
ings becomes increasingly important and 
implementation will fall to the clinical diag-
nostic laboratory. 

 Cases involving simple and routine data 
integration have the potential to be handled 
within the LIS, particularly to integrate 
genomic fi ndings with pertinent phenotypic 
markers that have also been performed in the 
clinical molecular diagnostic laboratory. For 
example, patients with HIV who receive 
highly active anti-retroviral therapy (HAART) 
undergo routine monitoring of their viral load 
and CD4+ T-cell counts. They may also 
undergo periodic HIV genotyping, per defi ned 
changes in clinical status, to assess develop-
ment of anti-retroviral drug resistance in the 
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underlying population of HIV virions. These 
frequently repeated and highly standardized 
results could be integrated within a standard 
report format in the LIS to better facilitate 
longitudinal assessment of response to therapy 
and continued management. This approach 
integrates the molecular data with important 
phenotypic markers, providing an improved 
context in which to assess the meaning and 
validity of fi ndings, and their integration in the 
overall clinical status of the patient. 

 As another example, a similar approach 
could be employed for monitoring glucose 
control in patients with type 2 diabetes by 
leveraging pharmacogenomic markers predic-
tive of drug responsiveness with phenotypic 
markers of glycemic control. Pharmacogenomic 
studies have recently identifi ed polymor-
phisms in genes affected by sulfonylureas that 
can predict an individual’s response to treat-
ment with these drugs [ 32 ]. Beyond guiding 
initial therapy selection, the patient’s geneti-
cally predicted sensitivity profi le to different 
drug classes could be retrieved within the LIS 
and integrated with periodic glucose and 
hemoglobin A1c data to predict an expected 
response to sulfonylurea treatment as a com-
parison with the patient’s actual response, and 
as a measure of treatment compliance [ 33 , 
 34 ]. Such an integrated report would be espe-
cially helpful in tracking the progression of 
type 2 diabetes and would have the capacity 
to assist in the selection of personalized ther-
apy per the patient’s  underlying genetic back-
ground and current phenotypic presentation 
of the disease. 

 In more complex cases, molecular data will 
need to be structured and managed in the LIS 
in a manner that facilitates integration with 
other types of pathology information. Such 
will often be the case with somatic mutation 
analyses of tumors, where the dataset from 
diagnostic testing in pathology laboratories 
often includes histopathological assessment, 
phenotypic biomarkers, SNPs, and more com-
plex molecular tests. In the past, molecular 
results for tumor specimens have typically 
been reported in an isolated fashion either as 
addenda to already fi nalized surgical pathol-
ogy reports or as completely separate reports 
released into the medical record [ 35 ]. 
However, two related trends in tumor biology 
are driving the need for integration of ana-
tomic pathology data. First, molecular altera-

tions are increasingly defi ning tumors and 
tumor subtypes, as well as aid in the selection 
of therapies. For example, recent guidelines 
from the College of American Pathologists 
for reporting ancillary biomarker studies for 
lung and colorectal adenocarcinomas under-
score the importance of molecular data in the 
standard characterization for these tumor 
types [ 36 ,  37 ]. Indeed, information such as 
the key driver mutation for a lung adenocar-
cinoma may be one of the single most impor-
tant results that an oncologist wishes to 
obtain from a surgical pathology specimen, 
given the evidence supporting its use in 
selecting pharmacologic therapy. Therefore, 
this information will need to be clearly con-
tained within an integrated report for the 
specimen in much the same way that data 
necessary for cancer staging are routinely 
included in surgical pathology reports.  

A second aspect driving integrated report-
ing is the recognition that many types of 
molecular data cannot be interpreted mean-
ingfully in the absence of additional pathol-
ogy data. The signifi cance of the same 
mutation in a given gene may vary widely 
depending upon the type of tumor in which 
it is detected [ 38 ]. This context dependence 
is extremely important for many NGS assays 
on tumors, for which the fi nal interpretation 
is closely linked to the original tumor type. 
Simply reporting that a tumor has a muta-
tion in  KRAS  provides limited information 
without the interpretative context of the 
associated tumor type. Finally, the sheer 
amount of data derived from evaluating 
many tumors with complex assays begins to 
exceed the point at which manual review 
and synthesis of fi ndings can be supported in 
any scalable capacity. The pathologist there-
fore plays an essential role in providing med-
ical direction and supervision regarding 
needed data integration and reporting 
(Fig.  18.3b ).

      Data Warehousing 
 In generating genomic results for the individ-
ual patient, testing laboratories and institu-
tions should plan to warehouse the information 
aggregated across cases and populations tested 
[ 22 ]. Key reasons include means to mine the 
information when evaluating new variants, to 
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identify their prevalence in certain popula-
tions, and/or to assess clinical outcomes. The 
retrospective datasets can also be leveraged in 
ongoing CLIA laboratory quality assurance 
(QA) and quality improvement (QI) activi-
ties. The warehoused information also pro-
vides an invaluable resource to support active 
research programs, including translational 
activities needed to assess new or unknown 

variants and develop the medical evidence 
regarding their use in patient care [ 39 – 41 ]. 

 Whereas many open-source and commercial 
applications have been developed to warehouse 
genomic information [ 41 ,  42 ], the evaluation of 
what system, or systems, to use needs to con-
sider existing institutional resources and exper-
tise, underlying funding, and continuing support 
to maintain the infrastructure. 

  Figure 18-3    The standard pathology reporting workfl ow and a proposed mechanism for implementing inte-
grated reporting in the LIS. EHR electronic health records       
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 In most healthcare institutions, pathology 
information systems contribute more than 
half of all data transactions into an 
EHR. Considering the volume of clinical lab-
oratory and other high-throughput forms of 
testing, this dataset provides a rich source of 
phenotypic information, and is commonly 
the most structured and codifi ed in health-
care systems. In spite of the amount and rich-
ness of pathology data, the means to store 
and effectively warehouse genomic informa-
tion within the EHR frequently requires 
resources outside of the pathology depart-
ment or Clinical Laboratory, in part due to 
the fact that current commercial LIS are not 
optimized to generate and manage genomic 
data. Thus, at an institutional level, it is 
important that pathologists actively partici-
pate in the planning and development of 
resources to warehouse genomic informa-
tion, including the tools used to leverage it 
for basic, translational and clinical activities 
(Fig.  18.4 ).

      Decision Support 
 Until recently, and due largely to the non- 
multiplex nature of many early molecular 
assays, most genetic test results were inter-
preted in a manner comparable to single ana-
lyte results. While this strategy can work for 
highly penetrant genetic variants with 
defi ned phenotypes and associated medical 
evidence supporting their use in clinical care, 
this method proves suboptimal when evalu-
ating multi-gene interactions and the need to 
present complex information to clinicians 
[ 43 ]. To meet this need, clinical decision sup-
port systems (CDSS) are being adapted to 
incorporate genetic results. CDSS are 
uniquely suited to analyzing genomic medi-
cine information because of the absolute 
amount of information generated, the highly 
structured nature of the genetic results, and 
the rapidity with which our knowledge and 
interpretation of genetic variants is increas-
ing [ 20 ,  44 ]. These systems commonly lever-

  Figure 18-4    Mechanism for incorporating research data with clinical outcomes to improve clinical decision sup-
port systems. CDS clinical decision support, EHR electronic health records       
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age population-based knowledge bases to 
provide prevalences and prior information 
regarding genotype–phenotype relationships 
for a given disease, with sets of clinical rules 
or criteria to generate recommendations for 
clinical action (Fig.  18.5 ).

   Notable examples where CDSS have 
proven useful in linking genomic information 
with clinical outcomes are in the areas of 
pharmacogenomics and cancer management 
[ 43 ]. In pharmacogenomics, many genomic 
variants have been identifi ed that can predict 
the likelihood of overall drug effectiveness 
and the potential for adverse drug reactions. 
Such systems are now increasingly used to 
optimize dosage of drugs with narrow thera-
peutic ranges, minimizing adverse drug reac-
tions, as well as selecting optimal therapy 
based on the patient’s genetic background 
[ 45 – 47 ]. Though early in their development, 
a number of CDSS systems have also been 
developed to aid in cancer risk reduction and 
cancer management [ 43 ,  44 ] using genetic 
information. Finally, whereas many of these 

currently available CDSS tools are widely 
applicable and show substantial benefi t to 
patients, most operate from a relatively lim-
ited knowledge base and set of rules. More 
sophisticated systems are emerging that draw 
from broader and more deeply curated 
knowledge bases, to enable highly complex 
analyses and interpretations. For example, 
IBM’s Watson health system, developed in 
collaboration with Memorial Sloan-Kettering 
Cancer Center, is designed to provide diag-
nostic and treatment recommendation for 
cancer patients by merging knowledge from 
clinical experts with molecular and genomic 
data, along with outcomes from cancer case 
histories (  http://www-03.ibm.com/innovation/
us/watson/watson_in_healthcare.shtml    ). 
While the system is designed to enhance the 
dissemination of practice-changing research 
to nonexperts, a process which can frequently 
take more than a decade, it will also function 
as a much broader platform for guiding deci-
sions in oncology, providing clinicians with a 
continuously updated set of treatment rec-

  Figure 18-5    Clinical decision support system function and required inputs in ongoing practice       
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ommendations that are shaped by genomic 
data streams and refi nements in clinical 
guidelines. 

 Regardless of the form that CDSS take, 
they share common informatics require-
ments when interacting with LIS. First, 
genomic information needs to be reported in 
a machine-readable format in a defi ned loca-
tion, and not just released as human-viewable 
free text results in the EHR [ 40 ]. Utilization 
of a system such as the HL7 Clinical Genomic 
messaging standard or Clinical Bioinformatic 
Ontology (CBO) will likely be necessary to 
unambiguously communicate genetic data 
between reporting systems and the decision 
support engine [ 30 ]. Analogously, additional 
nongenetic information will also need to be 
accessed by the decision support engine to 
provide context for the evaluation of the 
genetic result [ 22 ]. Whereas existing stan-
dards may be adequate to convey a subset of 
this information, it will also be necessary to 
use a controlled vocabulary to defi ne patient 
phenotypic data so that they can be uniformly 
accessed and understood by the clinical deci-
sion engine. Programs such as the Electronic 
Medical Records and Genomics (eMERGE) 
Network and PhenX (Consensus Measure 
for Phenotypes and Exposures) have begun 
to standardize the collection and annotation 
of phenotypic information for use in genome- 
wide association studies, but could also pro-
vide a phenotypic reporting system that would 
easily be adapted to CDSS use [ 48 ,  49 ].  

 CDSS implementation also requires access 
to knowledge bases that document and link 
genotype and phenotype relationships for 
the disease or medical process of interest. 
Although the knowledge bases utilized by 
CDSS thus far have typically been purpose- 
built, databases such as ClinVar and efforts 
such as the Clinical Pharmacogenomics 
Implementation Consortium (  http://www.
pharmgkb.org/page/cpic    ) may eventually 
evolve to act as integrated repositories con-
taining structured genotype–phenotype data 
that can support automated decision engines. 
A separate, but closely related resource also 
required for CDSS is a rule set for generat-
ing a recommendation based on the patient 
data and genotype–phenotype knowledge-
base. Although rule sets may be based upon 
accepted standards for treatment of differ-

ent conditions, these standards will need to 
be translated and stored in machine readable 
structures. Additionally, they will need to be 
customized and validated at a hospital level 
to ensure compatibility with established insti-
tutional workfl ows. Common frameworks 
for representing CDSS rule sets are not yet 
available, but collaborations such as Health 
eDecisions (  www.healthedecisions.org    ) are 
being developed to provide a common syn-
tax for CDSS rules. Finally, clinical decision 
support systems will need to be structured 
in a way that permits the information con-
tained within them to be rapidly updated 
and validated as new genetic data accumulate 
and therapeutic options and prognostic data 
evolve. Even though the implementation of 
clinical decision support systems requires sev-
eral new bioinformatics and computational 
tools, many of these resources may be reused, 
furthering the adoption of CDSS once stan-
dards are in place. 

     Conclusions 

 Genomic datasets present new challenges to 
clinical laboratories, pathology departments, 
and healthcare institutions, particularly in 
providing a wealth of data for which evi-
dence is often lacking regarding their appli-
cation to clinical care. Clinical LIS provide 
an essential set of systems to facilitate order-
ing, testing, and communication of medi-
cally relevant information, yet also need to 
provide mechanisms by which fi ndings of 
unknown signifi cance can undergo future 
evaluation and be warehoused to aid in pop-
ulation-based analyses of fi ndings. At an 
institutional level, major systems integration 
together with the development of new sys-
tems is frequently needed to enable clinical 
decision support that adequately utilizes 
genomic data. Broader adoption of elec-
tronic health records and incorporation of 
new technologies that leverage new compu-
tational models and means to store and 
transmit data will improve our capacity to 
harness this information, as well as handle 
anticipated large datasets from other forms 
of diagnostic testing. Regardless of the test-
ing modality to be considered,  standard 
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methods for developing pathways to imple-
ment complex plans, with a focus on using 
robust standards when available, can assist 
with providing needed systems integration 
and can facilitate appropriate utilization of 
such resources.     
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        Introduction 

 Over the past decade we have seen a rapid 
rise in the number of clinically relevant 
molecular diagnostic assays accompanied by 
increasingly sophisticated technologies and 
complexity of generated data. This develop-
ment has been driven in part by the discovery 
of the molecular underpinnings of disease. 
Relatively simple genotyping assays designed 
to detect a single allelic variant in one gene, 
such as  F5  c.1601G > A (p.Arg534Gln) or 

Factor V Leiden, advanced to genotyping 
panels within one gene. The American 
College of Medical Genetics and Genomics 
(ACMG)/American Congress of Obstetricians 
and Gynecologists-recommended panel of 23 
mutations for cystic fi brosis screening is an 
example of the latter [ 1 ]. Further knowledge 
led to assays involving multiple mutations in 
multiple genes, such as the pathogenic vari-
ants in sarcomere proteins associated with 
hypertrophic cardiomyopathy [ 2 ] or the 
molecular stratifi cation of lung adenocarci-
noma used to predict response to targeted 
therapies [ 3 ,  4 ]. We are now entering an era 
of even greater complexity (and uncertainty) 
with the clinical application of exome or 
genome sequencing. Throughout this time, 
molecular pathologists and molecular geneti-
cists have developed and implemented diag-
nostic assays following guidelines for quality 
assurance and test reporting issued by the 
College of American Pathologists (CAP), the 
ACMG, and the Association for Molecular 
Pathology (AMP). In this new era of high- 
throughput sequencing (“next-generation 
sequencing”), there are yet no universal stan-
dards for clinical reporting. This chapter 
reviews the challenges inherent in generating 
and delivering rational, informative genomic 
clinical reports and highlights emerging 
solutions.  
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   Reporting of Single Gene 
or Gene Panel Results  

 Genotyping or targeted sequencing assays are 
designed to interrogate single-nucleotide 
variants (SNVs) or small indels with  known  
phenotype–genotype correlation. In these 
assays, the clinical report should follow rec-
ommended guidelines of reporting and 
include laboratory, patient, and sample iden-
tifi ers, the results indicating that the tested 
mutation is detected or not using standard-
ized gene nomenclature and provide analyti-
cal and clinical interpretations with 
appropriate documentation from the medical 
literature [ 5 ]. Proceeding to single-gene 
sequencing or gene panel sequencing created 
the Pandora’s box of variants of unknown sig-
nifi cance (VUS), which are DNA variants 
that have not been reliably characterized as 
benign or pathogenic. Conventional genetic 
approaches, using segregation of the variant 
with disease in large family studies with 
affected individuals, are effective for assessing 
the signifi cance of a VUS. This is particularly 
powerful for high-penetrance, rare variants. 
Unfortunately, this method is not applicable 
in the evaluation of most VUS. Some VUS 
have been characterized as pathogenic using a 
combination of clinical data and in vitro or 
animal model experiments that were con-
ducted to prove biologic relevance, but this 
approach is diffi cult and not readily applied. 
Alternatively, for VUS in protein-coding 
exons, the pathogenicity may be predicted by 
using bioinformatic tools to assess evolution-
ary conservation and variants’ effects on pro-
tein structure [ 6 – 8 ]. The predictive power of 
these tools is quite variable and may not cor-
relate with clinical disease in humans. There 
is also a risk of over-interpretation of patho-
genicity due to limited understanding of con-
textual information, such as biologic modifi ers 
[ 9 ]. In addition, it can be just as diffi cult to 
prove that a variant is benign as it is to prove 
that it is pathogenic. Common variants in 
minority populations have not yet been well 
defi ned, further confounding interpretation 
because variants annotated as pathogenic 
may be SNVs in minority populations. This 
issue is being addressed through the 1000 
Genomes Project (  http://www.1000genomes.
org     last accessed April 13, 2013). For clinical 

reporting, ACMG has recommended six lev-
els for interpretation of sequence variants 
which communicate the certainty of the clin-
ical signifi cance of the variant [ 7 ] (Table  19.1 ).

   Several databases are available to assist in 
interpreting VUS (e.g., UCSC Genome Bio-
informatics Database and tools (  http://www.
genome.ucsc.edu     last accessed April 15, 
2013), Ensembl Genome Browser (  http://
useast.ensembl.org/index.html     last accessed 
April 15, 2013), and 200 Exomes [ 10 ]). 
However, most public databases are not of 

   Table 19-1     Interpretive Categories of 
Germline Sequence Variations   

 Category 
 ACMG 
recommendations  Description 

 1  Sequence variation is 
previously reported 
and is a recognized 
cause of the disorder. 

 Pathogenic 

 2  Sequence variation is 
previously 
unreported and is of 
the type which is 
expected to cause 
the disorder. 

 Likely 
pathogenic 

 3  Sequence variation is 
previously 
unreported and is of 
the type which may 
or may not be 
causative of the 
disease. 

 Unknown 
signifi cance 

 4  Sequence variation is 
previously 
unreported and is 
probably not 
causative of the 
disease. 

 Likely benign 

 5  Sequence variation is 
previously reported 
and is a recognized 
neutral variant. 

 Benign 

 6  Sequence variation is 
not known or 
expected to be 
causative of disease, 
but is found to be 
associated with a 
clinical presentation. 
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clinical grade and contain errors. NCBI 
dbSNP Short Genetic Variations (  http://www.
ncbi.nlm.nih.gov/projects/SNP/     last accessed 
April 27, 2013) is a highly utilized public 
database of DNA sequence variation that is 
used to remove common variants in high-
throughput sequencing data analysis. However, 
many entries lack population frequency 
information or are based on studies with few 
individuals [ 11 ]. dbSNP is not curated and is 
known to contain pathogenic variants. In 
2008, Won et al. showed that 8 % of dbSNP 
(build 126) sequence variants were also pres-
ent in the Human Gene Mutation Database 
(HGMD,   http://www.hgmd.cf.ac.uk/ac/index.
php    , last accessed May 15, 2013) [ 11 – 14 ] 
highlighting the need for caution when using 
public databases for clinical annotations. Tong 
et al. have shown that a high frequency of 
inaccurate variant annotations were associ-
ated with variants discovered prior to the fi rst 
human genome map and standardized coordi-
nates [ 15 ]. This problem will be resolved with 
full adoption of nomenclature standards, spe-
cifi c reference to the genome build versions 
in annotation reports, and efforts to standard-
ize clinical annotations of the genome [ 16 ].  

   Reporting of Whole-Exome 
and Whole-Genome 
Sequencing Results  

 With the decrease in cost of “whole” exome 
(WES) and “whole” genome sequencing 
(WGS), there has been a push to move from 
multi-gene panels to these more cost- 
effective approaches for clinical care. With 
gene or gene panel testing, the genes are 
selected because they are known to be impli-
cated in a disease or infl uence therapeutic 
options. The test is ordered to address a spe-
cifi c clinical question. The comprehensive 
data generated by WES or WGS inherently 
includes a discovery process because only a 
small proportion of the data can be ratio-
nally associated with disease using current 
knowledge. Therefore, the challenge is to 
determine how much of the data will be 
reported in a clinical setting. There are sev-
eral different approaches. One is that bioin-
formatic data analysis identifi es all variants, 

but only those known to be associated with 
the  disease in question are fully analyzed, 
interpreted, and reported. Alternatively, in 
addition to gene variants known to be rele-
vant to the patient’s disease, all gene variants 
known to be associated with human disease 
that are medically actionable and analyti-
cally verifi ed are reported. For the latter, it is 
critical to set the bar high to minimize 
reporting of variants as pathogenic, which 
may later turn out to be benign. A third 
approach is to view the data as a resource 
that could be interrogated over the life of 
the patient as different medical needs and 
conditions develop [ 17 ]. 

 Another challenge raised by WES/WGS is 
deciding what to do with the data after 
reporting. The data can be stored and avail-
able for future interrogation as new informa-
tion emerges. In keeping all of the data, should 
the laboratory be responsible for reviewing 
and submitting updated reports on all 
archived cases when new variant–phenotype 
correlations are discovered and vetted? This 
would be most diffi cult to consistently 
achieve without an appropriate information 
technology infrastructure [ 18 ]. In addition, 
there is no clear mechanism for payment of 
reanalysis at this time. Due to the expense of 
data storage and the rapid change in technol-
ogy, it may be more cost effective and easier 
to repeat the testing from the start rather 
than store data. 

 It is important to understand the techni-
cal limitations of the utilized assay prior to 
generating a report. The high-throughput 
short sequence reads are aligned to a refer-
ence genome, a best estimate of the gene 
sequence is determined (base calling), and 
variants are identifi ed. The variants are fi l-
tered bioinformatically in order to generate 
a candidate list of pathogenic variants. To 
critically analyze the candidate list, one must 
be fully cognizant of how the data were fi l-
tered to know what type of variants may or 
may not have been detected. In addition, 
one must understand the sequencing meth-
odology (e.g., capture design) and quality 
metrics of the sequence reads (how well 
individual regions are sequenced) to gener-
ate an informative report. The patient (and 
clinician) must also understand the limits of 
the testing and its interpretation through the 
consenting process.  
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   Reporting of Cancer Test 
Results  

 The classifi cation of cancer has been trans-
formed by the discovery of specifi c cytoge-
netic and molecular aberrations that identify 
biologic subgroups of neoplasms within those 
previously grouped and classifi ed according 
to histologic type. Recurrent genetic translo-
cations that defi ne subgroups of acute 
myeloid leukemias (AML) in the WHO clas-
sifi cation are prognostic and frequently pre-
dictive. They are also often associated with 
characteristic morphologic and immunophe-
notypic features [ 19 ]. For karyotype normal 
AMLs, mutations in  NPM1 ,  FLT3 , and 
 CEBPA  provide important prognostic infor-
mation to guide therapy [ 20 ]. The advent of 
targeted therapy has further advanced cancer 
molecular diagnostics by identifying “driver” 
mutations inherent in the pathogenesis of the 
specifi c cancer types that are also sensitive to 
inhibitory therapy. The  BCR – ABL1  fusion 
gene encoded by t(9:22)(q34;q11.2) is the 
driver of chronic myelogenous leukemia. Its 
protein is the target of the tyrosine kinase 
inhibitor imatinib, and its chimeric mRNA is 
a sensitive tool for monitoring response to 
treatment and identifying drug resistance. 
The discovery of constitutively activating 
mutations in the  EGFR  gene in lung adeno-
carcinoma and the therapeutic effi cacy of tar-
geted small molecular inhibitors, such as 
gefi tinib and erlotinib, heralded the impor-
tance of molecular diagnostics in solid tumor 
taxonomy [ 21 – 23 ]. Histologic classifi cation is 
insuffi cient, and molecular testing is required 
to identify  EGFR -mutant, responsive cancers. 
The molecular stratifi cation of lung adenocar-
cinoma has continued to evolve, identifying 
multiple mutually exclusive driver mutations 
associated with different targeted treatments, 
such as  ALK  and  ROS1  mutations, and other 
mutations that predict a lack of response to 
targeted therapy, such as those affecting the 
 KRAS  gene. As such, pathologists now must 
seamlessly integrate molecular and cytoge-
netic/FISH testing into routine care and 
incorporate the mutation profi le lexicon into 
their diagnostic armamentarium. 

 Clinically relevant testing algorithms have 
been developed in molecular pathology labo-
ratories to sequentially identify hotspot 

mutations, based on the prevalence in differ-
ent cancer types. As multiple hotspots in mul-
tiple genes became clinically relevant and as 
multiplex technologies evolved, many labora-
tories moved to gene mutation profi ling to 
identify “actionable” mutations in a timely 
and cost-effective manner [ 24 – 27 ]. This evo-
lution raises several important points related 
to informative cancer mutation reports. Most 
of the actionable mutations are heterozygous, 
diluting the targeted mutant alleles (1:1) 
with non-mutated, wild-type alleles. In addi-
tion, clinical specimens are heterogeneous 
with a mix of normal and tumor cells. Both 
factors contribute to the potential reduction 
of the mutant alleles within the cancer DNA 
specimen and require the development of 
sensitive genotyping tests with defi ned limits 
of detection and rigorous quality controls. In 
addition, a skilled pathologist is needed to 
estimate the percent of cancer cells within 
the specimen to determine specimen ade-
quacy. Both anatomic and clinical pathology 
training and expertise are helpful. The report-
ing pathologist must understand the technol-
ogy and the assay limitations before issuing a 
negative report. 

 Some clinical laboratories are now moving 
to exome panels for cancer mutation profi l-
ing. A challenge that emerged with broad 
genotyping panels and which holds with 
exome panels or WES/WGS is the need for 
well-curated cancer mutation knowledge 
bases. For example,  EGFR  exon 19 deletions 
and exon 21 p.Leu858Arg point mutation in 
lung adenocarcinomas confer sensitivity to 
tyrosine kinase inhibitors, whereas exon 
20 insertion mutations are associated with 
primary resistance to these drugs [ 28 ]. Approxi-
mately 10-15 % of  EGFR -mutant lung 
cancers have less common  EGFR  mutations 
that were not included in many clinical trials, 
making it diffi cult to predict response to tar-
geted therapy [ 29 ].  BRAF  mutation 
p.Val600Glu (commonly known as p.V600E) 
has different therapeutic implications for 
melanoma and colorectal carcinoma.  BRAF  
p.V600E mutations lead to constitutive acti-
vation of the MAPK signaling pathway.  BRAF  
p.V600E-positive metastatic melanomas 
have a dramatic response (60–80 %) to the 
selective  BRAF  inhibitor, vemurafenib [ 30 ]. 
However, colon cancer with  BRAF  p.V600E 
mutation infrequently (<5 %) responds to 
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vemurafenib [ 31 ] due to EGFR-mediated 
MAPK pathway reactivation, leading to 
vemurafenib resistance [ 32 ,  33 ]. It is a chal-
lenge for each laboratory and its staff to be 
fully informed of the current literature as 
well as all available clinical trials. Furthermore, 
exome panels applied across all cancer types 
may reveal mutations with limited clinical 
evidence of utility in a particular cancer sub-
type or reveal more common mutations in an 
uncommon or an unexpected tumor type. 
These necessitate time-consuming literature 
investigations that may yield only small stud-
ies or case reports that preclude a truly infor-
mative report. 

 As cancer high-throughput sequencing 
expands, the need for accurate, curated 
knowledge databases will increase for pathol-
ogists and other laboratory professionals. This 
is important for the generation of informative 
reports so that physicians and their patients 
may better understand the clinical implica-
tions of a rendered report. Catalogue of 
Somatic Mutations in Cancer (COSMIC) has 
an extensive compilation of mutations found 
in cancer, but has no clinical data to associate 
therapeutic response (  http://cancer.sanger.
ac.uk/cancergenome/projects/cosmic/     last 
accessioned April 14, 2013). Vanderbilt- 
Ingram Cancer Center, Nashville, Tennessee 
has created a freely available, curated online 
knowledge base for specifi c mutations in dif-
ferent cancer types,    My Cancer Genome 
(  www.mycancergenome.org     last accessed 
April 13, 2013). The site includes an over-
view of mutations for different cancer types 
as well as the frequency and clinical signifi -
cance of each mutation with supporting lit-
erature references and information about 
related clinical trials. To further address the 
problems associated with less common muta-
tions, they have created a database, DNA- 
Mutation Inventory to Refi ne and Enhance 
Cancer Treatment (DIRECT), intended to 
serve as a comprehensive electronic catalog 
of cancer gene response outcomes from indi-
vidual patients culled from a meta-analysis of 
published literature [ 34 ]. The fi rst entry rep-
resents EGFR mutations in non-small-cell 
lung carcinoma and can be queried for clini-
cally relevant data associated with 188 muta-
tions and response to erlotinib or gefi tinib. 
DIRECT is accessible on the “My Cancer 
Genome” website. 

 To assist in communicating cancer- 
associated predictive mutations, it may be 
helpful to group mutations into tiers for each 
tumor type, such that tier 1 are mutations 
known to be associated with response to a 
specifi c treatment in a particular cancer sub-
type; tier 2 are mutations currently being eval-
uated in clinical trials; and tier 3 are mutations 
whose clinical relevance is unknown in a par-
ticular cancer subtype. As with germline test-
ing, the encumbrance of the laboratory to 
update previously issued reports as new infor-
mation appears is not settled.  

   Communicating Through 
Reports  

 Although it is early in the clinical implemen-
tation of high-throughput sequencing, several 
professional organizations have issued initial 
guidelines for reporting, including the CAP 
(through the 2012 Molecular Pathology 
Checklist), the ACMG [ 35 ,  36 ], and the 
New York State Department of Health 
(   http://www.wadsworth.org/ labcert/
TestApproval/forms/NextGenSeq_ONCO_
Guidelines.pdf    ). Figure  19.1  is an example of 
a report for high-throughput sequencing for 
germline mutations associated with autism 
spectrum disorder using an exome panel of 30 
genes. The report illustrates key features to be 
included to enable clear communication of 
results. Specifi cally, the report incorporates:
     1.    Contact information for the laboratory 

with a link to the laboratory website pro-
viding additional information about the 
test, including an information sheet on 
the specifi c genes   

   2.    Three patient identifi ers, indication for 
testing, the test performed, specimen 
type, dates of specimen collection, and 
receipt and date of report   

   3.    Abnormal results using Human Genome 
Variation Society (HGVS) nomenclature 
(  www.hgvs.org/mutnomen    ) and ACMG-
recommended interpretive categories   

   4.    A listing of the genes tested as well as any 
test limitations, such as inconsistency in 
sequence quality due to high GC content 
(as seen in, e.g.,  SHANK3 ,  ARX ) or areas 
that lack suffi cient coverage to confi -
dently determine mutational status   
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  Figure 19-1    Example of a report for high-throughput sequencing for germline mutations associated with autism 
spectrum disorder using an exome panel of 30 genes. Courtesy of the Mount Sinai Genetic Testing Laboratory, 
Department of Genetics and Genomics, Icahn School of Medicine at Mount Sinai, New York, NY           

MOUNT SINAI  GENETIC TESTING LABORATORY
Department of Genetics and Genomic Sciences
Icahn School of Medicine at Mount Sinai

One Gustave L. Levy Place, Box 1497
New York, NY 10029-6574
Tel: 212-241-7518  Fax: 212-241-0139
www.mssm.edu/genetictesting
CLIA # 33D0653419

Page 1 of 3

MOLECULAR GENETICS

Patient Name:  Test Sample

Date of Birth:  4/3/2010

Reference #:  N/A

Indication:  Autism spectrum disorder
Test Type:  Autism NGS Sequencing Panel

Specimen Type:  Blood

Lab #:  1300000AU

Date Collected:  3/4/2013

Date Received:  3/4/2013

Final Report: 4/3/2013

Referring:

Fax:

RESULTS AND INTERPRETATION

Abnormal Result:
NSD1 likely pathogenic heterozygous mutation detected:  c.4591dupA, p.Met1531Asnfs*4
SHANK2 homozygous variant of unknown significance detected:  c.1670G>A, p.Ser557Asn
TSC2 likely benign heterozygous variant detected:  c.5312C>T, p.Pro1771Leu

GENE* RESULTS
NRXN1  NM_001135659.1, NM_004801.4, NM_138735.2  No mutations detected

NSD1  NM_022455.4, NM_172349.2
Mutation detected:
p.Met1531Asnfs*4

AHI1  NM_001134830.1, NM_001134831.1, NM_001134832.1, NM_017651.4 No mutations detected
CNTNAP2  NM_014141.5 No mutations detected
TSC1  NM_000368.4, NM_001162426.1, NM_001162427.1 No mutations detected
PTEN  NM_000314.4 plus a portion of the 5' UTR (chr10:89623220-89623484) No mutations detected

SHANK2  NM_012309.3
Variant detected:
p.Ser557Asn

DHCR7  NM_001163817.1, NM_001360.2 No mutations detected
CACNA1C  only exon 8 (chr12:2613597-2613710 and chr12:2614003-2614116) No mutations detected
UBE3A  NM_000462.3, NM_130838.1, NM_130839.2 No mutations detected

TSC2  NM_000548.3, NM_001077183.1, NM_001114382.1
Variant detected :
p.Pro1771Leu

SHANK3  NM_033517.1 except for two exons plus splice sites (chr22:51113470-51113684 and 
chr22:51135986-51136148)**

No mutations detected

NLGN4X  NM_020742.2, NM_181332.1 No mutations detected
AP1S2  NM_003916.3 No mutations detected
CDKL5  NM_001037343.1, NM_003159.2 No mutations detected
PTCHD1  NM_173495.2 No mutations detected
ARX  NM_139058.2 except for a portion of exon 2 (chrX:25031504-25031920)*** No mutations detected
IL1RAPL1  NM_014271.3 No mutations detected
OTC  NM_000531.5 No mutations detected
KDM5C  NM_001146702.1, NM_004187.3 No mutations detected
OPHN1  NM_002547.2 No mutations detected
PCDH19  NM_001105243.1, NM_020766.2, NM_001184880.1 No mutations detected
UPF3B  NM_023010.3, NM_080632.2 No mutations detected
GRIA3  NM_000828.4, NM_007325.4 No mutations detected
GPC3  NM_001164617.1, NM_001164618.1, NM_001164619.1, NM_004484.3 No mutations detected
SLC9A6  NM_001042537.1, NM_001177651.1, NM_006359.2 No mutations detected
FMR1  NM_001185075.1, NM_001185076.1, NM_001185081.1, NM_001185082.1, NM_002024.5 No mutations detected
SLC6A8  NM_001142805.1, NM_001142806.1, NM_005629.3 No mutations detected
MECP2  NM_001110792.1,NM_004992.3 plus a portion of the 3' UTR (chrX:153295704-153295748) No mutations detected
RAB39B   NM_171998.2 No mutations detected

* All coding exons of the genes corresponding to the transcripts listed plus the flanking 5 base pair splice sites are sequenced relative to the 
hg19 assembly.  Exceptions are noted.
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** Only a single variant has been reported as pathogenic in either of these two excluded exonsin “The Human Gene Mutation Database 
(HGMD)” (http://www.hgmd.cf.ac.uk/ac/index.php, December 2012, Gauthier et al.). Please note that this region is excluded due to 
inconsistency in sequencing result quality due to high GC content.
***Twelve percent of all ARX sequence mutations reported in “The Human Gene Mutation Database (HGMD)” 
(http://www.hgmd.cf.ac.uk/ac/index.php, December 2012) are located within this region.  Therefore, some mutations may be missed. 
Please note that this region is excluded due to inconsistency in sequencing result quality due to high GC content.

Interpretation:  Next generation sequencing of a panel of 30 genes that have been associated with Autism Spectrum
Disorders (ASDs) was performed on DNA extracted from the peripheral blood specimen of this patient.  A de novo, 
heterozygous, frameshift mutation which consists of a duplication of an A residue at nucleotide 4591 was detected in coding 
exon 11 of the longest transcript of NSD1NM_022455.4: c.4591dupA, p.Met1531Asnfs*4 (HG19 chr5:176675276).  This 
results in a change in the coding sequence at codon position 1531 and causes a premature termination codon four amino 
acids downstream.  This mutation has not been previously reported but is predicted to be pathogenic based on the deleterious 
nature of the mutation.  Mutations in NSD1 cause Sotos syndrome, which is an autosomal dominant overgrowth condition 
characterized by a typical facial appearance, learning disabilities, and, in some patients, ASD and additional congenital 
anomalies.

In addition, a homozygous, missense variant of unknown significance was detected in coding exon 10 of the SHANK2 gene 
NM_012309.3: c.1670G>A, p.Ser557Asn (HG19, chr11:70644655). This variant results in an amino acid change from serine 
to asparagine at position 557 in the major transcript product of SHANK2 and has been previously reported in dbSNP 
(rs141184740) and the Exome Variant Server.  Both databases show this change in the heterozygous state only, with a 
frequency of approximately 1%.  Genotypes present in dbSNP with a frequency of ≥1% are generally considered benign.  To 
our knowledge this variant has not been reported in the homozygous state.  For this reason, it is unclear whether this 
homozygous change could influence the phenotype of this patient and, therefore, the clinical significance is uncertain.

Furthermore, a likely-benign, maternally-inherited,heterozygous, missense variant was detected in the last exon of the TSC2 
gene NM_000548.3: c.5312C>T, p.Pro1771Leu (HG19, chr16:2138499). This variant results in an amino acid change from 
proline to leucine at position 1771 and has been previously reported in dbSNP (rs137854214) as rare (<1% heterozygous).
Mutations in TSC2 cause tuberous sclerosis, an autosomal dominant disorder that includes non-malignant tumors of the 
brain, kidneys, heart, lungs, eyes and skin. In addition, seizures, developmental delay and autism may also be observed in 
patients with TSC2 mutations.This change is predicted to be "benign" by the Poly-Phen2 HumVar in silico analysis and 
"damaging" by the SIFT in silico analysis.  Correlation with maternal phenotype is recommended.

Genetic counseling and correlation with the clinical phenotype of this patient is recommended.  Please note that parental 
DNA was analyzed solely for the presence of the p.Met1531Asnfs*4 mutation in NSD1, the p.Ser557Asn variant in 
SHANK2, and the p.Pro1771Leu variant in TSC2.

This technology may not detect all small insertion/deletions and is not diagnostic for large duplications/deletions and 
structural genomic variation.  In addition, a mutation(s) in a gene not included on the panel could be present in this patient.
Although each of the genes on the panel is a rare cause of ASD, this panel is expected to detect 5-10% of mutations present 
in ASD patients.  The sensitivity of this panel is estimated at 99% for single base substitutions and 97% overall.  All 
potentially pathogenic variants were subjected to Sanger sequencing for confirmation of the result.  Any benign 
polymorphisms identified during this analysis were not reported.

Comments: 
Please note this test was developed and its performance characteristics were determined by The Mount Sinai Genetic Testing 
Laboratory and were considered acceptable for patient testing.  It has not been cleared or approved by the FDA.  The FDA 
has determined that such clearance or approval is not necessary.

This type of mutation analysis generally provides highly accurate genotype information for point mutations and single 
nucleotide polymorphisms.  Despite this level of accuracy, it should be kept in mind that there are many potential sources of
diagnostic error, including misidentification of samples, polymorphisms, or other rare genetic variants that interfere with 
analysis.  In addition, families should understand the limitations of the testing and that rare diagnostic errors may occur for 
the reasons described.
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   5.    The version of the reference genome 
used (e.g., hg19 (NCBI build 37))   

   6.    Result interpretation including an expla-
nation of supporting evidence and clini-
cal implications as well as the 
recommendation for genetic counseling   

   7.    Limitations of the technology (e.g., 
regarding detection of large deletions/
duplications)   

   8.    A statement that all pathogenic muta-
tions were confi rmed by an alternative 
methodology (e.g., Sanger sequencing)   

   9.    A FDA disclaimer   
   10.    References supporting the test panel and 

the interpretation    
  Some laboratories may choose to include a 

more detailed description of the methods uti-
lized in the report. 

 Although similar features should be incor-
porated into cancer reports, the variant clas-
sifi cation for somatic mutations, compared to 
that of germline variants, requires different 
levels of interpretation. In cancer genotyping 
where one tests for somatic variants known to 
have diagnostic, prognostic, or predictive sig-
nifi cance, the interpretive levels can be quite 
simple, such as the previously mentioned 
tiers 1, 2, and 3. With cancer exome panels, 
the breadth of variants identifi ed requires 
more complex interpretation levels. For 
example, Genomics and Pathology Services at 
Washington University School of Medicine in 
St. Louis use an eight-level variant classifi er 
(Table  19.2 ) for their cancer exome panel. 
Figure  19.2  is an example of a report for can-
cer whole-genome sequence analysis in a nor-
mal karyotype acute myeloid leukemia 
specimen. This report contains all identifi ed 
protein-altering somatic mutations (nonsyn-
onymous/splice site SNVs and coding indels) 
and further subcategorizes them into prog-
nostic mutations, recurrent mutations in this 
cancer type (acute myeloid leukemia), recur-
rent cancer mutations based on the COSMIC 
database, and all remaining mutations. It is 
notable that this report also comments on 
pertinent negatives, which affect the prognos-
tic risk profi le. The germline variants are 
reported separately. There is a report for 
germline variants in 43 known cancer suscep-
tibility syndromes and another for all other 
germline coding variants.

    Because WES and WGS of cancer require 
the patient’s germline DNA to be analyzed 

simultaneously to properly identify the 
unique cancer somatic mutations, clinical lab-
oratories need to develop policies about iden-
tifying and reporting clinically important 
germline mutations. This holds true for 
 laboratories that perform high-throughput 
sequencing for only germline analysis because 
similar “secondary” fi ndings, i.e., those not 
related to the clinical condition that led to the 
high-throughput sequencing, will emerge. 
A 2012 ACMG Board of Directors policy 
statement on the clinical application of 
genomic sequencing states that “laboratories 
and clinics using WGS/WES should have clear 
policies in place related to disclosure of sec-
ondary fi ndings. Patients should be informed 
of those policies and the types of secondary 
fi ndings that will be reported back to them 
and under what circumstances. Patients 
should be given the option of  not  receiving 
certain or secondary fi ndings” [ 35 ]. 
Subsequently a Working Group charged by 
the ACMG Board of Directors developed a 
minimum list of incidental secondary fi ndings 
composed of pathogenic variants associated 
with monogenic disorders to be reported to 

   Table 19–2     Somatic Variant Classifi cation 
Description, Genomics and 
Pathology Services, 
Washington University School 
of Medicine in St. Louis   

 Level  Description 

 1  Clinically actionable for the patient’s 
cancer 

 2  Clinically prognostic for the patient’s 
cancer 

 3  Clinically actionable in a cancer other 
than the patient’s cancer 

 4  Biologic evidence suggesting an alteration 
of function of the normal protein 

 5  Previously identifi ed in other patients 
having the same cancer, but with no 
known clinical relevance 

 6  Previously identifi ed in other patients 
having some other cancer or other 
diseases, but with no known clinical 
relevance 

 7  Novel variants, not previously 
documented as a polymorphism 

 8  Previously documented as a known 
polymorphism 
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  Figure 19-2    Example of a report for cancer whole-genome sequence analysis in a normal karyotype acute 
myeloid leukemia specimen, courtesy of Dr. Shashikant Kulkarni, Genomics and Pathology Services, Washington 
University in St. Louis, School of Medicine, St. Louis, MO             

 Clinical and Molecu :emaNscitenegotyCral UPN-XXX, XXX
:rebmuNerutluCenicideMcimoneGdnayrotarobaL G11-673
:redneGygolohtaPfotnemtrapeD U
:egA/htriBfoetaD01136OM,siuoL.tS

 Phone:  314-454-8101
 Fax:  314-454-5192
 CLIA 26D0698685
 CAP # 27556-03

WHOLE GENOME SEQUENCE ANALYSIS

Tissue:   Bone Marrow MRN:   1111111 Date Collected: 2/26/2011
Physician(s): Peter Westervelt, M.D.  Hospital #:  111111  Date Accessioned:   2/26/2011

Timothy J. Ley, M.D.  Facility: BJH :erutluCfoetaD 2/26/2011

Processing: Whole Genome Sequencing

Indication: Newly diagnosed AML, need prognostic classification for treatment and transplantation
Specimen Quality Comment:   

WHOLE GENOME SEQUENCE ANALYSIS
*Preliminary/Amended *

Karyotype:   

46,XX
Diagnosis:    

CHROMOSOME ANALYSIS:   NO EVIDENCE OF CLONAL ABERRATIONS
MOLECULAR ABERRATIONS:  PATHOGENIC SEQUENCE VARIANTS DETECTED
     (SEE BELOW FOR DETAILS)   

Interpretation:

TEST PERFORMED

Paired-end whole genome sequencing (WGS) of DNA derived from bone marrow (102.8 Gbp at 28.1X fold coverage)
and matched normal counterpart (skin, 98.6 Gbp at 26.2X fold coverage).   

CLINICAL HISTORY AND INDICATION FOR TEST

This is a previously 57 Y/O healthy Caucasian female who presented with sudden onset of fatigue and bruisability, and
was found to have a peripheral white blood count of 105,000 cells per micro litre, with 85% myeloblasts. Bone marrow
(current specimen) revealed 100% myeloblasts with morphological features and cell surface markers consistent with
FAB M1 AML.

VARIANT CLASSIFICATION DESCRIPTION: “Level 1” variants are all protein-altering somatic mutations
(nonsynonymous/splice site SNVs and coding indels). Within Level 1, mutations are further classified into the following
four categories: (1a) prognostic mutations, (1b) recurrent AML mutations, (1c) recurrent cancer mutations [based on
data from COSMIC (Catalogue of Somatic Mutations in Cancer database at Sanger Institute, UK], and (1d) remaining
mutations.   

4fo1egaP
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UPN-XXX, XXX WHOLE GENOME SEQUENCE ANALYSIS (2/28/2011) G11-673
The “Level 2” report will contain all germline (inherited) variants in 43 known cancer susceptibility syndromes. The
“Level 3” report will contain all other germline coding variants. When these variants are available, an addendum to this
report, reflecting these variants will be issued.

DNA VARIANTS

Gene affected Chromosomal
location

DNA change AA change Mutation type Variant
Classification

FLT3 13q12 insAAGTACTCATT
ATCTGAGAA
ATCAACGTAG 

p.594insSDNEYFYVDF Internal tandem
duplication (ITD)

Level 1a

NPM1 5q35 insCATG   p.594insSDNEYFYVDF Insertion Level 1a
DNMT3A 2p23 delA   p.L723fs   Deletion Level 1a
TTN 2q31 C>T p.E14263K Base substitution Level 1b
SMC3 10q25 G>T p.G662C Base substitution   Level 1b
PTPRT 20q12-q13   G>A p.P1232L Base substitution Level 1c
CALHM3 10q24.33 C>T p.S15 Base substitution Level 1d
CDH24 14q11.2 G>T P.Y590X Base substitution Level 1d
GPR123 10q26 C>T p.T381 Base substitution Level 1d
GPR183 13q32.3 G>A p.A338V Base substitution Level 1d
PCDH24 5q35.2 C>T   p.P1004L Base substitution Level 1d
SLC151A 13q33-q34 C>T p.W77X Base substitution Level 1d
DSCAM 21q22.2-q22.3 A>G p.L1847 Base substitution Level 1d
PDXDC1 16p13.11 G>A p.E421K Base substitution Level 1d
LOC728896 17q21.32 G>T p.F46L Base substitution Level 1d

INTERPRETATION

1a. Mutations with prognostic significance

FLT3 (Internal tandem duplication, ITD)

FLT3 is a member of the class III receptor tyrosine kinase family; FLT3 and its ligand play an important role in
proliferation, survival and differentiation of hematopoietic progenitor cells. FLT3-ITD are found in about 20% of all AML
cases, and in 28%–34% of cytogenetically normal AML (Cancer Cell 12,501-513,2007).

The variant described above has been previously described in the literature with well-established pathogenicity. This
variant is associated with prognostic classification of intermediate risk (Blood, 21, 2010,vol 115, No.3 ).

NPM1 (four base pair deletion in exon 12)

NPM1 encodes a phosphoprotein with pleiotropic functions. NPM1 mutations are found in 25%–35% of all adult AML
cases, in 45%–64% of karyotypically normal-AML, in 35%–40% of AML with 9q deletion, and in about 15% of AML with
trisomy 8. NPM1 mutations are associated with FLT3-ITD (~40%) and FLT3 TKD mutations. NPM1 is also associated
with higher BM blast counts and serum LDH levels, myelomonocytic or monocytic morphology, and high CD33 and
absent CD34 expression.   

NPM1 mutation with FLT3 ITD in cytogenetically normal individuals is generally associated with intermediate risk   
(Blood, 21 J 2010 ,vol 115, No.3 ).

DNMT3A deletion

DNMT3A mutations are highly recurrent in patients with de novo AML with an intermediate-risk cytogenetic profile and
may be independently associated with a poor outcome (N Engl J Med 2010; 363:2424-2433, December 16, 2010).
Although the impact on outcome has not yet been verified by other groups, this variant may confer adverse risk to AML
patients.

Of note, mutations in CEBPA were not detected in this genome, nor were cryptic fusions involving PML, RARA,
RUNX1, RUNX1T1, CBFB, or MYH11.  These mutations would have reclassified the risk profile of this patient
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had they been present.

1b.  Mutations that are recurrent in AML, with unknown significance for prognosis.

TTN E14263K

Mutations in TTN have been detected in many tumor types including AML, perhaps because of the enormous size of
this gene.  Their significance is currently unknown (WU AML database).

SMC3 G662C

SMC3 is a component of the cohesin complex, which contributes to the coordination of chromosome segregation, the
DNA damage response and chromatin regulation by epigenetic mechanisms (Nature Reviews Cancer 11:199, 2011).   
Its role in cancer pathogenesis is unknown, but mutations in this gene and other components of the cohesin complex
have been found in other AML patients (WU AML database).

1c.  Variants that are found in cancer, but not previously described in AML; unknown significance for
prognosis.

PTPRT P1232L

Mutations in this phosphatase gene are common in patients with colon cancer (Science 304:1164, 2004), but have not
previously been described in AML.  This mutation is predicted to disrupt phosphatase function, and may be relevant for
pathogenesis.

1d. Somatic mutations of unknown significance

CALHM3 S15 (silent)
CDH24  Y590X
GPR123  T38I
GPR183  338V
PCDH24  P1004L
SLC151A1  W77X
DSCAM  L1847
PDXDC1 E421K
LOC728896  F46L

These sequence variants are of unknown significance based on the current knowledge. Their presence is noted for
future reference. An addendum will be issued when an update or change in interpretation for any of the reported
variants is noted. An alert will be issued to this individual's management team.

Gene
affected

Chromosomal
location

DNA change AA change Mutation
type

Variant
Classification

FLT3 13q12 insAAGTACTCATTATCTGAGA
A
ATCAACGTAG 

p.594insSDNEYFYVDF Internal
tandem
duplication
(ITD)

Level 1a

NPM1 5q35 insCATG noitresnIFDVYFYENDSsni495.p Level 1a
DNMT3A 2p23 delA sf327L.p   Deletion Level 1a
TTN esaBK36241E.pT>C13q2

substitution
Level 1b

SMC3 esaBC266G.pT>G52q01
substitution   

Level 1b

PTPRT esaBL2321P.pA>G31q-21q02
substitution

Level 1c

CALHM3 esaB51S.pT>C33.42q01
substitution

Level 1d

CDH24 esaBX095Y.PT>G2.11q41
substitution

Level 1d

GPR123 esaB183T.pT>C62q01
substitution

Level 1d

4fo3egaP
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GPR183 esaBV833A.pA>G3.23q31

substitution
Level 1d

PCDH24 esaBL4001P.pT>C2.53q5
substitution

Level 1d

SLC151A esaBX77W.pT>C43q-33q31
substitution

Level 1d

DSCAM esaB7481L.pG>A3.22q-2.22q12
substitution

Level 1d

PDXDC1 esaBK124E.pA>G11.31p61
substitution

Level 1d

LOC728896 esaBL64F.pT>G23.12q71
substitution

Level 1d

Report Electronically Reviewed and Signed Out By
1102/82/2:detropeRetaDGMCAF,.D.hP,.S.M,inrakluKtnakihsahS

Medical Director, Cytogenomics & Molecular Pathology and Genomics and Pathology Services
Associate Professor of Pediatrics, Genetics, Pathology and Immunology   

Amendments for WHOLE GENOME SEQUENCE ANALYSIS (2/28/2011)

Amended Date: 2/28/2011
Reason: This case was amended to correct text formatting.  Diagnosis is unchanged.

Previous Signout Date:  2/28/2011

Amended Date: 4/29/2011
Reason: Finalization of provisional report following the performance of additional pathologic testing

Previous Signout Date:  2/28/2011

4fo4egaP
END OF REPORT
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the ordering clinician along with the results 
relevant to the diagnostic indication that 
prompted the sequencing test [ 36 ]. They rec-
ommended that all testing laboratories seek 
and report these variants (in >50 genes) for all 
clinical germline exome and genome sequenc-
ing, including the normal of cancer- normal 
paired samples, regardless of the indication for 
testing. The recommendations state that it is 
the responsibility of the ordering clinician to 
provide comprehensive pre- and post-testing 
counseling to the patient. Laboratory policies 
must clearly state how their reports will com-
municate results, i.e., those variants thought 
to be related to the disease under investiga-
tion as well as incidental, secondary variants. 
The laboratory consent forms and processes 
must also clearly communicate the adopted 
reporting policy to both the patient and order-
ing clinician. 

 The static reports illustrated in this chap-
ter are only examples and necessarily have 
limitations. Static reports only refl ect the 
knowledge available at the time the report 
was generated and do not provide an easy 
mechanism to update and notify the clinician 
and patient as new information becomes 
available. There is also no payment structure 
in place for laboratories to develop and exe-
cute this responsibility. In addition, as more 
and more information becomes available 
through high-throughput sequencing, both 
the clinician and the patient will need more 
time to “digest” the laboratory results. It is 
likely that a more dynamic model incorporat-
ing interactive electronic reporting with one-
on- one counseling will evolve.  

   The Role of the Pathologist 

 These are exciting and unsettled times as 
pathology navigates how best to incorporate 
genomics into clinical practice. Pathologists 
have always been at the interface of collecting, 
analyzing, interpreting, and integrating data to 
effectively communicate clinically relevant 
results to clinicians and their patients. 
Pathologists are the direct link between medi-
cal data and clinical care. High-throughput 
sequencing is a disruptive technology for the 
practice of pathology, especially molecular 
pathology. A comprehensive test with big data 

sets will replace a series or a panel of targeted 
tests and, yet, will still require quality assur-
ance, analysis, interpretation, and effective 
communication. Historically, pathology has 
impacted clinical care through the adoption 
of new technologies that reveal relevant clini-
cal correlates, from the light microscope to 
the electron microscope through to immuno-
histochemistry, autoanalyzers, fl ow cytometry, 
polymerase chain reaction, mass spectroscopy, 
and more. High- throughput sequencing 
should not change this primary role, but we 
must prepare ourselves for this potential sea 
change. It will be years before patients rou-
tinely obtain high- throughput sequencing 
tests, but now is the time for us to embrace 
genomics and fi rmly engage so that we prop-
erly guide and lead its incorporation into clini-
cal care. As a corollary, if technology and 
promise are the drivers, we must be responsi-
ble, cautious, and ethical in reporting results in 
the context of each patient. 

 Pathologists play a key role in cancer diag-
nosis using morphology integrated with ancil-
lary techniques (protein expression, 
cytogenetics, FISH, molecular diagnostics). 
This role will continue with high-throughput 
sequencing. Pathologists understand the 
importance of the pre-analytical variables of 
tissue collection and processing on nucleic 
acid extraction and sequencing accuracy and 
can optimize this workfl ow process. 
Pathologist morphologic skills are essential 
for selecting the best area of tumor tissue to 
ensure specimen adequacy and suffi cient per-
centage of tumor cells to detect mutant alleles 
in heterogeneous samples mixed with benign 
tissue elements. To fully communicate high- 
throughput sequencing results, pathologists 
will need to not only learn the evolving 
molecular classifi cation of cancer but also 
know related biologic pathways, targets for 
drug therapy, and changes related to drug 
resistance. 

 There are several ways in which patholo-
gists can overcome challenges and barriers to 
readily implementing high-throughput 
sequencing reporting [ 37 ].
   1.    Integrate bioinformaticists, programmers, 

and statisticians into the reporting team: 
 Most high-throughput sequencing data 

analysis algorithms in use need some pro-
gramming expertise together with special-
ized servers to handle and store all of the 
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data. We need standardized bioinformatics 
pipelines for refi nement in base calling and 
annotation of identifi ed variants. There is 
still a lack of physician-friendly computa-
tional data analysis tools, so the reporting 
physicians must work alongside the bioin-
formaticists to understand the analysis 
pipeline and be cognizant of potential pit-
falls. The development of smaller, lower 
throughput sequencing instruments, 
which are more compatible with the clini-
cal lab laboratory, will also provide a better 
entry for the pathology team to develop 
confi dence and expertise in the details of 
the pipeline. Clinical decision support sys-
tems will also need to be incorporated as 
the amount of annotated data expands.   

  2.    Create interdisciplinary teams of patholo-
gists, geneticists, oncologists, and transla-
tional researchers to build consensus on 
patient-specifi c variant interpretation and 
reporting.   

  3.    Advocate for certifi ed clinical grade anno-
tated variant databases, ideally including 
population frequencies and clinical rele-
vance for each sequence variant.   

  4.    Develop and utilize structured training 
programs and curricula to provide patholo-
gists and pathology trainees with genomic 
literacy and skills in interpreting and report-
ing high- throughput sequencing data.    

     Conclusions 

 Medicine has entered the genomic era in 
which vast numbers of genetic variants will 
be incorporated into the criteria for the diag-
nosis, prognosis, and treatment of disease. 
Successful implementation requires truly 
informative and accessible clinical reports to 
guide physicians and their patients. To achieve 
that goal, the paradigm for clinical reporting 
will change. Pathologists should be at the 
forefront of this transformation.     
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         Introduction to Single 
Gene Assays  

 Single gene assays used in the diagnosis and 
monitoring of hematologic malignancies can 
be broadly divided into DNA-based and 

RNA-based assays. Fundamentally, each of 
these types of assays uses similar analytical 
steps to extract molecular information from a 
patient sample. These steps include a  standard 
biochemical nucleic acid extraction, template 
amplifi cation by the polymerase chain reac-
tion (PCR) or PCR-equivalent, and detection 
of the sequence of interest. DNA- based assays 
commonly encountered in molecular hemato-
logic oncology that highlight different molec-
ular approaches to DNA analysis include 
B-lymphocyte and T-lymphocyte receptor 
gene rearrangement assays, and exon-specifi c 
Janus kinase 2 ( JAK2 ) and FMS-like tyrosine 
kinase 3 ( FLT3 ) mutation analyses.  

    DNA-Based Single 
Gene Assays  

    B-Cell Immunoglobulin Gene 
Rearrangement 
 Both B- and T-lymphocytes (B-cells and 
T-cells) generate specifi c immune responses to 
diverse antigenic stimuli via a series of highly 
regulated somatic recombination events [ 1 ]. 
B-cells utilize three genes that encode secreted 
immunoglobulins:  IGH  located on chromo-
some 14q32, and either  IGκ  located on chro-
mosome 2p12 or  IGλ  located on chromosome 
22q11. The  IGH  gene contains approximately 
87 variable (V H ), 30 diversity (D H ), and 6 join-
ing (J H ) segments that randomly recombine 
in a process called VDJ recombination [ 2 ]. 
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The constant (C H ) regions are then joined 
with the VDJ complexes via RNA splicing, 
and the C H  segment determines the antibody 
class (e.g., IgG, IgA, others) and allows for 
class switching. Once VDJ-C recombination 
occurs, B-cells encounter antigen within the 
germinal center of lymph nodes. This antigen 
presentation triggers somatic hypermutation 
within the complementary determining 
regions (CDR) of the V region and produces a 
virtually inexhaustible array of genetic diver-
sity. This process allows for selection of a B-cell 
clone that codes for an immunoglobulin (Ig) 
with high specifi city for the presented antigen. 
IgG molecules contain two identical heavy 
chain and two identical kappa or lambda light 
chains.  IGH  gene rearrangements occur fi rst, 
followed by kappa and then lambda rear-
rangements. The  IGκ  and  IGλ  light chain loci 
lack D regions and therefore undergo VJ 
recombination only. 

 Molecular diagnostics typically utilizes 
 IGH  and  IGκ  gene rearrangements to identify 
clonal B-cell populations. In the  IGH  gene, 
CDRs are fl anked by 15–30 amino acid 
framework regions (FRs) that rarely undergo 
mutation, thus are amenable to PCR primer 
targeting [ 3 ]. The three major FRs present 
within the V-region (FR1, FR2, and FR3) 
serve as the 5′ forward primer binding sites 
for amplifi cation of the intervening DNA and 
all reactions share the same 3′ reverse primer 
binding site (Fig.  20.1 ). If a clonal prolifera-
tion has occurred, the gene rearrangement 
present in the clone will be overrepresented 
in the total population of rearrangements, 
allowing the identifi cation of the cellular pro-
liferation as clonal.

   Assessing for B-cell clonality is useful in 
the diagnostic process for a variety of lym-
phomas and leukemias, and in providing pos-
sible targets for monitoring disease. The three 
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  Figure 20-1     IGH  gene rearrangements. ( a ) Schematic representation of the  IGH  gene rearrangements. There are 
four relatively conserved framework regions (FR1, FR2, FR3, and FR4) and complementary determining regions 
(CDR1, CDR2, and CDR3). Detection of VDJ rearrangements is achieved using an FR1, FR2, or FR3 primer (for-
ward) and a JH primer (reverse) located at the FR4 region. ( b ) Capillary electrophoresis tracing of PCR products. 
The FR1-JH combination of primers generates PCR products ranging from 290 to 360 base pairs (bp), the FR2-JH 
generates up to 280 bp, and FR3-JH generates the shortest PCR products (70–170 bp) and provides the most 
reliable amplifi cation. The  left panel  shows a polyclonal background using primers targeting FR1. The  right panel  
shows a clonal population of cells (peak) with a rearrangement detected by the FR3 primer set (reprinted from 
Nikiforova MN et al. Detection of Clonal  IGH  Gene Rearrangements: Summary of Molecular Oncology Surveys of 
the College of American Pathologists.  Arch Pathol Lab Med  2007;131:185–189 with permission from  Archives 
Pathology and Laboratory Medicine . Copyright 2007 College of American Pathologists)       

 

298  |  Kevin E. Fisher, Charles E. Hill



FR primers cover approximately 95 % of all 
possible IGH rearrangements, and assessing 
IG κ  analysis is particularly useful for the 
 diagnosis of marginal zone, follicular, and 
Hodgkin lymphoma in paraffi n-embedded 
tissue [ 4 ,  5 ]. Most laboratories use capillary 
electrophoresis and fl uorescence to detect 
the amplicons; each of the forward primers is 
conjugated with a different color fl uorescent 
dye and the amplicons of different sizes (FR1: 
290–360 bp, FR2: 235–295 bp, FR3: 
69–129 bp) are separated by their charge/
mass ratio (Fig.  20.1 ).  

    T-Cell Receptor Gene 
Rearrangement 
 As with immunoglobulins, multiple gene seg-
ments rearrange during T-cell development to 
encode the T-cell receptor (TCR). TCR-alpha 
( TCRα ) and TCR-gamma ( TCRγ ) genes rear-
range the V, J, and C loci whereas TCR-beta 
( TCRβ ) and TCR-delta ( TCRδ ) genes rear-
range the V, D, J, and C loci. Each T-cell pos-
sesses a gene that codes for a single TCR 
subunit gene that is unique in both sequence 
and length. Each subunit heterodimerizes to 
form the fi nal TCR, either TCR-αβ or TCR-γδ. 
However, when assessing for T-cell clonality, 
 TCRγ  is used because it is rearranged at an 
early stage of T-cell development, and unlike 
 TCRδ , it is not deleted in TCR-αβ cells. Thus, 
clonal rearrangements of  TCRγ  can be 
detected in both TCR-αβ and TCR-γδ clonal 
proliferations [ 6 ]. Clonal T-cell rearrange-
ments are seen in greater than 90 % of T-cell 
leukemias [e.g., pre-T-cell acute lymphoblas-
tic leukemia (pre-T-ALL), T-cell prolympho-
cytic leukemia, and T-cell large granular 
lymphocytic leukemia] and 50–75 % of T-cell 
lymphomas (e.g., peripheral T-cell lymphoma, 
mycosis fungoides, and anaplastic large cell 
lymphoma) [ 7 ]. 

 Similar to B-cell clonality testing, PCR 
primers target conserved regions in the V and 
J exons that fl ank variable regions within the 
 TCRγ  locus [ 8 ]. Capillary electrophoresis and 
fl uorescence are used to detect the fl uores-
cently tagged amplicons. There is not one 
shared 3′ reverse primer but rather two prim-
ers that target the J exon, thus amplicons of 
interest are present between 55–85 bp, 
 155–185 bp, 200–235 bp, and 235–270 bp. 

There are no consensus criteria for interpreta-
tion of these results and each laboratory is 
responsible for test interpretation. Most 
 laboratories  correlate fi ndings with morpho-
logic and other laboratory data.  

    Diagnostic Challenges 
in Clonality Testing 
 A low quantity of B- or T-cells in a sample can 
lead to “false positive” results or pseudoclo-
nality. When there are very few B- or T-cells 
in a sample, there is a limited repertoire to 
amplify. If one of these is slightly more abun-
dant than others or if there is a minimal dif-
ference in amplifi cation effi ciency, this 
rearrangement may be preferentially ampli-
fi ed and therefore be of signifi cantly higher 
peak amplitude compared to the background. 
This “peak” can be erroneously interpreted as 
a clonal proliferation. 

 It is possible for gene rearrangements to 
occur that yield products outside of the typi-
cal range of amplicon sizes. Usually, the prod-
uct size will be just outside of the predicted 
ranges. It is important to remember that 
changes such as somatic hypermutation or 
other mutational processes can lead to this 
scenario. Therefore, it is possible to have a 
“false negative” result due to the rearrange-
ment producing a clonal product that is out-
side of the predicted size range. When 
amplifi cation products fi t these characteris-
tics, it is important to interpret the results 
with caution. Sequence analysis can help dis-
tinguish a spurious peak from a clonal 
rearrangement. 

 Even when the presence of a monoclonal 
B- or T-cell proliferation is unequivocal, one 
must remember that the presence of clonality 
does not confi rm malignancy. The results of 
molecular clonality assays ultimately must 
always be interpreted in the context of the 
clinical, morphologic, and immunopheno-
typic data of the clinicopathologic entity in 
question. Many benign dermatologic, infl am-
matory, and infectious disorders may demon-
strate clonality in B- or T-cell rearrangement 
assays [ 9 ]. Furthermore, the presence of B-cell 
clonality or T-cell clonality does not necessar-
ily imply a B-cell or a T-cell malignancy, 
respectively. For example, approximately 
60 % of pre-B-acute lymphoblastic leukemias 
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and 10 % of acute myeloid leukemias (AMLs) 
can harbor T-cell gene rearrangements, and 
IGH rearrangements can be seen in 25–30 % 
of angioimmunoblastic T-cell lymphomas as a 
result of expanded EBV- positive B-cells [ 7 ]. 
Therefore, the presence of a B-cell or T-cell 
rearrangement should be viewed indepen-
dently as evidence of clonality, rather than 
malignancy or lineage specifi city.  

    JAK2 Mutation Analysis 
 Whereas B-cell and T-cell gene rearrange-
ment assays investigate discrete regions of 
multiple genetic loci, some single gene assays 
target single point mutations that are diag-
nostically or prognostically relevant. Janus 
kinase 2 (JAK2) is a tyrosine kinase that 
mediates signaling downstream of cytokine 
receptors, such as erythropoietin, thrombo-
poietin, and granulocyte colony-stimulating 
factor. JAK-mediated phosphorylation of sig-
nal transducers of activated transcription 
(STAT) proteins mediates target gene expres-
sion in the nucleus [ 10 ]. Gain of function 
mutations in the JAK/STAT pathway are 
principally involved in the development of 
myeloproliferative disorders. 

 One such mutation is a single somatic 
G>T nucleotide change in exon 14 of  JAK2  
at position 1849. This mutation codes for a 
valine to phenylalanine conversion at codon 
617 in the JAK2 pseudokinase domain and is 
seen in more than 95 % of patients with poly-
cythemia vera (PV), and in approximately 
50 % of patients with essential thrombocy-
themia or primary myelofi brosis, 20 % of 
patients with refractory anemia with ring sid-
eroblasts and thrombocytosis, and 5 % of 
patients with AML or myelodysplastic syn-
drome (MDS). When  JAK2  mutational test-
ing is extended to exons 12 and 13, virtually 
all PV patients will have  JAK2  mutations, 
thus fulfi lling one of the major 2008 WHO 
diagnostic criteria for PV [ 7 ,  11 ]. 

 A widely utilized testing method for  JAK2  
p.V617F mutations employs real-time quan-
titative PCR (RQ-PCR) using a sequence 
specifi c [mutant versus wild-type (WT)] for-
ward primer tagged with a specifi c probe for 
detection [ 12 ]. This mutant specifi c or WT 
primer allows for single base pair discrimina-
tion because transcription elongation occurs 
at a very low rate with a 3′ mismatched base 

pair (Fig.  20.2 ). When detection of a product 
occurs, it is quantifi ed by comparison to a WT 
and mutant standard curve and calculation of 
the percent of mutant and WT allele is per-
formed The results are reported both qualita-
tively (detected/not detected) and 
quantitatively (as a percentage of mutated 
allele and percentage of WT allele). 
Qualitative reporting is useful for initial diag-
nosis while quantitative reporting allows for 
assessment of allele burden and “zygosity,” 
which yields additional prognostic informa-
tion [ 13 ], and for monitoring molecular 
response to therapy [ 14 ].

   In all RQ-PCR assays, the diagnostic limit 
of detection must be clearly defi ned. 
Eventually, a base pair/primer mismatch will 
proceed with amplifi cation. Due to this 
“escape amplifi cation,” cycle thresholds are 
needed to mitigate false-positive amplifi ca-
tions. Cycle thresholds are determined in 
each laboratory and are analogous to the 
“limit of blank” in the chemistry laboratory 
that can be used to distinguish true positives 
from false positives. Any amplifi cation 
detected after this threshold is considered to 
be a result of nonspecifi c primer annealing 
and amplifi cation (Fig.  20.2 ). 

 A diagnostic dilemma occurs when the 
mutated allele is present at low detectable 
levels (e.g., 0.2 % mutant allele) and falls 
below the defi ned accepted cutoff level for a 
positive result (e.g., 1.0 % mutant allele). In 
these problematic cases, the assay could be 
rerun with the same sample. If the result still 
is equivocal, the result should be discussed 
with the clinician and additional sample 
could be requested, if clinically indicated.  

    FLT3 Mutation Analysis 
 FLT3 is a receptor tyrosine kinase that is nor-
mally expressed on hematopoietic stem cells 
and is lost as hematopoietic cells differentiate. 
 FLT3  mutations are the most common 
somatic alterations in AML and occur in 
approximately 25 % of patients. Two main 
 FLT3  mutations result in constitutive activa-
tion of FLT3 signaling: internal tandem dupli-
cation (ITD) mutations in exons 14 and 15 
and point mutations in exon 20 that alter the 
aspartic acid at codon 835 (known as D835). 
Studies have shown that  FLT3  ITD mutations 
portend a poor prognosis but the prognostic 
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signifi cance of D835 point mutants is less 
well understood [ 15 ]. 

 The methodology to assess for  FLT3 -ITD 
mutations is fairly straightforward. PCR can 
be performed with fl uorescently tagged for-
ward and reverse primers targeting exons 14 
and 15. In this assay, a result consists of a PCR 
product that is 330 base pairs (bp) in length. 
Due to the presence of inserted triplet 
repeats, ITD mutants yield PCR products 
that are longer than WT peaks—333 bp or 
greater in size (Fig.  20.3 ).

   Testing for the D835 mutation can be 
 performed by another method that assesses 
the presence of point mutations: restriction 

enzyme digestion. Restriction enzymes are 
bacterially derived enzymes that cleave 
double- stranded DNA at specifi c palin-
dromic sequences. In our assay example, a 
portion of the  FLT3  TK2 domain is amplifi ed 
with a forward PCR primer that is fl uores-
cently tagged at the 5′ end, and with a reverse 
unlabeled PCR primer. This amplifi cation 
produces a PCR product of 150 bp. The 
150 bp PCR product is then subjected to an 
EcoRV restriction digestion. The restriction 
enzyme recognizes and cleaves a specifi c pal-
indromic sequence (5′-GATATC-3′/3′-
CTATAG-5′) that is normally present in the 
WT  FLT3  exon that codes for aspartic acid at 
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  Figure 20-2    Example of real-time PCR testing for the  JAK2  mutation from two patient samples. Sample A dem-
onstrates a small population of neoplastic cells that harbor a mutated  JAK2  allele. The  green line  labeled “Sample 
A  JAK-WT ” shows the amplifi cation of the abundant wild-type allele (designated by the amplifi cation at an earlier 
cycle number) while the  brown line  labeled “Sample A  JAK-mut ” shows the amplifi cation of the less abundant 
mutated allele indicating the presence of the  JAK2  p.V617F mutation. Sample B is an example of nonspecifi c 
“escape” amplifi cation. The  blue line  labeled “   Sample B  JAK-WT ” is again showing amplifi cation of the abundant 
wild-type allele. The  purple line  labeled “Sample B  JAK-mut ” crosses the  y -axis threshold for positive fl uores-
cence intensity at around cycle 43. This is beyond the designated cutoff for the assay which in this case is prede-
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( Top pherogram ): Example of a  FLT3  ITD mutant result. ( Bottom pherogram ): Example of a D835 mutant result 
(adapted from Murphy KM et al. Detection of FLT3 internal tandem duplication and D835 mutations by a multi-
plex polymerase chain reaction and capillary electrophoresis assay.  J Mol Diagn  2003;5(2):96–102 with permission 
from  Journal of Molecular Diagnostics . Copyright 2003 Elsevier B.V.)       
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codon 835. When a mutation occurs, the spe-
cifi c palindromic sequence is altered, and 
EcoRV no longer recognizes it as a cleavage 
site. Thus, EcoRV digestion of the WT type 
D835 PCR product results in an 80 bp frag-
ment that can be detected by capillary elec-
trophoresis. Since D835 mutations eliminate 
the EcoRV wild-type digestion site, the prod-
uct is not cleaved, and there is an intact 
130 bp fl uorescently labeled fragment 
(Fig.  20.3 ). Twenty base pairs are lost because 
there is an EcoRV restriction site in the 
reverse primer. Because the reverse primer is 
not tagged with a fl uorescent label, the 20 bp 
product remains undetected. This serves as a 
useful “digestion control” because the pres-
ence of abundant 150 bp amplicon would 
indicate that the restriction digest failed, or 
was incomplete [ 16 ].   

    RNA-Based Single 
Gene Assays  

 A fundamental difference between DNA- 
based and RNA-based assays is the need to 
incorporate a reverse transcriptase step in 
RNA-based assays in order to convert RNA 
templates into DNA templates. This is so the 
DNA template can be easily manipulated by 
conventional PCR-based methods. The pro-
totypical RNA-based assay from a method-
ological standpoint is  BCR-ABL1  transcript 
testing. The presence of  BCR-ABL1  and its 
underlying chromosomal translocation (the 
Philadelphia chromosome [Ph]) can be 
detected in numerous ways, but the assay dis-
cussed here is for molecular monitoring of 
the mRNA fusion gene product.  

    Detection of BCR-ABL1 
mRNA Transcript  

  BCR-ABL1  fusion genes occur when there is 
a balanced translocation between a portion 
of the  BCR  gene on chromosome 22 with 
the  ABL1  gene on chromosome 9 [t(9;22)
(q34;q11.2)]. Depending on which  BCR  
and  ABL1  exons fuse with one another, 
mRNA transcripts of varying sizes are tran-

scribed. Three major mRNA transcripts are 
described: m-bcr encodes a 190 kDa fusion 
protein (p190), M-bcr encodes a 210 kDa 
fusion protein (p210), and μ-bcr encodes a 
230 kDa fusion protein (p230) (Fig.  20.4a ). 
The p210 transcript/protein is predomi-
nately involved in chronic myelogenous leu-
kemia (CML) [ 17 ], the p190 transcript/
protein is most frequently associated with 
 BCR-ABL1 -positive ALL, and patients with 
the p230 transcript/protein often demon-
strate CML with prominent neutrophilic 
maturation and/or conspicuous thrombocy-
tosis [ 7 ]. All  BCR-ABL1  fusion proteins are 
permissive for oncogenesis.

   CML is a myeloproliferative neoplasm that 
is consistently associated with  BCR- ABL1  
translocations and the detection of the trans-
location is required for the diagnosis. Because 
normal cells do not harbor t(9;22)(q34;q11) 
translocations, it is implicit that they should 
not express fusion transcripts. In CML specifi -
cally, monitoring of transcript level during 
therapy provides important prognostic infor-
mation. The rationale for accurate quantita-
tive molecular testing in CML arose from the 
International Randomized Study of Interferon 
and STI571 (IRIS) trial [ 18 ]. This trial dem-
onstrated the superiority of imatinib (a tyro-
sine kinase inhibitor now used as fi rst-line 
treatment for CML) over cytarabine and 
interferon-alpha, and concluded that patients 
who demonstrated complete cytogenetic 
remission had a better prognosis than those 
who did not. It was determined later that 
patients with a reduction in  BCR-ABL1  tran-
script levels of at least three log 10  by 12 
months on imatinib therapy had a negligible 
risk for disease progression during the subse-
quent 12 months [ 19 ]. 

 Quantitation of  BCR-ABL1  transcripts 
requires reverse transcriptase PCR in combi-
nation with RQ-PCR to provide simultane-
ous detection and quantitation of  BCR-ABL1  
fusion transcripts. Nucleic acid is extracted 
from leukocytes and the DNA is degraded 
with DNAse. The remaining RNA is tran-
scribed into cDNA using a reverse transcrip-
tase step. The cDNA is then subjected to 
RQ-PCR. Forward primers targeting BCR 
exons e13, e14, and e1 and a reverse primer 
targeting  ABL1  exon a2 are used. Primers 
targeting  ABL1  are used for a housekeep-
ing gene endogenous control (Fig.  20.4a ). 

Genomic Applications in Hematologic Oncology   |  303



The real-time detection of the amplicons 
occurs with fl uorescent probes that target 
the  BCR- ABL1  transcript. With increasing 
amplifi cation of the  BCR-ABL1  transcript, 
the amount of reporter dye excitation 
increases exponentially and this is propor-
tional to the amount of transcript present in 
the sample (Fig.  20.4b ). 

 Initially, one of the major drawbacks to quan-
titative  BCR-ABL1  testing was the lack of a con-
sensus reference standard. Therefore, quantitative 
results determined in one laboratory could not 
be reliably reproduced in a separate laboratory. 
Recently four fi xed  BCR-ABL1   - control gene val-
ues were established as the fi rst World Health 
Organization International Standards (WHO IS) 

  Figure 20-4    Structure of the  BCR  and  ABL1  genes with breakpoint regions and corresponding fusion gene tran-
scripts.    ( a ) The  ABL1  gene contains one large breakpoint region (~200 kb), whereas three breakpoint regions 
have been found in the  BCR  gene: m- bcr , M- bcr , and μ- bcr , which are associated with the p190, p210, and p230 
 BCR- ABL1  fusion proteins, respectively. The three well-defi ned breakpoint regions in the  BCR  gene can produce 
at least eight different fusion transcripts, because of alternative splicing in the  ABL  gene (splicing to exon 2 or 
exon 3) and, because the M- bcr  consists of two intronic regions (intron 13 and intron 14). ( b ) Sample A shows 
amplifi cation of the intact  ABL1  gene product ( purple line  labeled “Sample A  ABL1 ”) with no detection of the 
fusion transcript. Sample B demonstrates amplifi cation of the  BCR-ABL1  fusion transcript. The  green line  labeled 
“Sample B  ABL1 ” shows the amplifi cation of the intact  ABL1  gene product while the  second green line  labeled 
“ BCR-ABL1 ” shows the amplifi cation of the  BCR-ABL1  fusion transcript (adapted from Dekking E et al. Detection 
of fusion genes at the protein level in leukemia patients via the fl ow cytometric immunobead assay.  Best Pract Res 
Clin Haematol  2010;(3):333–45 with permission from  Best Practice & Research Clinical Haematology.  Copyright 
2010 Elsevier B.V.)         
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for quantitation of  BCR-ABL1  [ 20 ] and these 
are now commercially available. The four ref-
erence standards are run in conjunction with 
patient samples and a calculation of a correc-
tion parameter (CP) value between the 
patient values of a laboratory (in copies/mL) 
and the WHO IS is performed. This design 
allows that the fi nal value is reported as an 
IS % ratio that can be compared to values 
obtained in other laboratories. 

 Whereas quantitative monitoring of  BCR- 
ABL1  has become standard of care, there are 
other factors in the care of these patients that 
can best be served by more comprehensive 
molecular analyses. The advent of new phar-
maceutical treatments has led to a need to 
test for  ABL1  kinase domain mutations to 
assess drug resistance. In addition, there are 
other chromosomal abnormalities that pro-
vide prognostic or therapeutic information. 
These issues are best addressed by more com-
prehensive molecular analyses.  

    Chromosome Assays 

 Chromosome assays have been utilized in 
hematologic oncology for almost four decades 
since the inception of Giemsa staining of rep-
licating chromosomes (commonly known as 
G banding). The visualization of chromo-
somes has allowed scientists to detect and 
decipher aberrations in chromosome struc-
ture and defi ne disease entities. Many hema-
tologic cancers require the demonstration of 
a particular chromosomal abnormality for 
diagnosis, and the presence of certain chro-
mosomal abnormalities provides prognostic 
and therapeutic information. Standard meth-
odologies [conventional cytogenetics and fl u-
orescence in situ hybridization (FISH)] and 
two newer methodologies, single nucleotide 
polymorphism (SNP) arrays and array com-
parative genomic hybridization (aCGH), will 
be discussed.  
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    Conventional Cytogenetics 

 Conventional cytogenetics techniques are the 
most commonly used modalities in clinical 
laboratories to assess chromosomal composi-
tion for the diagnosis and therapeutic evalua-
tion of hematologic malignancies [ 21 ]. 
Routine cytogenetic analysis (karyotyping) 
can achieve resolutions suffi cient to detect 
alterations of a few megabases (Mb) [ 22 ]. 
This range of detection is useful to assess both 
gains and losses of large regions of the genome, 
as well as rearrangements within and among 
chromosomes. Cytogenetic analysis can iden-
tify numerous diagnostic chromosomal 
abnormalities in leukemia and lymphoma 
such as the Ph chromosome in CML, 8q24 
MYC translocations in Burkitt lymphoma, 
recurrent genetic abnormalities in AML, and 
deletions of 5q in MDS (Fig.  20.5 ).

   To perform routine karyotypic analysis, live 
cells are cultured and stimulated to divide, in 
order to promote mitoses. The cells are arrested 
in metaphase with a pharmacologic microtu-
bule inhibitor (e.g., colchicine) and treated 
with trypsin followed by a counterstain 
(Giemsa or equivalent). This produces differ-
ential staining of chromosomal regions leading 
to light (replicating) and dark (condensed 
chromatin) bands, each corresponding to a spe-
cifi c area of chromosomal DNA. A cytotech-
nologist then interprets the chromosomes and 
their respective bands for any abnormalities, 
deletions, or duplications. There are, however, 
some major limitations to routine cytogenetic 
analysis. In order to perform the assay, cells 
must be received in a non-fi xed, fresh state in 
order to stimulate mitoses and to perform suc-
cessful staining. Also, karyotyping is not suited 
for the detection of microdeletions, cryptic 
translocations, or small genetic alterations due 
to the limit of detection which is, at best, a few 
Mb. More sensitive methodologies such as 
FISH are available to detect abnormalities not 
seen on routine cytogenetic analysis.  

    Fluorescence In Situ 
Hybridization (FISH)  

 The introduction of FISH in routine clinical 
diagnostics has enabled molecular cytogenet-
ics and is now a widely used tool for the diag-

nosis and monitoring of patients with 
hematologic malignancies. FISH has aided 
the identifi cation of structural chromosome 
rearrangements and is frequently used as a 
supplemental test to karyotypic analysis [ 20 ]. 
There are a few distinct advantages to FISH 
compared to conventional chromosome anal-
ysis. FISH can be performed on formalin- 
fi xed paraffi n-embedded (FFPE) tissue and, 
therefore, can visualize both metaphase and 
interphase chromosomes. FISH can visualize 
DNA segments between 100 kilobases (kb) 
and 1.5 Mb, versus 2–5 Mb. Also, FISH has a 
relatively short turnaround time (as little as 
16 h in some cases) compared to days for rou-
tine cytogenetic analysis. However, in order 
for FISH analysis to have any utility, one must 
fi rst select FISH probes that interrogate the 
chromosome or region of interest. 

 FISH probes are fl uorescently labeled 
DNA probes that bind to complementary 
regions of the chromosome of interest. The 
DNA content of the target probes is made of 
either locus specifi c indicators (LSI) or cen-
tromere enumeration probes (CEP). LSI 
probes are specifi c to unique DNA sequences 
(target-specifi c loci) and are composed of 
200–600 bp segments that span the 
100 kb–1.5 Mb locus of interest. CEP probes 
are composed of highly repetitive DNA 
sequences that target common regions of all 
centromeres or are directed to specifi c cen-
tromeres of particular chromosomes. Each 
probe is tagged directly or indirectly with a 
fl uorophore. The probes and the target DNA 
are denatured to yield single-stranded DNA, 
which allows for the annealing of comple-
mentary DNA sequences. The signal probes 
bind the target of interest and the attached 
fl uorophores are evaluated by fl uorescence 
microscopy. For hematologic malignancies, 
several types of FISH probes are used, and 
each of these probes has utility in the appro-
priate diagnostic context (Table  20.1 ).

   Enumeration (centromere) probes are uti-
lized to examine whether neoplastic cells 
show a loss or gain of chromosomal number 
and serve as internal controls for deletion or 
amplifi cation probes. The loss or gain of chro-
mosome copy number or deletions of certain 
regions of the chromosome provide diagnos-
tic and prognostic information. For example, 
characteristic hypo-lobated or non-lobated 
megakaryocytes are visualized in bone 
 marrow preparations of patients with MDS 
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  Figure 20-5    Examples of classic cytogenetic abnormalities in hematologic malignancies visualized by conven-
tional karyotyping or fl uorescence in situ hybridization. ( a ) Deletion of the short arm of chromosome 5q [del(5q)]. 
( Left ) A conventional karyotype shows the absence of chromosomal material from the long arm of chromosome 
5. ( Right ) The expected 2R2G (two  red , two  green ) signal indicating two copies of the long arm of chromosome 
5q (R = red) and two centromeres for chromosome 5 (G = green) is shown in the nucleus ( blue circle ) on the  left . 
Chromosomal material from the long arm of chromosome 5 is lost from the nucleus on the  right . This results in an 
aberrant 1R2G signal. ( b ) Detection of the Philadelphia chromosome [t(9;22)(q34;q11.2)]. ( Left ) A conventional 
karyotype showing the translocation of genetic material from chromosome 22 ( BCR ) to chromosome 9 ( ABL1 ). 
( Right ) An aberrant one  red , one  green , two fusion (1R1G2F) signal is shown. The appearance of the  yellow  fusion 
color indicates juxtaposition of chromosomal material from chromosomes 9 and 22. The non-rearranged chromo-
some is shown with the expected 1R1G signal. ( c ) Trisomy 4, 10, and 17 in a patient with acute lymphoblastic 
leukemia (ALL). ( Left ) The karyotype revealed an extra chromosome 4, 10, and 17. This combination of cytoge-
netic abnormalities is prognostically favorable in some ALLs. ( Right ) Enumeration FISH probes with different fl uo-
rophores highlight the three copies of each chromosome [R = red, chromosome 7; G = green, chromosome 10; 
A = aqua, chromosome 17]. ( d ) Cytogenetic and FISH results from a patient with Burkitt lymphoma showing the 
translocation between  MYC  on chromosome 8 and  IGH  on chromosome 14. ( Left ) The characteristic translocation 
seen in Burkitt lymphoma involving the  MYC  locus on the long arm of chromosome 8 and the  IGH  locus on the 
long arm of chromosome 14 is shown [t(8;14)(q24;q32)]. ( Right ) An example of a FISH breakapart probe. The 
expected 2F (two fusion) signal indicates an intact  MYC  locus (chromosome 8, shown on the  left ). In normal cases, 
the contiguous confi guration of the  MYC  locus juxtaposes the  red  and  green  probes to produce a fusion signal. 
The loss of the fusion signal ( right ) results in an aberrant one  red , one  green , one fusion (1R1G1F) signal. The loss 
of a fusion signal denotes a “break” in the genetic material from one set of chromosome 8. The appearance of 
both a  red  and  green  signal indicates the genetic material from chromosome 8 is still detectable, but it is no 
longer in its contiguous confi guration (Images courtesy of Dr. Debra F. Saxe, PhD, Emory University School of 
Medicine Department of Pathology and Laboratory Medicine)       
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associated with isolated del(5q) (Fig.  20.5a ), 
whereas triple trisomy 4, 10, and 17 is consid-
ered a prognostically favorable genetic event 
in some ALLs (Fig.  20.5b ) [ 23 ]. 

 Some FISH probes are designed such that 
different fl uorescent signals juxtapose to emit 
a single “fusion” color. The presence or absence 
of the fusion color can be detected in dual 
color dual fusion (DCDF) or breakapart 
probes, respectively. DCDF probes can distin-
guish balanced translocations such as t(9;22)
(q34;q11) involving  BCR  and  ABL1 . The red 
(R) fl uorophore attached to the probe that 
targets the  ABL1  gene juxtaposes with the 
green (G) fl uorophore attached to the probe 
that targets the  BCR  gene. This juxtaposition 
causes the fl uorescent signal to fl uoresce 

 yellow. The presence of the yellow fusion (F) 
color is scored as a positive rearrangement 
(Fig.  20.5b ). In contrast, breakapart probes 
start as a fusion signal and when the locus is 
disrupted to give a single G or single R signal, 
it implies that a portion of the locus has rear-
ranged to another chromosome. Breakapart 
probes are useful for detecting gene rear-
rangements in loci that rearrange with multi-
ple chromosomes such as the 11q23 MLL 
locus in ALL and AML or the  MYC  locus in 
Burkitt lymphoma (Fig.  20.5d ) [ 24 ]. 

 Though FISH is a highly effective diagnos-
tic tool, there are some limitations. 
Technically, the scoring of FISH probes and 
determining cutoffs for positivity can be 
problematic. A cytogenetic technologist, 

   Table 20-1    Commonly Used FISH Probes for Hematologic Malignancies   

 Probe type  Locus  Identifi es 
 Abnormal 
signal  Disease 

 Enumeration 
(Centromere) 

 Telomeres or 
centromeres of 
chromosomes 3, 4, 
7, 10, 12, and 17 

 Gain or loss of 
chromosome 
number 

 nR, nG, nB 
where  n  ≠ 2 

 ALL, MM, CLL, 
and AMLs with 
complex 
karyotypes 

 Deletion  5p15.2 (G) 
 5q31  EGR1  (R) 

 Loss 5, del(5q)  RG, RGG  MDS, AML 

 7p11.1-q11.1 (G) 
 7q31 (R) 

 Loss 7, del(7q) 

 13q34  LAMP1 (G) 
 3q14 (R) 

 Loss 13, del(13q)  RG, RGG  MM, CLL 

 17p11.1-q11.1 (G) 
 17p13.1  TP53  (R) 

 Loss 17, del(17p) 

 Dual color 
 Dual fusion 

 9q34  ABL1  (R) 
 22q11.2  BCR  (G) 

 t(9;22) 
 BCR/ABL1 

 Any F  CML, Ph+ ALL 

 15q22  PML  (R) 
 17q21.1  RARA  (G) 

 t(15;17) 
 PML/RARA 

 Any F  APL 

 11q13  CCND1  (R) 
 14q32  IGH  (G) 

 t(11;14) 
 IGH/CCND1 

 Any F  MCL, MM 

 Breakapart  11q23  MLL  (F)   MLL  rearrangements  Any R or G  AML, MDS, 
mixed-lineage 
lymphomas 

 16q22  CBFB  (F)  inv(16), t(16;16), 
del(16q) 

 Any R or G  AML with inv(16) 
or t(16;16) 

 8q24  CMYC  (F)   MYC  rearrangements  Any R or G  Lymphoma 
(Burkitt) 

   R  red,  G  green,  B  blue,  F  fusion (yellow),  MM  multiple myeloma,  CLL  chronic lymphocytic leukemia/small lympho-
cytic lymphoma,  AML  acute myeloid leukemia,  MDS  myelodysplastic syndrome,  CML  chronic myelogenous leuke-
mia,  Ph+  Philadelphia chromosome,  ALL  acute lymphoblastic leukemia,  APL  acute promyelocytic leukemia,  MCL  
mantle cell lymphoma,  MM  multiple myeloma  
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geneticist, or pathologist counts anywhere 
from 100 to 200 cells and cutoffs must be 
well defi ned to avoid making inappropriate 
calls. This is particularly true for deletion 
probes. In addition, like any nucleic acid-
based test, sample integrity is very important 
and can lead to poor hybridization. Fusion 
signals may be small, weak, or absent due to 
biologic and technical reasons. Also, quality 
control is critical to determine that the FISH 
process is working appropriately. 

 By its nature, FISH analysis can only inter-
rogate preselected chromosomal regions. By 
focusing on a specifi c region of the genome, 
other signifi cant prognostic or biologic infor-
mation in other regions of the same or other 
chromosomes may remain undetected. 
Theoretically, FISH probes targeting all 
regions of all chromosomes could be 
employed, but this is not a practical alterna-
tive for most clinical laboratories. For this rea-
son, aCGH or SNP arrays that combine 
comprehensive coverage of the entire genome 
with the ability to assess specifi c regions of 
interest are attractive new methods for whole 
chromosome analysis.  

    Array Comparative Genomic 
Hybridization (aCGH)  

 Array CGH, also called molecular karyotyp-
ing, is a technique that uses competitive 
hybridization of fragmented tumor and con-
trol DNA to comprehensively interrogate 
hundreds of discrete genomic loci for DNA 
copy number gains and losses [ 25 ,  26 ]. The 
resolution of aCGH depends on the spacing 
and length of the interrogating DNA probes 
on the microarray. Whole-genome aCGH 
platforms exist that utilize equally spaced 
probes to interrogate the genome at 6–70 kb 
intervals, although most of the clinically 
available aCGH platforms use targeted arrays 
that detect previously characterized aneu-
ploidies or chromosomal abnormalities/rear-
rangements [ 27 ]. 

 In aCGH, equal amounts of fl uorescently 
labeled sample DNA (using Cy3, a green dye, 
for example) and control DNA (using Cy5, a 
red dye, for example) are cohybridized to 

an array containing complementary DNA 
targets. When the sample or control DNA 
anneals, the labeling intensities or “spots” of 
fl uorescence are measured. The resulting ratio 
of the fl uorescence intensities is proportional 
to the ratio of the copy numbers of DNA 
sequences in the sample and control genomes. 
If the intensities of the fl uorescent red and 
green dyes are equal, that region of the 
patient’s sample genome is interpreted as 
having a quantity of DNA equal to the con-
trol sample. If there is an altered green:red 
ratio, this indicates a loss or a gain of the sam-
ple DNA at that specifi c genomic region 
(Fig.  20.6 ) [ 26 ].

   One of the most commonly reported 
applications of aCGH in hematologic oncol-
ogy is the detection of chromosomal abnor-
malities in “cytogenetically normal” 
malignancies [ 28 ]. That is, detecting copy 
number alterations (CNAs) or chromosomal 
abnormalities that are not detected by con-
ventional cytogenetics. Because aCGH can 
reach a genomic resolution of approximately 
6 kb, aCGH can detect chromosomal altera-
tions that G-banding or FISH probes lack the 
resolution to detect. In one study, aCGH 
detected new cytogenetic abnormalities not 
seen by karyotype or FISH analyses in 80 % of 
MDS patients [ 29 ]. Other studies have also 
demonstrated genomic imbalances, cryptic 
CNAs, or karyotypic alterations in cytogenet-
ically normal MDS patients [ 30 – 32 ]. Similar 
results have been described in pediatric ALL 
[ 33 ], blastic plasmacytoid dendritic cell neo-
plasms [ 34 ], chronic lymphocytic leukemia 
[ 35 ], and AML [ 36 ]. These studies suggest 
that aCGH is a useful adjunct to  conventional 
chromosomal analyses to assess for both diag-
nostic and prognostic cytogenetic abnormali-
ties in hematologic malignancies. 

 Despite its broad and sensitive cadre of 
applications, aCGH is limited as a compre-
hensive diagnostic tool because of an inability 
to detect balanced translocations, copy neu-
tral loss of heterozygosity (CN-LOH, a pro-
cess whereby a lost portion of the chromosome 
is reduplicated from the sister chromatid), 
and uniparental disomy (UPD, a process simi-
lar to CN-LOH that involves an entire chro-
mosome). The results of aCGH are also 
infl uenced by the amount of tumor sample 
present, the presence of tumor subclones, and 
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  Figure 20-6    An example of array comparative genetic hybridization with gain of chromosome 12 in chronic 
lymphocytic leukemia. ( a ) Sample DNA is labeled with a green fl uorescent dye (Cy3) and reference DNA is labeled 
with red (Cy5). The two are mixed and competitively cohybridized to an array containing genomic DNA targets 
that have been fi xed to a glass slide. The areas on the slide that appear  green  indicate extra chromosomal mate-
rial (duplication) in the test sample at that particular region. Areas on the slide that appear  red  indicate relatively 
less test DNA (deletion) in the sample at that specifi c spot.  Yellow areas  indicate equal amounts of sample and 
reference DNA. ( b ) The slides are scanned into image fi le and an output of scanning depicts hundreds of spots 
with different ratios of the fl uorescence intensities. ( c ) Microarray image fi les are quantifi ed using software that 
detects the fl uorescent signals and maps them to specifi c regions of the chromosome. The signals are converted 
to the data output format shown here. A gain of genetic material from chromosome 12 from a CLL patient sample 
is indicated in the  red circle  (adapted from Shinawa M and Cheung SW. The array CGH and its clinical applica-
tions.  Drug Discov Today  2008 Sep;13(17–18):760–70 with permission from  Drug Discovery Today . Copyright 
2010 Elsevier B.V.)       
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the resolution of the microarray platform 
[ 25 ]. Not surprisingly, aCGH platforms that 
target the entire genome are more expensive 
and are likely to detect genomic imbalances 
of unclear signifi cance [ 26 ].  

    Single Nucleotide 
Polymorphism (SNP) Arrays  

 SNPs are single base pair changes in genomic 
DNA that occur (on average) every 1,000–
2,000 bases [ 37 ]. Because SNPs have a low 
rate of recurrent mutation, studies have 
“mapped out” the location of common SNPs 
along the human genome. These SNP maps 
serve as reference sequences to allow com-
parison between DNA of interest (sample) 
and normal DNA (reference DNA or unin-
volved tissue) at the single nucleotide level. 
The utility of SNP analysis is fi nding favor in 
virtually every facet of medicine: pharmaco-
genetics, neuropsychiatric disorders, and 
forensics, to name a few [ 38 – 40 ]. 

 For hematologic malignancies, SNP array 
karyotyping takes advantage of very large 
numbers of allele-specifi c probes synthesized 
on microarrays to detect genome-wide CNAs 
and allelic imbalances. SNP array karyotyping 
represents the only platform currently avail-
able for genome-scale detection of CN-LOH 
or UPD. However, much like aCGH, SNP 
arrays are not designed to detect balanced 
translocations which, as noted previously, are 
commonly found in hematopoietic malignan-
cies [ 41 ]. That said, SNP array karyotyping is 
a tool for the diagnosis and monitoring of 
hematopoietic neoplasms. 

 SNP arrays interrogate genomic loci to 
determine the DNA copy number and the 
genotype. The most common SNP array plat-
forms include Illumina and Affymetrix arrays, 
which utilize bead [ 42 ,  43 ] or chip technol-
ogy [ 44 ], respectively. In the bead-based 
Illumina platform, whole genome amplifi ca-
tion and fragmentation steps are followed by 
hybridization to an oligonucleotide bead array 
(Fig.  20.7 ). In the Affymetrix technology, 
genomic DNA is digested by restriction endo-
nucleases, amplifi ed and labeled and hybrid-
ized to oligonucleotides on a microarray chip 
(Fig.  20.8 ) [ 45 ]. SNP arrays offer superior 

resolution to conventional karyotypic  analysis, 
can detect genetic lesions less than 100,000 bp 
in size, and nullify the need for mitotically 
active cells. They can also detect genes 
involved in unbalanced copy number changes 
and determine genetic targets of amplifi ca-
tions and deletions [ 41 ].

    During the past decade, this resolution 
sensitivity has yielded a wealth of informa-
tion regarding genomic alterations in hemato-
logic malignancies. For example, SNP arrays 
identifi ed recurrent abnormalities in the 
 EBF1  and  PAX5  genes in childhood ALL [ 46 , 
 47 ]. CLL and plasma cell myeloma are ame-
nable to SNP array analysis, because there 
sometimes is diffi culty obtaining metaphase 
chromosomes for conventional karyotyping 
[ 41 ]. SNP arrays identifi ed 24 large (>10 Mb) 
copy-neutral regions with LOH in some cases 
of CLL that were not detectable by alterna-
tive methods [ 48 ]. Also in CLL, investigators 
found novel mutations in MAX pathway 
genes that are involved in regulatory mecha-
nisms for cell proliferation, differentiation, 
and apoptosis [ 49 ]. In plasma cell myeloma, 
SNP arrays consistently recapitulate the fi nd-
ings of FISH analysis and provide further 
information regarding the particular genes 
deleted within chromosomal regions associ-
ated with poor prognoses [e.g.,  CYLD  and 
 WWOX  in del(16q)] [ 50 ]. Perhaps the most 
signifi cant application for SNP array analysis 
in hematologic malignancies has been the dis-
covery of prognostically relevant genomic 
alterations in MDS and AML without recur-
rent or defi ned chromosomal translocations 
[ 51 – 53 ]. 

 SNPs exist in a binary fashion (either SNP 
A or SNP B). Therefore, a single bead or chip 
oligonucleotide corresponds to a single allele 
at the SNP locus. Each SNP allele produces a 
specifi c color indicator (red for SNP A and 
blue for SNP B, for example) when sample 
DNA is bound. When genomic DNA binds, 
the relative intensities of red and blue signal 
at individual SNP loci are evaluated to deter-
mine three possible genotypes: homozygous 
A/A or B/B, or heterozygous A/B [ 54 ]. 
Importantly, the hybridization signals of 
tumor DNA across more than a million SNP 
loci are compared to normal diploid DNA 
(usually buccal mucosa DNA) at the individ-
ual probe sites [ 55 ]. The comparison of tumor 
sample to matched normal DNA allows for 
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evaluation of chromosomal abnormalities. 
The abundance of one color    (SNP allele) in 
the tumor sample could represent LOH, sec-
ondary to either chromosomal deletion or 
CN-LOH (Fig.  20.8d ). 

 The source of reference DNA is important 
in SNP analysis. When an SNP array sample is 
compared to reference DNA instead of paired 
normal sample from the same individual, 
there is a greater risk of a “miscall.” In the 
most common scenario, an individual harbors 
an inherited copy number variation (CNV, a 
region of the genome with polymorphous 

gene segments). CNVs appear frequently in 
the genome, but the same CNVs are usually 
not seen among many persons. This has com-
plicated the validation of these regions in ref-
erence databases such as the Database of 
Genomic Variants (DGV) [ 56 ]. Virtually all 
CNV and SNP databases are incomplete and 
lack comprehensive validation. Thus, it is rec-
ommended to simultaneously analyze nor-
mal, non-neoplastic DNA from the same 
patient [ 41 ,  54 ,  57 ]. Buccal mucosal epithe-
lial cell swabs are routinely used as a source 
of normal DNA, but buccal mucosa can be 

  Figure 20-7    Principles of a bead-based (Illumina) SNP array. ( 1 ) Genomic sample DNA is fi rst “activated” by 
biotinylation. ( 2 ) Oligonucleotides that correspond to specifi c SNPs are then combined with the activated DNA in 
the oligonucleotide/target annealing step, in which the query oligonucleotides hybridize to the genomic DNA 
that binds to the paramagnetic particles (via the biotin). Two allele-specifi c oligonucleotides (ASOs designated 
 orange  or  yellow ) and one locus-specifi c oligonucleotide (LSO designated  green ) are designed for each SNP. The 
ASO contains a 5′ universal sequence that serves as a universal primer for all beads. The LSO contains a unique 
sequence complementary to a particular bead type designated as the “address.” ( 3 ) DNA polymerase with high 
specifi city for a perfectly matched target sequence at the SNP adds nucleotides between the ASO and the 
LSO. DNA ligase is used to seal the nick between the extended ASO and the LSO to form PCR templates that can 
be amplifi ed with universal PCR primers (Step 4). ( 4 ) PCR amplifi cation is performed with three universal PCR 
primers (P1, P2, and P3) labeled with Cy3 ( green ), Cy5 ( red ), and biotin, respectively. ( 5 ) Double-stranded dye- 
labeled PCR products are converted to single-stranded DNA (ssDNA) on paramagnetic beads (again via binding 
with biotin). These ssDNA are removed and hybridized to their complement bead type via their unique “address.” 
( 6 ) The bound DNA is containing Cy3 and/or Cy5. The dyes are excited by lasers at different wavelengths. Based 
on the intensities detected from the two channels for the two respective alleles of each SNP, genotypes are des-
ignated using computer software (adapted from Shen R et al. High-throughput SNP genotyping on universal 
bead arrays.  Mutat Res . 2005 Jun 3;573(1–2):70–82 with permission from  Mutation Research . Copyright 2005 
Elsevier B.V.)       
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contaminated with blood, thus introducing 
tumor DNA into the supposed “normal sam-
ple.” A skin biopsy may be a source of optimal 
normal DNA but is a more invasive proce-
dure than a simple mouth swab [ 54 ]. 

 Although SNP arrays interrogate a signifi -
cant portion of the genome in terms of SNP 
distribution, they still cover less than 0.1 % 
of the whole genome. With current technol-

ogy, SNP arrays cannot be designed to distin-
guish every single base pair change 
throughout the genome [ 58 ]. Thus, they can-
not be used to evaluate point mutations in 
genes in which these are common, such as 
 FLT3 ,  CKIT , or  PDGFR . SNP arrays also are 
unable to detect balanced chromosomal 
translocations. To resolve this, SNP array 
analysis is applied subsequent to tests that 

  Figure 20-8    Principles of a chip-based (Affymetrix) SNP array. ( a ) Sample DNA is fragmented and labeled with 
fl uorescent dye (e.g., Cy3 and Cy5). DNA is hybridized to oligonucleotide probes ( blue ) corresponding to the 
individual SNP alleles ( yellow circles ). ( b ) Amplifi ed and labeled DNA is hybridized to probes corresponding to 
alleles for each SNP locus. This results in a genotyping pattern allowing for determination of the heterozygosity 
or homozygosity for each allele. At the same time, intensity of the hybridization signals allows for determination 
of copy number changes. Various software packages allow for generation of karyotyping maps. ( c ) Example data 
from an Affymetrix 6.0 SNP array showing segmental gain of chromosomal material. The  left panel  is an example 
of an “allele peak” view. On the  left side  of the  dotted line  there is a mixture of signal intensities of the arbitrarily 
designed “B” allele. In the normal state ( left  of the  dotted line ) there are equal mixtures of loci homozygous for 
the B SNP allele (+1), loci heterozygous for the AB allele (0), and homozygous for the A SNP allele (−1). A seg-
mental gain of chromosomal material is shown to the  right  of the  dotted line . The “allele peak” view now shows 
the presence of three alleles: BBB ( top line , +1.5), BBA ( second line from top , +0.75), BAA ( third line from top , 
−0.75), and AAA ( bottom line , −1.5). The “copy number state” is shown in the  right panel . This assists in the 
identifi cation of three alleles. ( d ) Example data from an Affymetrix 6.0 SNP array showing complete loss of chro-
mosomal material from 5q. The  left panel  is an example of a “weighted log2” view indicating overall loss of fl uo-
rescent signal. The “copy number state” is shown in the  right panel . This shows one copy of the allele and is 
interpreted as a complete loss of genetic material       
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readily identify translocations and point 
mutations such as routine cytogenetic analy-
sis/FISH or single gene assays, respectively. 

 The ability to interrogate all base pairs in 
hematologic malignancies would provide a 
comprehensive assessment of the neoplastic 
genotype and ensure that all clinically rele-
vant information would be obtained from a 
patient sample. Assays that interrogate the 
whole genome at the base pair level have 
recently been introduced to assess this 
information.  

    Whole Genome Assays 

 As the name implies, whole genome assays 
(at least theoretically) interrogate all nucleo-
tides present in the entire genome or, in the 
case of whole exome sequencing (WES), 
interrogate all the base pairs in the coding 
regions of the genome. Next-generation 
sequencing (NGS) platforms can sequence 
the entire genome in a single experimental 
run, because modern computers possess the 
massive computing power necessary to 
manipulate billions of data points simultane-
ously. The time and cost required to sequence 
the entire genome have dropped precipi-
tously. In 2001, it took a staggering 10 years 
and 2.7 billion U.S. dollars to sequence the 
entire genome. Approximately a decade later, 
it takes an equally staggering few weeks and a 
few thousand U.S. dollars to perform the 
same task [ 59 ]. By coupling enormous clini-
cal potential with legitimate affordability and 
reasonable turnaround time, NGS techniques 
are projected to become a mainstay for the 
diagnosis and treatment of hematologic 
malignancies in the imminent future.  

    Next Generation 
Sequencing (NGS)  

 Three benchtop NGS platforms, The 454 GS 
Junior (Roche), MiSeq (Illumina), and Ion 
Torrent PGM (Life Technologies), have 
emerged as the industry leaders and are used 
for hematolymphoid malignancy testing. 
Regardless of the platform, intact genomic 

DNA must be partitioned into workable 
amplifi able fragments such that template 
DNA can undergo massively parallel DNA 
sequencing. Current methods generally 
involve randomly breaking genomic DNA 
into smaller sizes (either by sonication or 
restriction digestion), amplifying the tem-
plate DNA (e.g., creating a DNA library), and 
anchoring the fragments to solid phase com-
ponents. The solid phase anchored frag-
mented DNA is partitioned in such a way 
that simultaneous sequencing reactions can 
occur. These sequencing reactions are per-
formed on amplifi ed DNA fragments (of the 
same template sequence) because most imag-
ing systems cannot detect single template 
fl uorescent or luminescent events [ 60 ,  61 ]. 
The ability to detect the sequence of millions 
of individual partitioned fragments of 
genomic DNA simultaneously is the sine qua 
non of NGS [ 60 – 65 ]. 

 Each benchtop NGS platform performs 
massive parallel sequencing using a different 
methodology and as a result, each of the three 
has differential performance characteristics. 
At least for bacterial genomes, the MiSeq 
tends to generate the highest throughput per 
run with the lowest number of errors but 
delivers short reads. The 454 GS Junior deliv-
ers the longest read length but suffers from 
more errors than the MiSeq, and the Ion 
Torrent PGM produces the shortest reads 
with the most errors but with the fastest 
throughput and shortest run-time [ 66 ,  67 ]. 
All three NGS platforms are currently in use 
in clinical laboratories, but it is unclear and 
likely too early to determine whether one 
platform (or another platform in develop-
ment) will emerge as the “gold standard” for 
clinical use. Still, for the purposes of this 
chapter, the application of NGS to hemato-
logic malignancies is the same, regardless of 
which platform is used. 

    Applications of NGS 
to Hematologic Malignancies 
 The goal of NGS in hematologic malignan-
cies is to identify and interpret genetic varia-
tion between the neoplastic population and 
the matched germline DNA [ 68 ]. When 
optimized, NGS can detect point mutations, 
insertions, deletions, and chromosomal 
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 rearrangements making it an ideal platform to 
assess known clinically relevant mutations 
and for the discovery of new mutations or 
mutations previously undetected by standard 
methodologies [ 69 ]. 

 One of the fi rst documented applications 
of NGS to hematologic malignancies was 
performed in 2008 when investigators used 
NGS to sequence “cytogenetically normal” 
(by routine karyotyping and FISH analysis) 
AMLs. They discovered ten somatic muta-
tions in exon coding regions. Of the ten 
mutations, two mutations,  FLT3  ITDs and 
 NPM1  exon 12 insertions, were known to be 
mutated in AML and the other eight novel 
mutations and the associated genes are cur-
rently under intense investigation to deter-
mine their contribution to the pathogenesis 
of AML [ 70 ]. This landmark paper served as 
a “proof of principle” study: one could feasi-
bly use NGS to identify mutations in hema-
tologic malignancies that other methods had 
failed to detect. A few years later, novel 
recurrent mutations in  DNMT3A  were dis-
covered in approximately 20 % of AML 
cases and found to be associated with poor 
overall survival, but predictive of improved 
survival in patients less than 60 years of age 
treated with high- dose induction chemo-
therapy [ 68 ,  71 ]. In MDS, NGS identifi ed 
mutations in  TP53 ,  EZH2 ,  ETV6 ,  RUNX1 , 
and  ASXL1  that were found to be predictors 
of poor overall survival [ 72 ]. In multiple 
myeloma, investigators discovered previ-
ously unknown point mutations in  KRAS , 
 BRAF , and  NRAS  [ 73 ]. New mutations were 
also discovered in CLL and NGS has been 
investigated as a tool to molecularly monitor 
clonal evolution in pediatric acute leukemia 
patients [ 74 – 76 ]. 

 NGS has been reported to recapitulate 
the results generated by traditional single 
gene assays, such as identifying immunoglob-
ulin or T-cell receptor rearrangements,  FLT3 
 mutations, and  JAK2  p.V617F mutations 
[ 70 ,  77 ,  78 ]. There are also reports that NGS 
can identify balanced translocations such as 
BCR- ABL1 t(9;22)(q34;q11.2) and cryptic 
translocations not identifi ed by routine cyto-
genetics [ 69 ,  79 ]. 

 The use of NGS platforms has also found 
favor in monitoring residual disease and dis-
ease recurrence. NGS platforms are able to 
“look for every aberration” in contrast to 

 conventional methods such as cytogenetics, 
FISH, or PCR that are designed to assess for 
predetermined chromosomal abnormalities 
or mutations. This unique property allows for 
the detection of tumor subclones that were 
either present at the initiation of therapy or 
are evolving in the presence of therapy. 
Examples of this “escape clone monitoring” 
were recently described in AML. Investigators 
found two major clonal evolution patterns 
during AML relapse: a primary tumor clone 
acquired additional mutations that evolved 
into the relapse clone, or a subclone of the 
primary tumor clone survived initial therapy, 
gained additional mutations, and then 
expanded at relapse. These data also sug-
gested that AML cells routinely acquire addi-
tional mutations at relapse, and some of these 
mutations may contribute to clonal selection 
and chemotherapy resistance [ 80 ]. Clonal 
evolution monitoring with NGS is also 
described in drug-resistant  BCR-ABL1  
mutants [ 81 ] and chronic lymphocytic leuke-
mia [ 82 ]. As NGS studies accumulate, it is 
postulated that more sophisticated monitor-
ing and treatment protocols will arise. 

 The comprehensive data attained from 
NGS are obviously attractive for use as a clin-
ical tool. However, the trade-off for generat-
ing many parallel short templates is loss of 
sequencing accuracy. NGS platforms have 
approximately tenfold higher error rates in 
base pair reads (1 in 1,000 bases at 20-fold 
coverage) versus Sanger sequencing (1 in 
10,000 bases). The depth of sequencing cov-
erage (the number of times a single fragment 
is amplifi ed) may be insuffi cient to identify 
single point mutations in limited sample 
sizes; neoplastic tissue that comprises 25 % of 
the input sample that is sequenced at 30-fold 
coverage still produces an error rate of 5 % 
[ 83 ]. Certain highly repetitive regions of the 
genome are diffi cult to examine accurately, 
partly due to the algorithms used to align the 
sequencing data [ 68 ]. WES allows greater 
depth of coverage to more accurately detect 
point mutations in the 1–2 % of the genome 
that constitutes the protein coding regions. 
However, certain portions of the exome are 
also subject to the same sequencing diffi cul-
ties and pertinent mutations in intronic DNA 
will be missed. To address the technological 
challenges inherent to NGS, consensus 
 guidelines for test validation, quality control, 
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profi ciency testing, and quality control for 
NGS testing in clinical laboratories are avail-
able and continue to evolve [ 84 ]. 

 Both WGS and WES generate tremendous 
amounts of data that pose unprecedented 
informatics challenges to analyze, interpret, 
retrieve, and store, particularly in a Health 
Insurance Portability and Accountability Act 
(HIPAA)-compliant manner. A recent report 
highlighted some of the data analysis chal-
lenges that NGS sequencing poses. For the 
detection of  FLT3  internal tandem duplica-
tion, only one of seven software analysis pack-
ages (Pindel) reliably detected the aberration 
with 100 % sensitivity and specifi city. Some 
of the software programs did not detect the 
duplication in any sample [ 85 ]. These data 
raise questions regarding the “in silico” inter-
pretation of NGS data that are beyond the 
scope of this chapter. 

 Suffi ce it to say, guidelines and recommen-
dations governing the broad clinical applica-
tion of WGS or WES to hematologic 
malignancies will require input from patholo-
gists, clinicians, and informatics specialists, 
among others, to meet the rigorous quality 
demands required for clinical laboratory 
testing.   

    Conclusions 

 The genomic applications to hematologic 
malignancies are diverse but are essential for 
both diagnosis and clinical management, and 
each testing methodology has utility in the 
appropriate clinical context. Choosing the 
most fi tting test requires a fund of knowl-
edge for both the disease entity and the test-
ing methods. Single gene testing, routine 
cytogenetic karyotyping, FISH, aCGH, SNP 
array, WES, and WGS analyses all possess 
innate utility and limitations when the clini-
cal question is clearly delineated. As the dis-
coveries and applications of innovative 
technologies in genomic medicine will con-
tinue to evolve, it is the medical profession-
al’s responsibility to become familiar with all 
genomic testing methodologies, in order to 
request the most suitable test for the diagno-
sis and management of patients with hema-
tologic malignancies.     
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    CHAPTER 21   

 GENOMIC APPLICATIONS IN BRAIN TUMORS 

           MATIJA     SNUDERL    

         Introduction 

 The fi eld of neuro-oncology has evolved sig-
nifi cantly over the past two decades. Because 
brain tumors are diffi cult to culture, discover-
ies of genomic rearrangements made by clas-
sic cytogenetics in other fi elds of oncology 
have not been possible. A new era has started 
with the implementation of molecular tech-
niques, which led to discoveries of novel diag-
nostic, prognostic and predictive molecular 
markers. Whereas histological classifi cation of 
tumors relies on the morphological features, 
targeted and genome-wide approaches led to 
deeper understanding of brain tumor biology 
and molecular subclassifi cation of morpho-
logic entities. Recent advances in genome- 
wide techniques have also discovered genes 
underlying previously well known aberra-
tions. For example, a co-deletion of 1p/19q 
has long been accepted in the fi eld as a 

 predictive marker in oligodendroglioma. 
Whole- genome sequencing discovered the 
underlying role of the  CIC  gene in oligoden-
droglioma biology. While many methods are 
still for research use only, there is no doubt 
that many will be used clinically in the fore-
seeable future. A variety of assays have been 
designed to analyze chromosomal rearrange-
ments, copy number changes, point muta-
tions, and epigenetic changes. This is 
particularly important because most malig-
nant brain tumors have largely resisted stan-
dard chemotherapy and radiation therapy 
and will require more targeted approaches 
based on the specifi c biology of the tumors. 
Genome, transcriptome, and epigenome anal-
yses will likely become a focus for diagnostics 
and for identifying therapeutic targets. 

 Gliomas are the most common tumors of 
the central nervous system (CNS) and often 
require additional molecular workup, either 
for diagnosis or for clinical management. In 
clinical practice, a single gene or target region 
is usually evaluated. The most commonly 
used assays include analyses of 1p/19q, 
 MGMT  methylation and  IDH1  mutation sta-
tus [ 1 – 3 ]. From a technical point of view they 
include fl uorescence in situ hybridization 
(FISH), the polymerase chain reaction (PCR), 
a variety of methylation-specifi c assays, and 
sequencing or immunohistochemistry (IHC). 
These targeted approaches can provide 
important diagnostic and prognostic or pre-
dictive information, particularly in diffuse 
gliomas. Other common CNS neoplasms 
such as meningiomas, ependymomas, and 
medulloblastomas seem to show changes that 
are far too complex to be detectable by a 

 Introduction 321

 Targeted Genomic 
Assays Used in the Clinical 
Evaluation of Brain Tumors 322

 Whole-Genome Evaluation 
of Brain Tumors 329

 Gliomas 333

 Conclusions 337



single- target approach. Genome-based analy-
sis of the expression profi le of medulloblasto-
mas, supported later by copy number and 
mutation analysis, has pioneered subclassifi -
cation of a single disease based on molecular 
characteristics. With a growing number of 
targets, a whole-genome approach and assay 
multiplexing are becoming more feasible and 
cost-effective solutions. With the costs of 
whole-genome analyses decreasing, one can 
expect that a large number of specifi c assays 
designed for particular targets will be replaced 
by a panel that is able to evaluate numerous 
genes of interest.  

    Targeted Genomic 
Assays Used in the Clinical 
Evaluation of Brain Tumors  

    1p/19q 
 Loss of chromosomal arms 1p and 19q is the 
hallmark of oligodendroglial neoplasms. 
Although frequencies in reports vary, loss of 
1p and 19q is detected in up to 80 % of oligo-
dendrogliomas of World Health Organization 
(WHO) grade II, 60 % of anaplastic oligoden-
drogliomas WHO grade III, 30–50 % of oli-
goastrocytomas WHO Grade II, 20–30 % of 
anaplastic oligoastrocytomas, and approxi-
mately 10 % of diffuse astrocytic gliomas. 

 Numerous studies have confi rmed an 
association between 1p/19q co-deletion and 
a favorable response to chemotherapy, ini-
tially to procarbazine, lomustine, and vincris-
tine, and later to temozolomide, as well as to 
radiotherapy. Therefore, testing for 1p/19q 
loss is considered the standard of care. Most 
neuro- oncologists will use 1p/19q status to 
make therapeutic decisions, although the 
clinical approach is not uniform. Many will 
withhold radiation therapy upfront, even in 
case of a small residual tumor after surgery, 
in order to avoid the risk of long-term toxic-
ity and choose chemotherapy with temo-
zolomide or even careful monitoring alone. 
Radiation, therefore, remains as an option in 
case of progression. From a diagnostic point 
of view, 1p/19q loss can help to distinguish 
oligodendrogliomas from morphologically 
similar neoplasms such as neurocytomas, 

clear cell ependymomas and meningiomas, 
dysembryoplastic neuroepithelial tumors 
(DNETs), or small cell variant of glioblas-
toma. The loss of 1p and 19q is mediated by 
formation of a balanced whole arm transloca-
tion involving chromosomes 1 and 19, with 
subsequent loss of the derivative chromo-
some der(1;19)(p10;q10) and maintenance 
of the der(1;19)(q10;p10). The genes respon-
sible for tumorigenesis of oligodendroglioma 
were enigmatic until recently, when several 
whole-genome sequencing studies have iden-
tifi ed  CIC  (Fig.  21.1 ) and  FUBP1  gene muta-
tions [ 4 ,  5 ].

   In laboratory practice, PCR-based loss of 
heterozygosity studies and FISH are the most 
commonly used methods to detect 1p/19q 
loss. Other less common methods would 
include arrayed comparative genomic hybrid-
ization (aCGH) and multiplex ligation 
dependent probe amplifi cation (MLPA). 
MLPA only requires standard PCR instru-
mentation and capillary gel electrophoreses; 
however, it does not require the patient's nor-
mal DNA sample. Both FISH and PCR meth-
ods are technically straightforward but have 
some advantages and disadvantages. Loss of 
heterozygosity analysis is a PCR-based 
method, the major disadvantage of which is 
the necessity of obtaining a normal blood 
sample. This can be complicated if blood is 
not collected at the time of surgery and the 
patient is discharged when the diagnostic 
dilemma arises. FISH scoring can be time- 
consuming, but can provide additional prog-
nostic information. By FISH, tumor cells with 
1p/19q present would show two signals for 
1p and two for 19q and two control signals of 
1q and 19p, respectively (Fig.  21.2a ). A typi-
cal co-deletion pattern would have nuclei 
with two signals for 1q and one for 1p, and 
nuclei with two signals for 19p and only one 
for 19q (Fig.  21.2b ). This is called an absolute 
deletion [ 6 ]. However, some tumors are char-
acterized by polysomy, i.e., gains of either 
chromosome 1 or 19 or both, with concur-
rent loss of 1p/19q [ 7 ]. These are sometimes 
referred to as relative deletions. Nuclei will 
have four or more 1q signals and two or more 
1p signals (Fig.  21.2c ) or four or more 19p 
signals and two or more 19q signals. Several 
studies have confi rmed that the additional 
data about polysomy and relative deletions 
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seen by FISH but not by loss of heterozygos-
ity analysis provide important prognostic 
information. Concurrent loss of 1p/19q and 
polysomy predicts early recurrence and poor 
survival [ 7 ,  8 ]. Therefore, for the clinical 
assessment of 1p/19q loss, FISH provides bet-
ter predictive value compared to loss of 
heterozygosity.

   Importantly, although tumors with a  classic 
oligodendroglial morphology are much more 
likely to have 1p/19q co-deletion, in mixed 
tumors the molecular pattern is the same in 
both the oligodendroglial and the astrocytic 
component and therefore FISH can be per-
formed anywhere in the neoplasm. 
Interestingly, association between a brain site 

  Figure 21-1    Identifi cation of  IDH1  and  CIC  mutations in oligodendroglioma. In oligodendroglioma, whole-
genome sequencing (Illumina platform) identifi es concurrent mutations in the  IDH1  (c. 395C > T, p.R132H) and 
 CIC  (c.604C > T, p.R202W) genes. The majority of  IDH1  mutations in gliomas are p.R132H. The majority of muta-
tions in oligodendrogliomas with 1p19q loss and  IDH1  or  IDH2  mutations occur within exons 5 and 20 of the  CIC  
gene. The example shown, in the form of the Integrative Genomics Viewer (IGV, Broad Institute) browser view, is 
from exon 5, which is a highly conserved DNA- interacting HMG domain. Novel non-synonymous mutations can 
be identifi ed by fi ltering against the normal sequence pileup and by comparison with the dbSNP database. Figure 
courtesy of Dr. Stephen Yip, BC Cancer Agency       
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and 1p/19q status has been well documented. 
Frontal lobe oligodendrogliomas are signifi -
cantly more likely to carry 1p/19q loss than 
gliomas from the temporal lobe with the same 
morphology. The biological reasons for that 
are currently unknown. Also, 1p/19q loss is 
exceedingly rare in the pediatric population 
and does not have the same diagnostic or prog-
nostic importance. For these reasons, molecu-
lar results have to be interpreted together with 
histological and clinical data, and cannot 
replace a morphological diagnosis. 1p/19q sta-
tus, WHO grade, morphological diagnosis (oli-
godendroglioma versus astrocytoma versus 
oligoastrocytoma), patient age, and perfor-
mance score are independent  statistically sig-
nifi cant prognostic variables. Therefore, 
combining molecular and histopathological 
data to arrive at a diagnosis has a stronger pre-
dictive value than either of them alone.  

     IDH1  
  IDH1  mutations are associated with younger 
patients and with the diagnosis of secondary 
glioblastoma (sGBM), which develops from a 
preexisting low-grade glioma (LGG). The 
majority of diffuse astrocytomas of WHO 
grade II and anaplastic astrocytomas of WHO 

grade III carry  IDH1  mutations [ 9 ].  IDH1  
mutations are also common in oligodendro-
gliomas and particularly associated with 
1p/19q loss. This suggests that both low-grade 
astrocytomas and oligodendrogliomas might 
develop from a common precursor. The over-
all  IDH1 mutation frequency in astrocytomas, 
oligodendrogliomas, and oligoastrocytomas is 
between 50 and 80 %, with no difference 
based on the WHO grade, including sGBM. In 
contrast,  IDH1  mutation is exceedingly rare 
in primary GBMs, which arise without a 
known low-grade precursor lesion. Because 
the frequency in other tumors is low,  IDH1  
mutation is a very useful diagnostic marker. 
In the vast majority of cases  IDH1  mutation 
affects codon 132 and appears heterozygous, 
with the other gene copy remaining wild 
type. In gliomas, the most common mutation 
is p.R132H, which represents about ~90 % of 
mutations (Fig.  21.1 ), followed by p.R132C 
(4 %), p.R132S, and p.R132G in approxi-
mately 1.5 % of cases, each. Mutations in the 
 IDH2  gene are present in approximately 3 % 
of gliomas. Gliomas with an  IDH1  mutation 
have a signifi cantly better outcome than wild- 
type tumors, independent on type and grade. 
In addition to strong prognostic value,  IDH1  
is also useful for diagnosis, where it can 
help in several ways. First, it distinguishes 

  Figure 21-2    Testing for 1p19q in oligodendroglioma by FISH. 1p19q testing is the standard of care for tumors 
with a suspected oligodendroglial component and serves as a diagnostic and predictive marker. FISH analysis 
includes control probes for 1q or 19p ( green signal ) and probes of interest for 1p or 19q ( red signal ).  Panel  ( a ) 
refl ects the presence of 1p with two  red  and two  green  signals. In  Panel  ( b ), a classic absolute deletion with loss 
of one copy of 1p is demonstrated, while two 1q signals remain.  Panel  ( c ) illustrates the so-called relative deletion, 
also known as superloss, with numerous hybridized control probes of 1q indicating polysomy and loss of ~50 % 
of the 1p signals. This tumor, by PCR, would appear to have loss of heterozygosity (LOH) similar to the tumor with 
the absolute deletion illustrated in  Panel  ( b ). However, tumors with superloss tend to be more aggressive       
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 oligodendrogliomas from other similar look-
ing neoplasms such as neurocytoma, clear cell 
ependymoma, pilocytic astrocytoma with a 
prominent oligodendroglial-like component, 
and dysembryoplastic neuroepithelial tumor 
(DNT), which all lack  IDH1  mutations. 
Second, it is very useful in distinguishing 
between diffuse glioma and reactive gliosis. 
The existence of a robust antibody to the 
mutant IDH1 p.R132H protein allows the 
establishment of this diagnosis even in very 
small samples and in samples with few infi l-
trating tumor cells [ 10 ]. Although the anti-
body is specifi c for only one type of mutated 
protein, it can identify about 90 % of mutated 
cases due to the predominance of the p.R132H 
mutation. Sequencing can be performed to 
evaluate the remaining cases if clinically 
warranted.  

     EGFR  and Other Receptor 
Tyrosine Kinases 
 Amplifi cations of receptor tyrosine kinase 
(RTK) genes play a crucial role in tumorigen-
esis of malignant glioma and are considered 
major drivers of tumor growth. Up to 50 % of 
high grade gliomas have amplifi cation of a 
RTK gene, most commonly  EGFR ,  KIT , 
 VEGFR2 ,  PDGFRA , and  MET  [ 11 – 14 ]. 
Compared to  TP53  mutation,  IDH1  muta-
tion and 1p/19q loss, the high-level amplifi ca-
tion of RTK genes is a relatively late event in 
the tumorigenesis of glioma. Typically, only 
one RTK will have a high level amplifi cation 
in any given tumor.  EGFR  is the most com-
monly amplifi ed RTK in adult GBMs (~40 %), 
while in children  PDGFRA  amplifi cation 
seems to be the most common with frequen-
cies ranging from 5 to 12 %. Up to 30 % of 
diffuse intrinsic pontine gliomas in children 
have  PDGFRA  amplifi cation.  EGFR  amplifi -
cation is a hallmark of primary GBM and is 
more common in older patients, whereas sec-
ondary GBMs that develop from lower-grade 
gliomas are much less likely to have  EGFR  
amplifi cation. In addition to amplifi cation, 
however, ~50 % of all  EGFR  amplifi ed GBMs 
include a truncated mutant variant,  EGFRvIII , 
with constitutively upregulated tyrosine 
kinase activity. Not surprisingly, given the 
prevalence of  EGFR  alterations,  signifi cant, 

but thus far unsuccessful efforts, have been 
focused on development of therapies target-
ing  EGFR . In addition, amplifi cation of  EGFR  
has unclear signifi cance as a prognostic 
marker. Some studies found no association 
with survival, others reported a negative 
impact, and some suggested a favorable 
impact on patient survival. Interestingly, it 
has been reported that the level of EGFR 
amplifi cation infl uences response to therapy 
[ 15 ]. 

 There are several reasons to perform 
 EGFR  testing in clinical practice [ 6 ]. From a 
molecular diagnostic perspective,  EGFR  
amplifi cation is pathognomonic of GBM 
when seen in the context of a brain tumor 
and due to the high level of amplifi cation 
cells can be easily identifi ed, even in samples 
with low cellularity.  EGFR  amplifi ed cells 
have been shown to be associated with the 
invasive edge of gliomas.  EGFR  amplifi cation 
is also almost mutually exclusive with 1p/19q 
deletion and  IDH1 / 2  mutations and is there-
fore helpful in the differential diagnosis of 
anaplastic oligodendroglioma versus the 
small cell variant of GBM, because there is 
signifi cant morphological overlap between 
these clinically very different glioma sub-
types.  EGFR  amplifi cation is encountered in 
most small cell GBMs and tumors lack 
1p/19q co-deletion, while anaplastic oligo-
dendrogliomas often show 1p19q loss but 
never  EGFR  amplifi cation [ 6 ]. Despite 
numerous studies, it remains primarily a 
diagnostic marker, as this alteration does not 
seem to provide independent prognostic 
information. Also, despite numerous clinical 
trials, it does not seem to predict response to 
EGFR inhibitors or antibodies. The role of 
other RTKs in clinical diagnostics is less clear. 
Although associated with distinct molecular 
subtypes of GBM,  PDGFRA  amplifi cations 
can be seen also in lower grade gliomas and 
 MET  amplifi cations are present in a small 
subset of GBMs and LGGs. For clinical prac-
tice, one can consider performing FISH or 
using a DNA array such as aCGH (Fig.  21.3 ). 
The advantage of aCGH would be to evalu-
ate multiple targets with one assay. However, 
whole-genome arrays might not be able to 
detect minor clones with amplifi cations and 
might be less successful with samples in 
which tumor cell density is low.
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        BRAF  
  BRAF  is a member of the serine/threonine 
protein kinases family. RAF kinases are part 
of the MAPK cascade, which regulates cell 
proliferation, differentiation, and apoptosis 
and therefore plays a wide variety of biologi-
cal roles in a tumor cell. Activating mutations 
in  BRAF  are common in variety of solid 
tumors including papillary thyroid carci-
noma, melanoma, adenocarcinoma of the 
colon, and pediatric LGGs. In addition to 
point mutations, pilocytic astrocytomas have 
a unique mechanism of  BRAF  activation via 
single-copy gain of  BRAF , which results from 
a tandem repeat leading to fusion product 
 BRAF - KIAA1549  [ 6 ]. This is a molecular 
hallmark of pilocytic astrocytoma and is 

 identifi ed in approximately 80 % of pilocytic 
tumors in the cerebellum. Several other 
breakpoint variants have been described such 
as  KIAA1549  exon16– BRAF  exon 9, 
 KIAA1549  exon 15– BRAF  exon 9,  KIAA1549  
exon19– BRAF  exon 9,  KIAA1549  exon18–
 BRAF  exon 10, and  KIAA1549  exon 
16– BRAF  exon 11. The resulting fusion pro-
teins are highly tumorigenic. However, the 
constitutive activation of  BRAF  can also lead 
to senescence, particularly in slow-growing 
neoplasms. 

 Another mechanism of MAPK pathway 
activation is a tandem duplication at 3p25 
leading to an in-frame fusion between 
 SRGAP3  and  RAF1 , which has high sequence 
homology with  BRAF . The fusion gene retains 
the activation segment and kinase domain 

  Figure 21-3     EGFR  amplifi cation in GBM. Amplifi cation of RTKs is one the most common driver mutations in 
tumorigenesis of GBM.  EGFR  is the most commonly amplifi ed gene in adults. High level amplifi cation can be eas-
ily detected by FISH ( Panel  ( a ),  red :  EGFR ,  blue : control probe for chromosome 7, nuclei stained by DAPI) or by 
aCGH ( b ). Whereas the overall genome is relatively stable, chromosome 7 shows a distinct peak of focal amplifi ca-
tion ( Panel  ( b ),  top ,  red arrow ). A gain of signal from probes covering  EGFR  gene is seen in the magnifi ed view of 
the amplifi ed region on chromosome 7 ( Panel  ( b ),  bottom ,  red arrow )       
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but lacks the inhibitory domain, resulting in 
constitutive upregulation. Constitutive acti-
vation of the MAPK pathway is seen in  NF1  
and non- NF1  associated pilocytic and pilo-
myxoid astrocytomas arising in the cerebel-
lum. Duplication of the  BRAF  locus at 7q34 
was identifi ed in more than half of these 
tumors. In contrast,  BRAF  gene fusion is 
unusual in diffuse gliomas, which often con-
tain the  BRAF  p.V600E point mutation, pres-
ent in 25 % of pediatric astrocytomas. Testing 
for  BRAF  should therefore include testing for 
both point mutations and gene fusions, based 
on the location of the tumor [ 16 ]. Overall, 
the data are unclear about the value for 
 diagnosis and for use as a clinical biomarker. 
One possibility would be to use it together 
with  IDH1 / 2  mutation analyses.  BRAF  rear-
rangements are absent in gangliogliomas and 
infi ltrative gliomas and uncommon in supra-
tentorial pilocytic astrocytoma. Unfortunately, 
 BRAF  rearrangement does not distinguish 
between a pilocytic astrocytoma and a more 
aggressive pilomyxoid astrocytoma and does 
not seem to correlate with outcome. 
Inhibition of  BRAF  activity using targeted 
therapy might be a possibility in unresectable 
or disseminated tumors, if these inhibitors 
can penetrate the blood–brain barrier.  

     MGMT  
 The O6-methylguanine-DNA methyltrans-
ferase ( MGMT ) gene has been one of the 
most commonly tested molecular markers in 
neuropathology and neuro-oncology because 
of the clear association between  MGMT  pro-
moter hypermethylation and an increased 
response to alkylating agents [ 17 ]. GBM 
patients with methylated  MGMT  promoter 
have a signifi cant survival benefi t with temo-
zolomide treatment and  MGMT  promoter 
hypermethylation is one of the strongest 
prognostic factors for patients with newly 
diagnosed GBM, including elderly patients 
[ 18 ,  19 ]. Patients with a hypermethylated 
 MGMT  promoter who are treated with con-
comitant and adjuvant temozolomide and 
radiotherapy had survival rates of ~50 and 
15 % at 2 and 5 years, respectively. However, 
2- and 5-year survival rates in patients treated 
with radiotherapy alone were only ~25 and 
~5 %, respectively. In patients with GBM 

lacking  MGMT  promoter hypermethylation 
2- and 5-year survival rates were 15 and 8 % 
when treated with combined radiochemo-
therapy, but 2 and 0 % when treated with 
radiotherapy alone. Although the response to 
temozolomide is best in the methylation- 
positive group, one might argue that there 
appears to be some benefi t in patients with 
non-methylated tumors. In the pediatric 
GBM population, the data are less clear. 

 The frequency of  MGMT  promoter hyper-
methylation in the glioma literature varies 
widely, ranging from ~30 to 70 % in 
GBM. This is due to technical aspects of the 
testing, but also to tumor heterogeneity, 
necrosis and normal tissue contamination. 
Overall,  MGMT  promoter hypermethylation 
was observed in ~50–80 % of anaplastic glio-
mas WHO grade III, and 40–90 % of the dif-
fuse gliomas WHO grade II. The  MGMT  gene 
is located on 10q26 has a CpG-rich region of 
763 bp with 98 CpG sites within the fi rst 
exon. A promoter and an enhancer region are 
also located within the CpG island. CpG sites 
are not methylated in the normal tissue. In 
tumors, however, the cytosine in CpG sites 
can be methylated, which leads to altered 
chromatin structure and prevents binding of 
transcription factors. The result of this is 
silencing of the gene expression.  MGMT  is a 
DNA repair protein that in normal tissue cat-
alyzes the transfer of a methyl group from the 
O6-position of a guanine DNA nucleotide to 
a cytosine residue. This is a one-way process, 
and alkylated MGMT is degraded. In tumors 
for which alkylating chemotherapy is used, 
such as temozolomide in malignant gliomas, 
this process leads to the binding of an alkyl 
group to the O6-position of guanine, which 
induces DNA mismatching and DNA-
double- strand breakage, resulting in apopto-
sis. A normally functioning MGMT protein 
neutralizes the lethal effects of alkylating 
agents by repairing DNA damage. When 
 MGMT  is silenced by hypermethylation of 
the promoter, however, reduced  MGMT  
expression is thought to result in tumor cells 
not being able to repair DNA damage. This 
enhances the cytotoxic effects of temozolo-
mide. Interestingly, patients with a hyper-
methylated  MGMT  promoter exhibited a 
survival benefi t even when treated with 
radiotherapy alone. Therefore, it is possible 
that MGMT also plays a role in radiotherapy 
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induced DNA damage repair. Another possi-
bility is that  MGMT  methylation is an overall 
marker of genome methylation status in the 
tumor and that other DNA repair genes are 
silenced by promoter hypermethylation as 
well. Because other genetic alterations associ-
ated with a favorable prognosis, such as 
1p/19q loss and  IDH1  mutation, often coex-
ist with  MGMT  promoter hypermethylation, 
the contribution of each remains to be 
 determined. Given the observed effect of 
temozolomide, even in the nonmethylated 
subgroup, and the lack of other options, it 
remains the fi rst drug of choice regardless 
of  MGMT  status.  MGMT  methylation testing 
is frequently requested in clinical practice, 
but the impact of this testing on clinical man-
agement is unclear because the therapy 
remains similar, regardless of the result. 
 MGMT  testing, however, plays an important 
role in clinical trials to properly stratify 
patients. There are several assays that can be 
used for testing. The most frequently utilized 
is methylation specifi c PCR and real-time 
methylation specifi c PCR [ 20 ]. Other possi-
bilities include methylation specifi c pyrose-
quencing and methylation specifi c MLPA. 
Contra- intuitively, expression of the protein 
by IHC does not correlate well with the 
DNA results and cannot be recommended 
for  clinical practice [ 20 ].  

     INI1  
 Atypical teratoid/rhabdoid tumor (AT/RT) is 
characterized by a combination of the pres-
ence of a primitive embryonal component and 
mesenchymal and epithelial components. 
Rhabdoid cells are not always detectable at 
the time of diagnosis and the tumor can 
closely mimic medulloblastoma. The hallmark 
of AT/RT is a loss of chromosome arm 22q, 
which carries the S MARCB1  gene, also known 
as  INI1  or  hSNF5 , at 22q11. Altered by dele-
tion or mutation, loss of  INI1  is a defi ning 
molecular event in this tumor. Families with 
germ-line mutations of the  SMARCB1  gene 
have an inherited disposition to rhabdoid 
tumors everywhere in the body, including the 
brain AT/RT. Therefore, family members of 
children with these tumors should be tested 
for mutations to assess the potential risk. 
Presence of a reliable antibody for IHC of 

SMARCB1/INI1 is widely used in clinical 
diagnostics and has dramatically decreased the 
number of misdiagnosed tumors [ 21 ]. The 
current standard of care includes testing for 
INI1 by IHC in all medulloblastomas, primi-
tive neuroectodermal tumors (PNETs) and 
choroid plexus carcinomas to avoid misdiag-
nosis. Patients with AT/RTs have an extremely 
poor outcome, although regimens using high-
dose chemotherapy suggest potential benefi t. 
In addition to AT/RT, mosaic loss of  INI1  was 
described in neurofi bromatosis type 2 (NF2) 
associated schwannomas and in schwannoma-
tosis associated schwannomas, but is rarely 
seen in sporadic schwannomas. This suggests a 
role for  INI1  in syndromes associated with 
multiple schwannomas. IHC is available and is 
the test method of choice. Sequencing can be 
performed in some cases or for genetic testing 
of family members, if a familial syndrome is 
suspected.  

     PTEN  
  PTEN  is a tumor suppressor and its loss is 
common in gliomagenesis. Inactivation of 
 PTEN  either by mutation or deletion is a fre-
quent feature in many high grade gliomas and 
leads to upregulation of the AKT pathway. 
Up to 80 % of all GBMs show a loss of 10q23 
containing  PTEN  and up to 40 % of primary 
GBMs will carry  PTEN  mutations. In the 
small cell variant of GBM, 10q is almost 
always lost and this, together with  EGFR  
amplifi cation and 1p/19q preservation, com-
prises a useful molecular panel to diagnose 
GBM and distinguish it from an anaplastic 
oligodendroglioma.  PTEN  loss is present in 
both primary and secondary GBMs and is 
associated with shorter survival in the pediat-
ric population, making it an interesting diag-
nostic as well as prognostic marker. It does 
not, however, seem to be a prognostic marker 
in adult GBM.  PTEN  loss is most often hemi-
zygous, and testing can be easily performed 
using FISH [ 6 ] or aCGH.  

     CDKN2A  
  CDKN2A  is located on 9p21 and encodes 
the p16 protein, which is a key inhibitor 
of the cell cycle in Rb pathway signaling. 
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This pathway is one of the most commonly 
affected pathways in cancers, including glio-
mas. In gliomas, oligodendrogliomas, and 
astrocytomas,  CDKN2A  is usually lost via 
homozygous deletion and associated with 
high grade tumors and decreased survival. 
Interestingly, a small subset of pilocytic astro-
cytomas also demonstrates loss of  CDKN2A . 
However, this fi nding is uncommon in 
 pediatric LGGs overall, as discussed in the 
whole- genome section below. Similar to 
 PTEN , testing can be performed using FISH 
[ 6 ] or aCGH.   

    Whole-Genome Evaluation 
of Brain Tumors  

    Medulloblastoma 
 Medulloblastoma is the most common malig-
nant brain tumors of childhood. 
Medulloblastomas, by defi nition, arise in the 
posterior fossa, while similarly looking tumors 
are called PNETs elsewhere in the brain. 
The WHO classifi cation recognizes several 
subtypes of medulloblastoma based on 
 morphology: Classic, desmoplastic/nodular, 
medulloblastoma with extensive nodularity, 
and large cell/anaplastic medulloblastoma. 
These subtypes can be associated with age 
(such as medulloblastoma with extensive 
nodularity in infants) or with better versus 
poor prognosis (such as desmoplastic medul-
loblastoma and large cell/anaplastic medullo-
blastoma, respectively). Although several of 
the morphologic subtypes are no longer 
regarded as separate entities by the WHO, the 
molecular classifi cation is playing an increas-
ingly important role in the classifi cation of 
this disease. 

 Medulloblastoma is a prototypic brain 
tumor in which molecular tools have provided 
better understanding of the disease biology 
by classifying a relatively uniform appearing 
neoplasm into distinct biological entities 
and identifying potential therapeutic targets. 
Association of medulloblastoma with rare 
entities such as Turcot and Gorlin syndromes 
not only suggested the role of Wnt and 
Hedgehog signaling but also suggested that 
medulloblastomas can have a relatively simple 
“one pathway” oncogenesis. The real extent of 

the molecular diversity in medulloblastoma 
was fi rst revealed using expression profi ling. 
Expression profi le studies fi rst identifi ed 
medulloblastoma, PNET and AT/RT as dis-
tinct molecular entities and later studies 
divided medulloblastomas into 4–6 distinct 
subgroups, depending on the study. There are 
several reports of distinct molecular pathways 
and distinct groups of medulloblastoma [ 22 –
 25 ]. Whereas all groups identifi ed the Sonic 
hedgehog (Shh) and Wnt subgroups as rela-
tively distinct, separation of non-Shh non- Wnt 
tumors varied based on classifi cations schemes. 
The current consensus molecular classifi cation 
distinguishes four types: Wnt, Shh, Group 3, 
and Group 4 (Fig.  21.4 ) [ 26 ,  27 ].

   Sequencing of the genes involved in the 
oncogenic pathways identifi ed Wnt activation 
in sporadic medulloblastomas via mutations 
in  CTNNB1 ,  AXIN , and  APC  and mutations 
activating the Shh pathway including  PTCH1 , 
 SUFU , and  SMO . Whole-genome sequencing 
studies have revealed novel genes that are 
mutated in medulloblastoma including  MLL2  
in Shh and Wnt groups,  MLL3  in Group 3 
and 4,  SMARCA4  in Wnt and Group 3, 
 DDX3X  in Wnt,  LDB1  and  BCOR  in Shh, 
and many others. Among the most frequently 
mutated genes in medulloblastoma are, not 
surprisingly,  CTNNB1  and  PTCH1 , but also 
 DDX3X ,  MLL2 ,  SMARCA4 , and  KDM6A . 
In addition to mutations, chromosomal and 
smaller copy number changes were identifi ed 
early on. Isochromosome 17q, formed as a 
result of loss of chromosome 17p and gain of 
17q, was found in approximately 30 % of 
medulloblastomas and large chromosomal or 
small copy number changes have been associ-
ated with certain subtypes. Examples are loss 
of chromosome 6 in the Wnt group, loss of 
long arm of chromosome 9 in Shh group, and 
amplifi cations of  MYC  or  MYCN  loci associ-
ated with large cell/anaplastic medulloblasto-
mas subtypes and poor outcome. Later, gains 
and amplifi cations of  OTX2  and  PVT2  were 
revealed in pathogenesis of Group 3,  SNCAIP  
and  CDK6  in Group 4, and  GLI2  in Shh 
medulloblastoma. The amount of genomic 
data is signifi cantly larger than the amount of 
functional data that would confi rm the role 
of many of these changes; however, the con-
sensus about the four main groups of medul-
loblastoma remains a practical framework for 
further studies.  
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    Wnt Group 
 The importance of recognizing the Wnt 
group is the very good long-term prognosis in 
comparison to other groups. Whereas medul-
loblastoma is more common in males, in Wnt 
medulloblastomas the sex ratio is approxi-
mately 1:1. Wnt medulloblastomas occur at 
all ages, but are rare in infants and are usually 
not disseminated at the time of diagnosis. 
Germ-line mutations of the  APC  gene in the 
Wnt pathway are associated with Turcot syn-
drome. Unfortunately, this subtype is also the 
least common and represents only ~10 % of 
all medulloblastomas. With long-term sur-
vival rates exceeding 90 %, many patients suf-
fer from the long-term therapy associated 
complications including cognitive decline, 
endocrine insuffi ciencies, growth problems 

and secondary neoplasms rather than from 
medulloblastoma recurrence. While in other 
subtypes molecular studies might identify 
new therapeutic targets, in Wnt patients, the 
goal instead might be to fi rst modify unneces-
sary toxic treatments to decrease later mor-
bidities and mortality associated with the 
treatment. The Wnt medulloblastoma 
genome is relatively stable, with only a few 
changes other than monosomy 6. Having said 
that, tumors with a clear Wnt expression pro-
fi le and without monosomy 6 also have been 
described. Furthermore, overexpression of 
genes in the Wnt pathway has been detected 
in Shh and Group 3 medulloblastomas, as 
well. Although most Wnt tumors show classic 
morphology, a Wnt transcriptional signature 
is associated with excellent prognosis even in 
tumors with anaplastic/large cell features. 

  Figure 21-4    Expression profi ling of medulloblastoma. Whole-genome expression profi ling pioneered the molec-
ular classifi cation of medulloblastoma. Focused panels of selected genes specifi c for each subgroup can be cre-
ated to classify tumors [ 47 ]. Each tumor profi le is represented by a column and each gene expression level by a 
line. Color coding represents the level of increased ( red ) or decreased ( green ) expression compared to control 
genes. Two tumors of each subgroup are shown to cluster together. Shh and Wnt tumors are very distinct, but 
there is some overlap between Group 3 and 4 expression, even with this selected group of genes. Nevertheless, 
tumors can still be easily categorized. Immunohistochemistry (IHC) for SFRP1, DKK2, NPR3, and KCNA1 has been 
proposed as a practical panel for classifi cation in clinical practice. Figure courtesy of Joanna Triscott and Dr. 
Sandra E. Dunn, University of British Columbia       
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Such tumors, however, are rare in the Wnt 
subgroup. Several methods have been pro-
posed to diagnose Wnt medulloblastoma. 
It remains to be validated whether IHC for 
the DKK1 or CTNNB1 proteins, cytogenetic 
testing for monosomy 6, or a transcriptional 
signature should be used for clinical testing.  

    Shh Group 
 The Shh medulloblastomas are characterized 
by aberrations involving the Shh signaling 
pathway, which drive tumor initiation and 
progression. Germ-line mutations in the Shh 

receptor  PTCH1  lead to Gorlin syndrome, 
which includes in its phenotype a predisposi-
tion to medulloblastoma. Infantile medullo-
blastoma is associated with germ-line 
mutations of the Shh inhibitor  SUFU  
(Fig.  21.5 ). Shh medulloblastomas have a 
bimodal age distribution with high frequency 
in infants 0–3 years old and in adults. There 
is no gender predominance in Shh medullo-
blastomas. Nodular/desmoplastic medullo-
blastomas almost invariably belong to the 
Shh subgroup. However, up to 50 % of Shh 
subgroup medulloblastomas are not nodular/
desmoplastic and therefore histology alone is 
not suffi cient to identify them. Overall, the 

  Figure 21-5    Complex genomic features in medulloblastomas with germ-line mutation and somatic loss. ( a ) A 
patient with a germ-line heterozygous loss-of-function  SUFU  mutation (in the specimen labeled Normal, shown 
as  empty spots  in some reads) developed a tumor via a somatic loss of chromosome 10, which resulted in com-
plete loss of function of  SUFU  (completely empty column in all reads of the Tumor specimen). The resulting 
medulloblastoma is therefore classifi ed to be of Shh subtype. ( b ) The overlay of SNP microarray and exome 
sequencing data reveals the copy number profi le of the tumor with loss of chromosome 10. Of note, both a SNP 
array and exome sequencing can provide copy number data in addition to information about point mutations and 
indels. Figure courtesy of Dr. Trevor J. Pugh, Broad Institute of MIT and Harvard       
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prognosis of Shh medulloblastoma is similar 
to Group 4. Patients have a better prognosis 
than those with Group 3 medulloblastoma, 
but worse than those with Wnt tumors. 
Somatic mutations along the entire pathway 
have been identifi ed, including in  PTCH1 , 
 SMO , and  SUFU , as well as amplifi cations of 
their downstream transcription factors  GLI1  
and  GLI2 . Although Shh medulloblastomas 
have been successfully identifi ed on the basis 
of transcriptional profi ling, some have pro-
posed a combination of immunohistochemi-
cal stains such as those for the SFRP1 or 
GAB1 proteins to be used in clinical practice. 
On the DNA level, loss of chromosome 9q, 
where  PTCH1  is located (9q22), is exclusive 
for the Shh group. These tumors can poten-
tially be targeted by small molecule inhibitors 
against  SMO  [ 28 ]. Unfortunately the effect is 
short-lived and tumors rapidly develop resis-
tance mutations [ 29 ]. Furthermore, Shh 
medulloblastomas that carry aberrations at 
the more downstream parts of the pathway, 
such as amplifi cations of  GLI1 ,  GLI2 , and 
 MYCN  genes would be inherently resistant 
to such inhibitors.

       Group 3 
 Overall, Group 3 and 4 medulloblastomas are 
characterized by more overlapping features 
and are less distinct than Wnt and Shh medul-
loblastomas. Also, both groups exhibit a higher 
number of genetic changes, particularly more 
complex DNA rearrangements. Group 3 
tumors occur more commonly in males than 
females, and are found in infants and children, 
but are almost never observed in adults. They 
have a high incidence of large cell/anaplastic 
histology although many of them are classic 
medulloblastomas. In addition, they are very 
frequently metastatic at the time of diagnosis. 
The Group 3 transcriptional profi le is 
Photoreceptor/GABAergic. A true hallmark 
of Group 3 tumors, however, is  MYC  overex-
pression/amplifi cation, to the point that some 
have proposed to rename them  MYC  Group, 
instead. Immunohistochemical positivity for 
NPR3 has been suggested as a Group 3 marker 
and has been associated with aggressive dis-
ease. Group 3 tumors often show gains of 
chromosomes 1q, 7, and 17q and/or loss of 

chromosomes 11, 17p, 5q, 10q, and 16q. 
Gains of 18q are seen in both Groups 3 and 4. 
Amplifi cation and overexpression of the 
medulloblastoma oncogene  OTX2  appears to 
be restricted to Group 3 and Group 4 tumors. 
Group 3 can be further stratifi ed into Group 
3a, which includes all medulloblastomas with 
 MYC  amplifi cations, and contains most of the 
high risk patients. Group 3b patients do not 
have  MYC  amplifi cations, and their clinical 
outcome is similar to Group 4 patients. 
Because Group 3 patients have the worst 
prognosis, they have, arguably, the highest 
need for the most aggressive therapy and for 
novel targeted therapies.  

    Group 4 
 Group 4 medulloblastomas have classic his-
tology and are more prominent in males. 
Presence of the isochromosome 17q is a hall-
mark of Group 4, although it can be also seen 
in a minority of Group 3 medulloblastomas. 
Furthermore, isolated 17p deletion is seen in 
both Groups 3 and Group 4, but not in Wnt 
or Shh medulloblastomas. Recently it has 
been found that 17p harbors  CTDNEP1 , 
which is a novel candidate gene in the patho-
genesis of medulloblastoma. The other inter-
esting cytogenetic change is common loss of 
the X chromosome in females with Group 4 
medulloblastoma, which is seen in ~80 % of 
tumors. This is particularly interesting consid-
ering that the male–female ratio in Group 4 
medulloblastoma is almost 3:1 and therefore 
suggests that the X chromosome contains 
potential tumor suppressor genes such as 
 KDM6A , as discussed below.  MYCN  and 
 CDK6  are often amplifi ed in Group 4 medul-
loblastomas, while they are usually not 
affected in Group 3 tumors. Tumors are fre-
quently metastatic at presentation and the 
prognosis is intermediate, similar to non- 
infant Shh medulloblastomas. Compared to 
other groups, their pathogenesis is the least 
understood and there is no consensus about 
the driver mutation. 

 Group 4 medulloblastomas are reliably 
identifi able via their transcriptional profi le 
and have a Neuronal differentiation/
Glutamatergic profi le. KCNA1 has been sug-
gested as an immunohistochemical marker 
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for this group. However, recent whole- 
genome studies identifi ed several mutated 
genes in medulloblastoma that normally par-
ticipate in histone modifi cations.  KDM6A  is 
an interesting example because it is altered by 
a nonsense mutation and can be considered a 
novel tumor suppressor gene.  KDM6A , 
 BCOR ,  DDX3X , and other genes mutated in 
medulloblastoma are located on Xp, which is 
commonly lost in females with this type of 
medulloblastoma. In addition to  KDM6A , 
other chromatin remodeling genes such as 
 ZMYM3  and  CHD7  can be mutated in Group 
4, suggesting that this group might be defi ned 
by mutations in genes responsible for epigen-
etic modifi cations [ 30 ]. 

 Molecular methods thus far do not play a 
signifi cant role in the diagnosis of medullo-
blastoma and the main role of these studies 
would be prognostic and, hopefully, someday 
predictive. Whereas the overall biology indi-
cated above is suggestive of a high level of 
complexity, the actual list of prognostic 
molecular factors associated with poor or 
improved survival in medulloblastoma 
patients is surprisingly short. Markers of good 
prognosis include increased TrkC mRNA 
expression and nuclear staining of beta- 
catenin or positivity for  DKK1  indicating 
Wnt pathway activation. Markers indicating 
worse outcomes include  MYC  amplifi cation 
and/or overexpression, 17p loss and i17q for-
mation, as well as strong p53 immunoreactiv-
ity suggestive of underlying  TP53  mutation. 
A diagnostic panel for clinical practice has 
not yet been established. Although a combi-
nation of immunohistochemical stains has 
been proposed, validation comparing it with 
the expression profi le is necessary. IHC can 
be combined with a few FISH targets, most 
importantly  MYC , but possibly also  MYCN  
and 9q22 for  PTCH1 . A relatively simple 
pathology stratifi cation for clinical practice 
can combine a patient’s age, medulloblastoma 
morphology, and a combination of a few 
immunohistochemical stains with FISH to 
identify Wnt and Shh pathway status, and 
 MYC  anomalies. Another possibility is to 
combine IHC with aCGH or to replace IHC 
altogether and perform a targeted expression 
profi ling assay using a subset of genes. Lastly, 
one can perform a focused expression profi le 
array to distinguish these tumors (Fig.  21.4 ). 
To date, however, these remain research tools.   

    Gliomas 

    Glioblastoma 
 Glioblastoma (GBM) is the most common 
malignant brain tumor of adults. It typically 
develops from astrocytes and mostly arises de 
novo without a previous low-grade precursor 
(primary GBM, pGBM). Approximately 10 % 
of GBM arise from a preexisting LGG and are 
termed secondary GBM (sGBM). Survival of 
patients with sGBM is much longer than that 
of patients with primary GBM. These two 
types arise along different molecular path-
ways and have different expression profi les. 

 A variety of studies have attempted to 
identify individual genes as well as signaling 
pathways by combining expression profi ling 
and structural DNA data to identify prognos-
tic and possibly predictive markers. The most 
commonly affected genes and pathways in 
GBM include  EGFR  and other receptor tyro-
sine kinases, the  PI3K / PTEN / AKT  pathway 
and the  TP53 / MDM2 / p14  pathway. The 
most common focal DNA changes are ampli-
fi cation of  EGFR , amplifi cation of 4q12 
which contains  PDGFRA ,  KIT  and  VEGFR2 , 
and deletion of the  CDKN2A  gene. The large 
chromosomal variants include loss of 10q, 
19q, 22q, and 1p. Pediatric GBMs also com-
monly show microsatellite instability due to 
DNA mismatch repair defects, which is 
uncommon in adult tumors, and have a dif-
ferent spectrum of copy number changes 
such as gain of 1q, 3q, and 16p as well as loss 
of 8q and 17p. Based on expression profi ling, 
gliomas were classifi ed into three main 
groups: Proneural, Mesenchymal, and 
Proliferative, based on analysis of gene ontol-
ogy. This classifi cation demonstrated prognos-
tic value and has been confi rmed by several 
studies, including The Cancer Genome Atlas 
(TCGA) project. Discovery of novel muta-
tions, such as those in the  IDH1 gene, in high 
grade gliomas and a combination of expres-
sion profi ling classifi cation studies and DNA 
alterations led to subsequent identifi cation of 
additional subtypes of GBM and a more 
recent classifi cation into Proneural, Neural, 
Mesenchymal, and Classical subtypes [ 31 ]. 
Each subtype is defi ned by a combination of 
expression parameters as well as DNA aber-
rations such as  EGFR  amplifi cation,  NF1  loss 
and  PDGFRA / IDH1  alterations.  
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    Classical GBM 
 High-level  EGFR  amplifi cation, often accom-
panied by  EGFRvIII  mutation and paired 
with  EGFR  overexpression, is a hallmark 
molecular change in Classical GBMs. Another 
typical fi nding is loss of chromosome 10. 
Classical GBMs also lack mutations in  TP53 , 
which is one of the most commonly mutated 
genes in GBM. Homozygous deletion of the 
9p21.3 locus containing the  CDKN2A  gene 
that encodes p16INK4A and p14ARF is 
another frequent event in Classical GBM. 
Loss of  CDKN2A  is mutually exclusive with 
loss of other RB pathway genes, such as  RB1 , 
 CDK4 , or  CCDN2 , suggesting that the RB 
pathway is almost exclusively affected 
through homozygous deletion of  CDKN2A . 
Expression profi ling identifi ed Notch and 
Shh signaling pathways to be overexpressed 
in the Classical group.  

    Mesenchymal GBM 
 The molecular hallmark of the Mesenchymal 
subgroup is a heterozygous deletion of the 
 NF1  containing region 17q11.2. The major-
ity of these tumors have decreased 
 NF1 expression. In addition to the hetero-
zygous deletion,  NF1  mutations are also 
common in this subgroup. Expression pro-
fi ling indicated upregulation of mesenchy-
mal markers, including  YKL40  and  MET , as 
well as genes in the tumor necrosis factor 
super family pathway and in the NF-kB 
pathway, both possibly due to high levels of 
necrosis and infl ammation in these tumors.  

    Proneural GBM 
 The Proneural GBMs are characterized by 
aberrations of  PDGFRA , either by amplifi ca-
tion or point mutations, and by mutations in 
 IDH1 . Similar to  EGFR  amplifi cations in the 
Classical group, focal amplifi cations of the 
locus at 4q12 that harbors  PDGFRA , 
 VEGFR2 , and  KIT  are present in all subtypes 
of GBM but are observed much more fre-
quently in the Proneural group. Concurrent 
 PDGFRA  amplifi cation accompanied by high 
levels of  PDGFRA  expression is almost exclu-
sive for Proneural GBMs.  IDH1  mutations are 

present in Proneural GBMs which lack 
 PDGFRA  aberrations. Another common 
genetic event in this group is loss of  TP53  
function. As evidenced by expression profi l-
ing, overexpression of oligodendrocytic 
developmental genes such as  SOX ,  DCX , 
 DLL3 ,  ASCL1 ,  NKX2 - 2 , and  OLIG2 , and 
decreased  CDKN1A  expression can be pres-
ent. High expression of  OLIG2  was previ-
ously shown to downregulate the tumor 
suppressor  CDKN1A , leading to increased 
proliferation. Similar to  IDH1  mutations, 
mutations in  PIK3CA / PIK3R1  were also 
identifi ed in Proneural tumors without 
 PDGFRA  abnormalities.  

    Neural GBM 
 The Neural subtype seems to have the least 
identifi able molecular features including 
aberrations of  PTEN ,  TP53 ,  EGFR ,  NF1 , and 
 ERBB2 , as well as homozygous deletions of 
 CDKN2A . None of these, however, domi-
nate. Expression profi ling showed upregula-
tion of neuronal markers, including  SLC12A5 , 
 NEFL ,  GABRA1 , and  SYT1 . 

 The subclasses seem to differ in their 
response to aggressive therapy. The greatest 
response is typical among Classic and 
Mesenchymal GBMs and no response is 
common in the Proneural group. Due to the 
lack of effective targeted therapy against 
either group it is unclear whether classifi ca-
tion has added prognostic or predictive value 
to currently performed clinical tests. There 
also seems to be an association between gli-
oma grade and molecular subtype. While 
GBMs are composed of a mix of subtypes, 
grade II and grade III diffuse gliomas are 
almost exclusively Proneural. Furthermore, 
sGBM are Proneural. These tumors are diag-
nosed at a younger age, have a high rate of 
 IDH1  and  TP53  mutations and lower rates 
of  EGFR  amplifi cation and chromosome 10 
loss. Pediatric GBMs are characterized by 
two distinct mutations of histone H3.3, each 
defi ning an epigenetic subgroup of GBM 
with a distinct global methylation pattern. 
These mutations were also mutually exclu-
sive with IDH1 mutations, which character-
izes a third mutation-defi ned subgroup of 
pediatric GBM [ 32 ].  
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    Low-Grade Gliomas and Diffuse 
Intrinsic Pontine Gliomas in Children 
 LGGs are the most common brain tumors of 
childhood and in children seem to display dif-
ferent aberrations than the LGGs that are 
precursors of GBM in adults [ 33 ]. Diffuse 
intrinsic pontine gliomas (DIPG) are a dis-
tinct subtype of gliomas, and arise almost 
exclusively in children [ 34 ]. They are typifi ed 
by aggressive growth and are almost entirely 
resistant to current therapies. Whole-genome 
studies have shown that LGG have relatively 
stable genomes, while DIPG can carry large- 
scale imbalances with common gains of 2q, 
8q, and 9q and losses of 16q, 17p, and 20p. 
The chromosomal imbalance profi le seems to 
distinguish DIPG from both pediatric and 
adult GBM. DIPG do not show the loss of 
 CDKN2A  that is common in adult and pedi-
atric high grade gliomas. The most common 
focal gain is amplifi cation of  PDGFRA , fol-
lowed by  MET ,  IGF1R ,  ERBB4 , and  EGFR , in 
contrast with adult GBMs in which  EGFR  
amplifi cation is the most common focal gain. 
By FISH it was also observed that some 
tumors contained mutually exclusive sub-
clones, with amplifi cations of  PDGFRA  or 
 MET . Whole-genome sequencing identifi ed 
recurrent mutations in  BRAF ,  RAF1 ,  histone 
H3 ,  ATRX , rearrangements of  MYB  or 
 MYBL1 , and mutations and duplications of 
 FGFR1 , all of which seem to be mutually 
exclusive on the cellular level [ 33 – 35 ]. The 
number of non-silent mutations and rear-
rangements is very low with the median 
number of one mutation per tumor, which 
suggests that very few alterations are neces-
sary for tumorigenesis. Somatic  histone H.H3  
mutations seem to be particularly typical for 
DIPG, whereas diffuse LGG carry  FGFR1 , 
 MYB , and  MYBL1  alterations [ 36 ]. As dis-
cussed in the section about  BRAF , mutations 
and duplications are characteristic for low- 
grade pilocytic astrocytomas and pleomor-
phic xanthoastrocytomas.  

    Genetic Mosaicism 
and Intratumoral Heterogeneity 
in Gliomas 
 Classifi cation studies divided high grade glio-
mas into distinct subgroups. However, several 
studies identifi ed a genetic mosaicism of 

receptor tyrosine kinase (RTK) amplifi cations 
in GBMs, which leads to the question of how 
well defi ned these groups in fact are. RTKs 
are commonly amplifi ed in GBMs, the most 
common being  EGFR  amplifi cation, which is 
present in ~40 % of cases, and  PDGFRA  
amplifi cation in 10–15 % of cases.  PDGFRA  
amplifi cation is often accompanied by ampli-
fi cations of  VEGFR2  and  KIT , which reside in 
the same region. The third most common is 
amplifi cation of  MET . Each of these RTKs is 
associated with a particular molecular sub-
type of GBM as described above,  EGFR  with 
Classic,  PDGFRA  with Proneural and  MET  
with the Mesenchymal subtype. 

 Studies using FISH illustrated that some 
GBMs contain a mix of up to three intermin-
gled subpopulations of GBM cells with mutu-
ally exclusive amplifi cations of  EGFR , 
 PDGFRA  and  MET , which arose from the 
same precursor (Fig.  21.6 ) [ 37 – 39 ]. GBM 
cells in which  EGFR  and  PDGFRA  amplifi ca-
tion was present within the same tumor cell 
have also been observed [ 37 ,  38 ]. Different 
clones tend to inhabit different microenvi-
ronments and might play a different role in 
the growth and progression of GBM [ 39 ]. 
Mosaic amplifi cation has also been described 
in LGGs [ 40 ] and pediatric gliomas [ 34 ], fur-
ther hampering the idea that gliomas reliably 
can be stratifi ed into distinct subtypes. The 
authors of one of the studies, which quanti-
fi ed subclones with different amplifi cations, 
reported that ratios of subclones are highly 
variable and minor subclones might not be 
picked up by whole-genome approaches. One 
can assume that the heterogeneity observed 
on the level of RTK can be also present on the 
level of point mutations, which would make 
the level of intratumoral heterogeneity even 
higher [ 41 ]. Finally, the presence of different 
subclones within the tumor raises several 
issues with regard to sampling of the brain 
tumors and testing at the time of diagnosis 
versus later, as well as issues pertaining to the 
development of therapies that are to be 
 specifi c for certain molecular subtypes.

       Meningioma 
 Meningiomas represent approximately 30 % 
of primary CNS tumors of adults. Although 
most are benign, these tumors tend to recur 
and require multiple resections. Hence, they 
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are associated with signifi cant morbidity and 
mortality. Currently, the prognostic criteria 
for tumor behavior are largely based on histol-
ogy, but molecular studies helped identify sev-
eral potential markers of aggressive behavior. 

 Meningiomas have a complex karyotype. 
Not surprisingly, the loss of 22q is the most 
frequent change seen in meningiomas. The 
long arm of chromosome 22 harbors the  NF2  
gene and meningiomas are commonly associ-
ated with neurofi bromatosis type 2.  NF2  loss 
is also present in sporadic meningiomas. 
Although this can theoretically be useful for 
diagnosis, it is rarely used due to the suffi cient 
material for histopathologic, immunohisto-
chemical and ultrastructural (electron micros-
copy) analysis. Loss of 22q in combination 
with 1p and 14q loss can be used to distin-
guish meningioma from other dural based 
tumors, such as hemangiopericytomas and 
solitary fi brous tumors. Loss of 1p, gain of 1q, 
and loss of 14q have also been associated with 
shorter progression free survival in adults. In 
pediatric cohorts, loss of 22q is commonly 
observed due to association with neurofi bro-
matosis type 2 and tumors often show loss of 
1p and 14q, as well, although the correlation 
with survival in this population is not clear. 
Although in gliomas the loss of  CDKN2A  is 
an early event of tumorigenesis, in meningio-
mas it is associated with higher grade and 
short survival. 

 Other genes associated with meningioma 
have long been elusive. Whereas loss of 17p 
has been observed, meningiomas rarely carry 
 TP53  mutations, which seem to be restricted 
to anaplastic tumors. The  INI1  gene that 
resides near  NF2  on 22q has been another 
candidate gene; however, it is rarely altered in 
meningiomas. Rare alterations of  PTEN  and 
 PTCH1  have been described. Whole-genome 
studies recently succeeded in identifying 
driver mutations in non-NF2 meningiomas. 
Meningiomas without  NF2  aberrations can 
carry mutations in  TRAF7 ,  KLF4 ,  AKT1 , and 
 SMO  [ 42 ] Mutations in these genes appear 
mutually exclusive with  NF2  aberrations. 
There is also a striking spatial distribution: 
meningiomas associated with  NF2  loss are 
found in the hemispheres, cerebellum and 
spinal cord, whereas other tumors originate 
in the skull base. Meningiomas with  SMO  
mutations are frequently present around the 
skull base midline, which is particularly 
 interesting considering the role of the Shh 
pathway in midline brain development and 
its failure resulting in holoprosencephaly. 
Finally, there is also a striking association 
between histological type and mutation sta-
tus. Secretory meningiomas have been defi ned 
by concurrent mutations of  TRAF7  and  KLF4  
[ 43 ].  NF2  aberrant meningiomas seem to be 
associated with more aggressive behavior. 
Considering how many distinct histological 

  Figure 21-6    Mosaic amplifi cation of RTKs in GBM. Intermingled subpopulations of GBM cells carry high level 
amplifi cation of  EGFR  ( red ) or  PDGFRA  ( green ). Amplifi cation of an RTK is a strong driver mutation and  EGFR  and 
 PDGFRA  amplifi cation are considered mutually exclusive on the cellular level. Furthermore,  EGFR  amplifi cation is 
strongly associated with the Classical subtype and amplifi cation of  PDGFRA  with the Proneural subtype of GBM, 
two supposedly distinctly different molecular categories of GBM. In this tumor, however, these two populations 
arose from the same precursor, sharing the same early mutation events such as  TP53  mutation and homozygous 
deletion of  CDKN2A . Subclones later developed different, usually mutually exclusive RTK amplifi cations. This 
type of heterogeneity can be identifi ed by in situ methods, whereas a whole-genome approach would likely not 
be able to distinguish whether  EGFR  and  PDGFRA  amplifi cations occur in the same cell or in different subclones. 
Furthermore, it might not identify minor subclones       
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variants of meningioma exist, it will be inter-
esting to see whether future studies will asso-
ciate other morphological subtypes with 
specifi c mutations, as well.  

    Ependymoma 
 Ependymoma is the second-most common 
malignant brain tumor of childhood and the 
most common spinal cord tumor of adults. 
Histological grading of ependymomas is noto-
riously unreliable and, given their potential 
for recurrences after many years of disease 
free survival and resistance to current thera-
pies, ependymomas represent an ideal target 
for molecular studies [ 44 ]. Many ependymo-
mas have complex genomes with large chro-
mosomal gains and losses, but clear diagnostic, 
prognostic or predictive markers have not 
been yet identifi ed. Common genetic abnor-
malities in ependymoma involve losses of 
chromosomes 1p, 3, 6q, 9p, 10q, 13q, 16p, 17, 
21, and 22q and gains of 1q, 4q, 5, 7, 8, 9, 
12q, and 20. Chromosome 22 loss is probably 
the most frequent overall genetic abnormal-
ity in sporadic ependymoma and in  NF2  asso-
ciated ependymomas. Patients with 
neurofi bromatosis type 2 develop a variety of 
central nervous system malignancies includ-
ing ependymomas and meningiomas, which 
both show loss of 22q. Interestingly,  NF2  
mutations have been identifi ed in spinal 
ependymomas, but are not common in cranial 
ones and are rare in pediatric intracranial 
ependymomas, suggesting the presence of 
another candidate tumor suppressor gene at 
this locus. Gain of 1q is associated with the 
posterior fossa location, and, similar to menin-
giomas, it is associated with high grade fea-
tures and a marker of poor outcome. In 
contrast, 6q25.3 deletion is associated with a 
signifi cantly better outcome. Other recurrent 
chromosomal abnormalities include mono-
somy 17 with the 17p arm being more fre-
quently lost, gain of 7, which is typical for 
spinal tumors, and loss of 13q and 16q. Loss 
of 10q was found in adult and pediatric epen-
dymoma suggesting that  PTEN  might be a 
potential tumor suppressor gene in ependy-
momas. Mutations of  PTEN  were not identi-
fi ed, however. In addition to tumors with very 
complex karyotypes, a considerable propor-
tion of ependymomas have an almost diploid 

balanced genome. These often have a worse 
outcome, suggesting underlying but as yet 
unidentifi ed mutations. These tumors are 
mostly intracranial and present in young chil-
dren. aCGH analyses revealed that ependy-
momas may be clinically stratifi ed based on 
the number and type of chromosomal losses 
and gains. Ependymomas with moderately 
complex DNA changes, including gains of 
chromosomes 9, 15q and 18, and loss of chro-
mosome 6 have very good progression free 
survival and almost 100 % overall survival. 
The second group has an almost normal dip-
loid genome but does worse than the fi rst 
group with progression free survival and 
overall survival at approximately 70 %. The 
last group of ependymomas, with 1q gain 
and/or homozygous deletion of 9p21, has the 
worst prognosis with progression free survival 
near 0 % and overall survival less than 30 %. 
Whether this should be tested in clinical 
practice is currently not clear because fi rst 1q 
gain and 9p21 loss have to be confi rmed as 
independent prognostic markers. Tumors 
with overexpression of metalloproteinases 
and changes of growth to a more infi ltrative 
phenotype resembling high grade gliomas 
have poor outcome despite gross total resec-
tion [ 45 ]. Whole-genome studies did not 
identify recurrent mutations, gains or losses in 
ependymomas, but there seem to be distinct 
epigenetic subgroups of ependymomas. 
Transcriptional profi ling of posterior fossa 
ependymomas identifi ed two distinct sub-
groups [ 46 ]. Group A patients are younger, 
with laterally located tumors and a balanced 
genome. Group A tumors are also more inva-
sive and metastatic and are more likely to 
recur. Group B ependymomas often arise in 
the posterior fossa of adults and have an 
unbalanced genome and grow in the midline 
with minimal invasion, rare metastasis, and 
good survival.   

    Conclusions 

 Current molecular neuropathology provides 
several tests that help with diagnosis and 
clinical management of patients with brain 
tumors. Molecular tests for 1p19q and 
 MGMT  and testing for  IDH1 / 2  by IHC and 
sequencing are well established and are 

Genomic Applications in Brain Tumors  |  337



incorporated in clinical practice as well as in 
clinical trials. Genetics research signifi cantly 
improved our knowledge about different 
molecular subtypes within the tumor types, 
which were previously defi ned solely based 
on morphology. Refl ecting this heterogeneity 
will help to better design clinical trials and 
towards the development of targeted thera-
pies. The current amount of data clearly sur-
passes our understanding of it and functional 
studies are needed to identify potential tar-
gets. Implementation of new diagnostic tech-
nologies in clinical laboratories will play a 
crucial role in identifying molecular subtypes 
and correct therapeutic targets.     
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         Introduction 

 Head and neck cancer is the sixth most 
common cancer worldwide, with more than 
40,000 new cases diagnosed every year in the 
United States and 500,000 new cases glob-
ally. The most common type of cancer of the 
head and neck is squamous cell carcinoma 
arising from the epithelial layer of the upper 
aerodigestive tract. Most patients present 
with locoregionally advanced disease with a 
less than 50 % 5-year survival rate. 
Furthermore, those who present with early- 
stage disease are at a high risk of recurrence 
or development of a second primary tumor. 
Patients with recurrent or metastatic disease 
endure a signifi cantly worse prognosis with a 
dismal overall survival of approximately 
6 months. The primary modes of therapy 

include surgical resection or radiation therapy 
for early-stage disease and combination ther-
apy with surgery, radiotherapy, and/or chemo-
therapy for advanced-stage disease. Surgical 
extirpation and chemoradiation protocols for 
the treatment of head and neck cancer often 
lead to severe functional defi cits and cosmetic 
deformities. Despite all the advances in can-
cer therapy, the overall survival of patients 
with head and neck squamous cell carcinoma 
(HNSCC) has remained unchanged for the 
past 30 years. Most recently, with the identifi -
cation of a human papillomavirus (HPV)-
related subset of oropharyngeal SCC, the 
prognosis in this specifi c patient population 
has been signifi cantly improved with a greater 
than 80 % survival rate in contrast to the 
 continuing poor survival with HPV-negative 
oropharyngeal SCC [ 1 ]. 

 Advancements in molecular and genetic 
research techniques and bioinformatics have 
led to an explosion of new discoveries in the 
molecular biology and genetic alterations 
behind the pathogenesis of HNSCC. Gaining 
further insights into the mechanisms underly-
ing tumorigenesis and treatment response as 
well as advancements in screening, diagnosis, 
and treatment of HNSCC will ultimately 
lead to improved clinical outcome. 

 This chapter reviews the specifi c genetic 
alterations in HNSCC and their clinical 
implications and provides a preview of the 
future applications of this knowledge that are 
in development.  
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    Risk Factors for HNSCC 

 The general principles underlying mechanisms 
behind tumorigenesis in HNSCC are thought 
to be similar to those in other solid tumors. 
Cancer arises from progressive accumulation 
of genetic or epigenetic alterations that lead to 
the development of malignant phenotypes. 
Prolonged, cumulative exposure to certain 
carcinogens is thought to be the leading cause 
of specifi c alterations acquired during tumor 
progression. Tobacco and alcohol represent 
the two predominant carcinogens that are 
synergistically responsible for HNSCC devel-
opment [ 2 ,  3 ]. In contrast, oral HPV infection, 
the main cause of the cancer of the orophar-
ynx, is believed to act independently. 

    Tobacco and Alcohol 
 Numerous epidemiological studies conducted 
in different regions of the world have demon-
strated a compelling association between 
alcohol consumption and tobacco use and the 
risk of HNSCC [ 4 – 7 ]. Several large case–control 
studies have shown neoplastic effects of 
tobacco use and alcohol consumption with a 
linear correlation with both duration and 
amount with odds ratios of 2- to 6-fold for 
alcohol and 7- to 20-fold for tobacco. When 
combined, these carcinogens had multiplica-
tive or even supra-multiplicative effects with 
a greater than 35- to 200-fold risk for indi-
viduals who consume more than two or more 
packs of cigarettes and more than four drinks 
per day [ 4 ,  6 ,  8 ]. One explanation for the syn-
ergistic effect of alcohol and tobacco is that 
alcohol possibly acts as a solvent for penetra-
tion of other carcinogens through the mucosa 
of the upper aerodigestive tract [ 9 ]. 

 According to the World Health 
Organization, tobacco use is the single most 
preventable risk factor for cancer deaths world-
wide, responsible for 22 % of all cancer mortal-
ity. There are over 4,800 chemicals in processed 
tobacco, of which at least 250 are known to be 
harmful and more than 50 are known carcino-
gens. These include polycyclic aromatic hydro-
carbons,  N -nitrosamines, aromatic amines, 
aldehydes, volatile hydrocarbons, and metals 
[ 10 ]. Cigarette smoke also contains free radi-
cals, nitric oxide, and other unstable oxidants 
that induce oxidative DNA damage [ 11 ,  12 ]. 

Our body responds to carcinogens by detoxify-
ing and excreting them through a series of 
enzymatic processes. However, metabolites 
resulting from detoxifi cation can also be reac-
tive and cause DNA damage through the for-
mation of DNA adducts [ 13 ,  14 ]. Therefore, it 
has been proposed that genetic susceptibility 
or polymorphisms in detoxifying enzymes, 
such as cytochrome P-450 and glutathione 
S-transferase, can lead to the development of 
cancer by either failing to deactivate carcino-
gens or to activate pro-carcinogenic intermedi-
ates [ 15 ,  16 ]. 

 The mechanisms by which alcohol exerts 
its carcinogenic effects have been linked to 
alcohol metabolism, DNA damage, and DNA 
methylation. Acetaldehyde, the primary 
metabolite of ethanol, can form adducts with 
DNA and thus result in DNA damage [ 17 ]. 
There is also growing evidence that genetic 
polymorphisms in enzymes for oxidation of 
ethanol into acetaldehyde modulates alcohol- 
related cancer risks, which further supports 
the mechanistic role of acetaldehyde [ 18 ]. 
In addition, heavy alcohol intake leads to 
nutritional defi ciencies, including that of 
 vitamin B12, B6, and A and folate. This may 
also result in changes in DNA methylation 
and transcription patterns that promote 
tumorigenesis [ 17 ].  

    Human Papillomavirus 
 HPV infection is the most common sexually 
transmitted infection in the Unites States. 
There are over 100 HPV subtypes, and these 
are categorized into low-risk and high-risk 
subtypes. Among the high-risk group, HPV- 
16 and HPV-18 are the two leading subtypes 
responsible for cancer development [ 19 ]. In a 
recent large cross-sectional study conducted 
as part of the National Health and Nutrition 
Examination Survey (NHANES), the preva-
lence of oral HPV infection in the general 
population was determined to be about 
6.9 %, with a prevalence rate of 3.7 % for 
high-risk HPV infection. The most prevalent 
HPV subtype detected was HPV-16 with a 
prevalence of 1.0 % [ 20 ]. 

 High-risk HPV has long been known to 
cause cervical cancer in women, penile cancer 
in men, and anal cancer in both men and 
women. Over the past 10 years, there has 
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been overwhelming evidence that implicates 
HPV as a causative factor in a subset of 
HNSCC, mainly of the oropharynx, where up 
to 50–70 % of the cases are associated with 
high-risk HPV. In contrast to cervical cancer, 
where HPV-16 and HPV-18 are together 
known to cause 70 % of the cases, HPV- 
related HNSCC is exclusively caused by the 
HPV-16 subtype, with up to 90 % of the cases 
being HPV-16 positive. While the overall 
incidence of head and neck cancer is on the 
decline over the last two decades, the inci-
dence of oropharyngeal cancer is on the rise 
[ 21 ]. This steady incline in the incidence of 
oropharyngeal cancer is mirrored by the 
increase in the incidence of HPV-positive 
oropharyngeal cancer while the rates of HPV- 
negative oropharyngeal cancer have been 
decreasing over the same period of time [ 22 ].   

    Molecular Biology of Head 
and Neck Cancers  

 The advances in our understanding of cancer 
genomics have further elucidated the biologi-
cal complexity of HNSCC. The disease repre-
sents a heterogeneous collection of tumors in 
which multiple genes and pathways are 
altered (Table  22.1 ). In-depth understanding 
of the pathways implicated in HNSCC 
tumorigenesis is critical for the identifi cation 
of new “personalized” therapeutic strategies.

       TP53  
 The role of  TP53 , a tumor-suppressor gene on 
chromosome 17p12, in HNSCC carcinogene-
sis is well established in the literature.  TP53  is 
the most commonly mutated gene in HNSCC, 
with approximately half of all HNSCC tumors 
having a  TP53  mutation [ 23 – 25 ]. In normal 
cells,  TP53  plays a critical role in regulating 
the cell cycle in response to DNA damage. 
 TP53  is activated by exposure to cellular stress 
such as DNA damage, which results in the 
accumulation of active TP53 protein in the 
nucleus. Through transcriptional induction of 
downstream signaling pathways, it induces 
viable cell growth arrest or apoptosis. 
Therefore, this growth inhibitory effect of 
 TP53  is vital in preventing the proliferation of 

cells harboring damaged DNA or of cells with 
the potential for neoplastic transformation 
[ 26 ]. Functional loss of  TP53  is one of the 
most common genetic alterations in many 
types of human cancer, and mutations in this 
gene play a critical role in malignant transfor-
mation [ 27 ]. In HNSCC, alterations in  TP53  
occur early in the premalignant squamous 
epithelium, before invasive transformation. 
For instance, premalignant oral lesions have 
been shown to harbor  TP53  mutations in up 
to 35 % of cases [ 28 ,  29 ]. In fact, the inci-
dence of mutations increases with histologi-
cal progression from severe dysplasia to 
invasive carcinoma [ 30 ]. Furthermore, the 
frequency of  TP53  genetic alterations in 
patients with a history of tobacco and alcohol 
use is almost double that of those without 
such history [ 23 ,  31 ,  32 ].  

     NOTCH  
 In two recently published whole-exome next- 
generation sequencing (NGS) studies of 
HNSCC,  NOTCH1  was identifi ed as a new 
cancer gene implicated in HNSCC develop-
ment. In fact,  NOTCH1  has been identifi ed 
as the second most commonly mutated gene 
in HNSCC, with a mutation frequency of 
14–15 % [ 24 ,  25 ]. Previously, only a few 
functional studies described a role for 
 NOTCH1  in squamous cell oncogenesis, spe-
cifi cally of the skin [ 33 ,  34 ]. However, given 
the large size of the  NOTCH1  gene which 
comprises 34 coding exons, robust mutational 
data analysis was required to comprehen-
sively detect these mutations. 

 There are four  NOTCH  family receptors 
in humans,  NOTCH1  to  NOTCH4. 
NOTCH1  encodes a transmembrane recep-
tor that functions in regulating normal cell 
differentiation, lineage commitment, and 
embryonic development. After ligand bind-
ing, the  NOTCH1  intracellular domain 
(NICD) is cleaved, and the translocation of 
the NICD to the nucleus is necessary for 
transcriptional activation of downstream sig-
naling. The  NOTCH1  ligands include Jagged 
1 and 2 and Delta-like ligand 1, 3, and 4 .  
After receptor activation through ligand 
binding, the release of NICD requires a two- 
step cleavage process. First, the extracellular 
portion of the protein is released by proteases 
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TNF-alpha-converting enzyme (TACE) and 
a disintegrin and metalloprotease (ADAM). 
A second cleavage by gamma-secretase com-
plex liberates the NICD from the membrane 
[ 35 ]. In the nucleus, NICD interacts with 

transcriptional regulators and activates down-
stream target genes, such as the  HRT  and 
 HES  family of genes, which are crucial for 
cell differentiation and normal embryonic 
development. 

   Table 22-1     Common Genetic Aterations in Primary Head and Neck Squamous 
Cell Carcinoma   

 Gene symbol  Gene name  Location  Frequency  Function 
 Clinical 
applications 

  Tumor-suppressor gene  

  TP53   Tumor protein p53  17p13.1  47–60 %  Assists in cell cycle 
arrest to allow 
DNA repair, 
apoptosis, or cell 
senescence 

 Biomarker for poor 
prognosis—
decreased 
survival and 
therapy 
resistance; for 
analysis of 
margin status; 
adenoviral gene 
therapy 

  CDKN2A/p16   Cyclin-dependent 
kinase inhibitor 2A 

 9p21.3  9–12 %  Regulates of G1-to-S 
phase transition in 
cell cycle and cell 
senescence 

 IHC for p16 as a 
surrogate marker 
for HPV-related 
tumor 

  Oncogene  

  EGFR   Epidermal growth 
factor receptor 

 7p12   a   Activates critical 
signaling pathways 
in proliferation, 
migration, 
invasion, 
angiogenesis, and 
apoptosis 

 Fluorescent 
bioconjugated 
anti-EGFR 
molecules for 
intraoperative 
optical imaging; 
anti-EGFR- 
targeted 
therapies 

  HRAS   Harvey rat sarcoma 
viral oncogene 
homolog 

 11p15.5  4–5 %  Promotes cell 
proliferation, 
differentiation, 
morphology, and 
survival 

  PIK3CA   Phosphoinositide-3- 
kinase catalytic 
alpha polypeptide 

 3q26.32  6–8 %  Promotes cell 
growth, survival, 
and cytoskeleton 
organization 

  Both (tissue dependent)  
  NOTCH1   Notch1  9p34.3  14–15 %  Regulates of cell 

differentiation, 
lineage 
commitment, and 
embryonic 
development 

 Therapeutic 
inhibition or 
activation of 
NOTCH1 
pathway 

   IHC  immunohistochemistry,  HPV  human papillomavirus 
  a Overexpression in 80–90 % of HNSCC  
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 The role of  NOTCH1  in cancer has been 
recently described, with  NOTCH1  signaling 
having both oncogenic and tumor- suppressive 
roles depending on the cellular context. For 
instance, activating truncation mutations in 
 NOTCH1  have been reported in acute lym-
phoblastic leukemia and chronic lymphocytic 
leukemia, implicating  NOTCH1  as an onco-
gene in these hematopoietic cancers [ 36 ,  37 ]. 
In contrast, the initial fi ndings of inactivating 
mutations in HNSCC and the observation 
that loss of  NOTCH1  in murine models led 
to skin carcinogenesis indicated that 
 NOTCH1  may also act as a tumor-suppressor 
gene [ 33 ,  34 ]. The data thus far are confl ict-
ing with regard to the exact role of  NOTCH1  
in HNSCC. Most  NOTCH1  mutations 
observed in HNSCC affect the epidermal 
growth factor (EGF)-like ligand-binding 
domain and are thought to lead to loss of 
function, suggesting the role of  NOTCH1  as 
a tumor suppressor [ 24 ]. Contrary to the 
genetic evidence, there is evidence that 
 NOTCH1  protein levels are elevated in 
HNSCC, and tumors expressing higher levels 
of  NOTCH1  protein are associated with 
reduced survival as well as with chemoresis-
tance [ 38 – 41 ]. In support of the latter, it was 
demonstrated that inhibition of the  NOTCH1  
pathway using gamma-secretase inhibitors 
(GSIs) prevented the growth of HNSCC cell 
lines [ 42 ]. These fi ndings suggest that acti-
vated  NOTCH1  could function as an onco-
gene. Additional functional studies in vitro 
and in vivo are required to elucidate the exact 
role of  NOTCH1  in HNSCC.  

     CDKN2A/P16  
 Cyclin-dependent kinase inhibitor 2A 
( CDKN2A ) located on chromosome 9p21 is 
a known tumor-suppressor gene frequently 
disrupted in HNSCC. It is frequently inacti-
vated through deletion, point mutations, and 
epigenetic promoter methylation. Loss of het-
erozygosity on the short arm of chromosome 
9 has been reported frequently, and this 
change has been recognized as an early event 
in the progression of premalignant lesions to 
HNSCC [ 43 ,  44 ]. In the abovementioned 
two large whole-exome NGS projects, 
 CDKN2A  mutations were identifi ed in 9 % of 
all tumors [ 24 ,  25 ]. When considering genetic 

and epigenetic alterations,  p16  inactivation 
has been detected in as much as 80 % of 
HNSCC [ 45 ]. 

 The  CDKN2A  gene encodes the protein 
product  p16  that plays an important role in 
regulating the G1 phase of the cell cycle. The 
p16 protein binds to cyclin-dependent kinase 
4 (CDK4) and CDK6, inhibiting their associ-
ation with cyclin D1. This inhibition of cyclin 
D1/CDK4/6 complex activity prevents pRb 
phosphorylation and the release of E2F tran-
scription factor, leading to the inhibition of 
the G1-to-S phase transition and thus leading 
to cell senescence [ 46 ,  47 ]. Therefore, any 
genetic abnormalities inactivating the  p16  
pathway may confer growth advantages in 
cells, contributing to the tumorigenic process.  

     EGFR  
 Malignant transformation of HNSCC is also 
driven by alterations in growth factor signal-
ing pathways. Epidermal growth factor recep-
tor (EGFR), also known as HER1 or ErbB-1, 
is a tyrosine kinase receptor that is highly 
expressed in normal epithelial cells. EGFR is 
activated by several ligands, which induces 
receptor dimerization and autophosphoryla-
tion, resulting in activation of downstream 
signaling pathways [ 48 ]. These downstream 
pathways include  MAPK, PI3K/AKT, ERK,  
and  JAK/STAT  genes that are critical for the 
regulation of  cellular proliferation, apoptosis, 
angiogenesis, migration, and invasion [ 49 ]. 
The  EGFR  gene is overexpressed in 80–90 % 
of HNSCC via gene amplifi cation and 
 transcriptional activation [ 50 ,  51 ]. In addition 
to overexpression, a mutant form of  EGFR  
known as  EGFRvIII  has been implicated in 
resistance to anti- EGFR -targeted therapies 
[ 52 ]. This mutant form is characterized by a 
deletion in exons 2–7, leading to a truncated 
ligand-binding domain, rendering it constitu-
tively active. Over-activation of EGFR signaling 
via overexpression or activating mutations 
enables cells to take on a malignant phenotype.  

     RAS  
 The  RAS  gene family consists of three genes 
that function as small GTPase molecules: 
 KRAS ,  HRAS , and  NRAS . The  RAS  genes 
play a critical role in cell signaling as part of 
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the  RAS–RAF–MEK–MAPK  pathway. This 
pathway is involved in the regulation of cell 
proliferation, differentiation, morphology, 
and survival. The  RAS  gene family mutations 
have been implicated in approximately one- 
third of all human cancers, with  KRAS  being 
the most common and  HRAS  the least com-
mon [ 53 ]. However, in HNSCC,  KRAS  muta-
tions are virtually absent while  HRAS  
mutations have been described at a low fre-
quency of approximately 4–5 % [ 24 ,  25 ].  

     PIK3CA  
 The  PI3K–PTEN–AKT  pathway is another 
critical pathway in HNSCC carcinogenesis. 
The  PIK3CA  gene is located on chromosome 
3q26 and functions to convert phosphati-
dylinositol (4,5) biphosphate (P4,5P2) into 
phosphatidylinositol (3,4,5) triphosphate 
(PIP3), in turn activating Akt/PKB kinases. 
This results in the promotion of cell growth, 
survival, and cytoskeleton reorganization [ 54 ]. 
 PIK3A  is downstream of receptor tyrosine 
kinases such as EGFR, Met, and vascular endo-
thelial growth factor receptor (VEGFR), 
which are known oncogenes in HNSCC. The 
prevalence of  PIK3CA  mutations was esti-
mated to be approximately 6–8 % in the 
above-referenced two recent whole-exome 
sequencing HNSCC studies [ 24 ,  25 ]. The 
overactivation of this pathway occurs through 
both amplifi cation and mutations in  PIK3CA  
as well as through  PTEN  loss [ 54 ]. PTEN 
(phosphatase and tensin homologue deleted 
on chromosome ten) is a key regulator of PI3K 
function. PTEN reverses the action of PI3K by 
removing the 3′ phosphate and thus prevent-
ing the activation of downstream molecules 
such as Akt [ 55 ]. A study conducted by 
Pedrero et al. found evidence for  PIK3CA  
amplifi cation in 37 % of primary HNSCC 
tumors and in 39 % of premalignant lesions, 
indicating that  PIK3CA  amplifi cation could 
be an early event in HNSCC oncogenesis [ 56 ].  

    Human Papillomavirus 
 HPV is a non-enveloped small double- 
stranded, circular DNA virus that infects epi-
thelial cells [ 57 ]. The majority of HPV subtypes 
cause epithelial lesions with low malignant 
potential, such as warts or papillomas. However, 

there is a subset of high-risk HPV that leads to 
precancerous lesions. Interestingly, only a small 
fraction of people infected with high-risk HPV 
will eventually develop cancer, often decades 
after the original infection. 

 The molecular mechanism behind HPV- 
driven carcinogenesis has been extensively 
studied in cervical cancer. The integration of 
high-risk HPV DNA into the host genome 
results in the expression of oncogenes E6 and 
E7 in the host cell. The E6 oncogene binds to 
tumor suppressor  TP53 , which causes the 
degradation of  TP53  via ubiquitin-mediated 
processes. The degradation of  TP53  prevents 
the host cell from engaging in cell cycle 
checkpoints and enduring an apoptotic 
response [ 58 ]. The E7 oncogene is the most 
important driver of cell cycle deregulation 
through the binding and destabilizing of the 
tumor suppressor retinoblastoma (pRb). This 
binding of pRb results in the release of E2F 
transcription factors, leading to the transcrip-
tion of genes involved in proliferation and cell 
cycle progression [ 59 ]. One of the main 
molecular pathways amplifi ed through E7 is 
the  CDKN2A / p16  gene pathway, which 
results in the overexpression of p16 protein. 
Whereas in tobacco-induced HNSCC the 
abrogation of TP53 and pRb pathways occurs 
via mutation and epigenetic alterations, in 
HPV-related HNSCC wild-type TP53 and 
pRb are functionally inactivated by the viral 
oncogenes. E7 also induces cellular prolifera-
tion by disrupting the activity of cyclin- 
dependent kinase inhibitors p21 and p27 
[ 59 ]. E5 is another viral protein that modu-
lates the  EGFR  signaling pathway by delaying 
the downregulation of  EGFR  and increasing 
the level of EGFR [ 60 ]. In summary, HPV 
infection induces failures in cell cycle check-
points, which causes genetic instability and, 
over time, progression of premalignant lesions 
to invasive squamous cell carcinoma.   

    Clinical Implications 
of Molecular Alterations 
in Head and Neck Cancers  

 The ultimate goal of understanding the 
molecular biology of HNSCC is to help 
improve patient outcomes. Improving clinical 
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outcomes can be achieved through three sets 
of clinical applications: (1) applications that 
help achieve more accurate and earlier detec-
tion of disease, improved therapeutic moni-
toring, and better surveillance of recurrence; 
(2) accurate markers of predicting prognosis 
and therapeutic outcome to identify patients 
that will require aggressive treatment strate-
gies; and (3) identifi cation of novel therapeu-
tic targets tailored to patient’s tumor profi le. 
Some of the molecular biomarkers under 
investigation in each of the above applica-
tions are discussed next. 

    Diagnostic Applications 
in Head and Neck Cancers 
    HUMAN PAPILLOMAVIRUS 

 The two main methods of identifying HPV- 
related HNSCC in the clinical arena are in 
situ hybridization (ISH) of HPV DNA and 
p16 immunohistochemistry (IHC) as a sur-
rogate marker. ISH can be performed using 
either fl uorescently labeled or chromogenic 
HPV type-specifi c probes in formalin-fi xed 
and paraffi n-embedded sections. The signals 
originating within the nuclei of tumor cells 
usually indicate HPV genome integration. 
Although this method has lower specifi city 
and sensitivity than Southern blot hybridiza-
tion or polymerase chain reaction (PCR) 
amplifi cation, it has the advantage of detect-
ing genomic integration and being technically 
relatively less demanding [ 61 ]. With the 
introduction of signal amplifi cation tech-
niques, the sensitivity of this method has 
increased signifi cantly, even to the point of 
detection of one viral copy per cell [ 62 ]. 

  P16  overexpression may be used as a sur-
rogate marker for HPV-positive cancers due to 
the inactivation of the pRb protein by the 
HPV protein E7 [ 63 ]. In many centers and 
laboratories, IHC of p16 in formalin-fi xed, 
paraffi n-embedded tissues is the main method 
of detecting HPV-16 positivity. In comparison 
to other techniques, IHC does not require spe-
cialized equipment or tissue handling. The 
concordance rate between HPV-16 ISH and 
p16 IHC has been shown to be approximately 
92–93 % [ 61 ,  64 ]. Despite the strong correla-
tion, several studies have shown that not 
all p16-positive cancers are due to HPV [ 61 ]. 

The hypothesis is that the discordance is due 
to the presence of HPV subtypes other than 
HPV-16. Therefore, the question of whether 
p16 should be used as proxy for HPV-16 status 
in the management of HNSCC remains unan-
swered, and some advocate using a combina-
tion of HPV-16 ISH as well as p16 IHC for 
detection of HPV-16-related HNSCC [ 61 ]. 

 Several additional approaches are under 
investigation as a potential tool for the detec-
tion of HPV-related HNSCC. One such 
approach is the use of PCR to amplify DNA 
isolated from a subject sample. On the one 
hand this approach is highly sensitive and 
may detect even a single copy of the target 
DNA in a given sample. On the other hand, 
the high sensitivity can lead to false-positive 
results due to contamination and may detect 
HPV genome that is present but may not be 
causing the malignancy. Currently, PCR- 
based HPV detection is being investigated as 
a tool for early detection and surveillance of 
disease using saliva or serum [ 65 ,  66 ]. PCR- 
based methods are also being utilized in large 
epidemiologic studies conducted to deter-
mine the general incidence of HPV oral infec-
tion [ 20 ]. HPV16 serology can detect 
antibodies produced in response to HPV 
infection or HPV immunization. However 
due to the high prevalence rates in the gen-
eral population, the exact role of this 
 detection tool in the management of HNSCC 
is yet to be determined. Finally, NGS high- 
throughput technology may have a role in 
HPV detection. Several recent studies have 
demonstrated proof-of-concept results that 
indicate the ability of NGS to assess HPV sta-
tus as well as viral load and genomic copies in 
tumors [ 25 ,  67 ,  68 ]. 

 For pathologists, HPV testing can play a 
critical role in specifi c clinical situations. For 
instance, detection of HPV in regional or dis-
tant metastatic foci can suggest the tumor 
origin to be likely from the oropharynx [ 69 , 
 70 ]. This is especially important given that 
about 13 % of patients with HNSCC present 
with a neck mass as their fi rst and only clini-
cal manifestation, and 3–9 % of these patients 
fail to have their primary site detected upon 
clinical and radiologic evaluation [ 71 ]. In 
another scenario, detection of HPV in cystic 
neck lesions can provide compelling evidence 
of a metastatic malignant process rather than 
a benign process such as a branchial cleft cyst.  
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    EGFR FOR OPTICAL IMAGING 

 The presence of positive margins following 
tumor resection is a known poor prognostic 
indicator that results from the infi ltrative 
nature of head and neck cancers. Currently, 
objective intraoperative means of defi ning 
tumor margins, other than conventional crude 
methods of macroscopic and microscopic 
visual inspection and palpation, are lacking. 
Therefore, a novel way to reliably identify 
tumor margins using intraoperative real-time 
imaging would potentially have a signifi cant 
impact on decreasing the rate of postoperative 
positive margins while sparing uninvolved sur-
rounding tissues. Systemic administration of 
fl uorescently labeled antibodies targeting can-
cer-specifi c molecules is under investigation in 
several European clinical trials in multiple 
types of cancers [ 72 ,  73 ]. In HNSCC, a prom-
ising intraoperative imaging system under clin-
ical investigation is one using panitumumab, a 
monoclonal anti- EGFR antibody, conjugated 
with indocyanine green dye (panitumumab-
IRDye800). In a recent in vivo study using 
orthotopic HNSCC xenografts, the tumor was 
clearly delineated from normal tissue on fl uo-
rescence guidance as confi rmed by histology. 
The researchers were also able to detect sub-
clinical microscopic residual disease as well as 
lymph node metastases measuring <1.0 mm 
[ 74 ]. Fluorescent bioconjugated anti-EGFR 
nanoparticles or peptides are also being inves-
tigated in various solid tumors such as esopha-
geal cancer, glioblastoma, and epidermoid 
tumors [ 75 – 77 ]. These nanoparticles or pep-
tides may prove to be more effi cient when 
compared to fl uorescent anti-EGFR antibod-
ies due to a shorter half-life and superior tissue 
penetration and distribution [ 78 ]. Further 
studies are required to elucidate the potential 
value of these innovative optical molecular 
imaging techniques in improving surgical out-
come and ultimately patient survival.   

    Prognostic Applications in Head 
and Neck Cancers 
     TP53  

 Mutations in tumor-suppressor gene  TP53  
have been associated with poor survival as 
well as decreased response to treatment in 
HNSCC. In a large multicenter prospective 
study, the presence of any  TP53  mutation was 

associated with decreased overall survival 
with a hazard ratio of 1.4, and the presence of 
 TP53  alterations that disrupt the DNA- 
binding domain was found to be more signifi -
cantly associated with decreased survival with 
a hazard ratio of 1.7 [ 79 ]. Furthermore, alter-
ations in the  TP53  gene have been implicated 
in poor tumor response to chemoradiation. In 
one study, a 95 % overall incidence of  TP53  
inactivation via mutation or deletion was 
encountered in patients with recurrent 
HNSCC refractory to radiotherapy [ 80 ]. One 
possible mechanism of radioresistance is 
through the inhibition of radiation-induced 
senescence [ 81 ]. The risk of locoregional 
treatment failure following primary radiation 
treatment or postoperative adjuvant radiation 
therapy is shown to be signifi cantly greater in 
patients whose tumor contained mutant 
 TP53  genes [ 82 ,  83 ]. Finally,  TP53  mutation 
status has been found to be an independent 
negative predictor of response to induction 
and neoadjuvant chemotherapy in both retro-
spective and prospective studies [ 84 ,  85 ]. 

 The high incidence of  TP53  alterations and 
the well-established prognostic value of  TP53  
attest to the importance of developing a 
 clinically robust tool to detect  TP53  mutations. 
One specifi c clinical application that has been 
extensively studied is  TP53  mutational status 
in surgical margins. It has been implied that 
the  TP53  mutational status at histologically 
tumor-free surgical margins may be critical in 
predicting locoregional failure, especially since 
the genetic alterations in  TP53  precede histo-
logically identifi able changes at the tissue level. 
In fact, the detection of  TP53  mutations via 
molecular analysis in histologically “negative” 
margins has been shown to be a reliable prog-
nostic marker of locoregional tumor recur-
rence [ 86 – 88 ]. Currently, the main method of 
detecting  TP53  mutations is through IHC, 
which cannot detect all types of mutations and 
has limited sensitivity in application to precan-
cerous lesions [ 89 ]. Hence, the IHC should be 
complemented by genetic analysis, via PCR 
methods or oligonucleotide probe array tech-
nique, to increase the sensitivity and specifi city 
of the detection of altered  TP53 .  

    HUMAN PAPILLOMAVIRUS 

 Cumulative data from a large number of ret-
rospective and prospective studies have con-
sistently demonstrated a superior outcome in 
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individuals with HPV-positive oropharyngeal 
SCC (OPSCC) compared to those with HPV-
negative tumors [ 1 ,  90 – 92 ]. In a recent large 
meta-analysis of 37 studies that addressed the 
impact of HPV infection on survival outcome, 
site-specifi c analysis showed that patients 
with HPV-positive OPSCC had a 28 % 
reduced risk of death for overall survival in 
comparison to patients with HPV-negative 
oropharyngeal tumors [ 90 ]. Similar observa-
tions were made for disease- free survival with 
a hazard ratio of 0.51. Interestingly, there was 
no difference in the overall survival between 
HPV-positive and -negative non-oropharyn-
geal patients. The authors therefore con-
cluded that the observed improved survival 
benefi t for HPV- positive HNSCC patients is 
specifi c to the oropharynx subsite. In the fi rst 
prospective clinical trial to demonstrate sur-
vival benefi t in HPV-positive HNSCC, Fakhry 
et al. reported that patients with HPV-
positive tumors had a higher response rate 
after induction chemotherapy (82 % versus 
55 %) and after chemoradiation treatment 
(84 % versus 57 %) [ 91 ]. With a median fol-
low-up of 39.1 months, patients with HPV-
positive tumors also had improved overall 
survival (95 % versus 62 %) and decreased 
risks of progression (with a hazard ratio of 
0.27) and risk of death from any cause (haz-
ard ratio of 0.36) than those with HPV-
negative tumors [ 91 ]. It is also important to 
note that the positive prognostic benefi t of 
HPV in OPSCC patients is often mitigated 
by the negative prognostic effects of smoking 
[ 1 ]. In a large-scale retrospective study, 
patients with OPSCC were able to be strati-
fi ed into three prognostic groups: low-, inter-
mediate-, and high-risk groups based on HPV 
status, smoking, and nodal and primary tumor 
staging. Patients in the high-risk category had 
a 3-year overall survival of only 46.2 % versus 
93.0 % for low-risk patients. Therefore, when 
determining the best treatment option, it is 
important to realize that there is a subgroup 
of HPV-positive patients who may remain in 
need of more aggressive therapy.  

    DETOXIFICATION ENZYMES 

 Detoxifi cation enzymes, such as glutathione 
S-transferase (GST) and cytochrome P450, 
oxidize carcinogens into reactive metabolites 
that can lead to DNA damage and eventual 

development of cancer. Several studies have 
evaluated the role of this group of enzymes as 
prognostic markers in head and neck cancer. 
One study examining a subtype of GST, 
GSTT1, found that patients with the func-
tional genotype were three times more likely 
to die from HNSCC after adjusting for age, 
primary therapy, and stage of disease [ 93 ]. 
Alternatively, these enzymes may also be a 
marker for chemotherapy resistance to cispla-
tin by inactivating reactive oxygen species 
induced by cisplatin to kill the offending 
tumor cells [ 94 ]. Several studies have demon-
strated that patients with high levels of GSTpi 
had worse overall survival following treat-
ment with chemotherapy [ 95 ], and the sur-
vival was worst in the group of patients who 
were treated with chemoradiotherapy and 
had elevated levels of both GSTpi and TP53 
[ 96 ]. Finally, one recent study in a Hungarian 
HNSCC cohort demonstrated that carriers of 
specifi c allelic polymorphisms of cytochrome 
P450 1A1 (CYP1A1) and  uridine-diphosphate- 
glucuronosyltransferase 1A1 (UGT1A1) had 
the worst prognosis [ 97 ].   

    Therapeutic Applications 
in Head and Neck Cancers 
    DE-INTENSIFICATION FOR HUMAN 
PAPILLOMAVIRUS-RELATED HNSCC 

 The recognition of HPV-associated HNSCC in 
the younger, nonsmoker, nondrinker popula-
tion with improved overall prognosis has led 
some authors to consider revisiting the stan-
dard treatment paradigm in this group of 
patients [ 98 ]. The concept of de- intensifi cation 
for HPV-positive OPSCC has gained atten-
tion, with the ultimate goal of achieving 
acceptable cure rates while minimizing long-
term morbidity. Multiple clinical trials to 
address this question are under way although 
no evidence-based de- intensifi cation protocol 
is currently being utilized in the clinical set-
ting. The Eastern Cooperation Oncology 
Group (ECOG) 1308 study is a phase II clini-
cal trial for patients with stage III/IV resectable 
HPV-positive OPSCC in which patients 
receive dose-reduced intensity- modulated 
radiation therapy (IMRT) or full-dose IMRT 
depending on their initial response to induc-
tion chemotherapy. Oncologic and functional 
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outcome data of minimally invasive surgical 
approaches, specifi cally the transoral robotic 
surgery (TORS), are also slowly emerging with 
so far promising results [ 99 – 103 ].  

    HUMAN PAPILLOMAVIRUS VACCINES 
AND IMMUNOTHERAPY 

 There are two prophylactic vaccines cur-
rently available that have already been shown 
to be highly effective at preventing cervix 
infections by high-risk HPV subtypes [ 104 ] 
as well as associated cervical neoplasia [ 105 , 
 106 ]. Gardasil( ® ) is a quadrivalent vaccine 
containing viruslike particles (VLPs) of sub-
types 6, 11, 16, and 18, and Cervarix( ® ) is a 
bivalent vaccine containing VLPs of subtypes 
16 and 18. These preventive HPV vaccines 
focus on generating neutralizing antibodies 
through the humoral immune response for 
the prevention of future infections. This 
involves the interaction between cell surface 
HPV capsid antigen (L1 and/or L2) and an 
antigen-specifi c B-cell receptor, which even-
tually results in the proliferation of HPV 
antigen- specifi c B cells via CD4+ helper T 
cells. Upon subsequent exposures to HPV, 
memory and plasma B cells produce HPV- 
specifi c antibodies that bind to the virus and 
prevent its entry into host cells. The prophy-
lactic vaccines are anticipated to reduce the 
incidence of cervical cancer, although their 
long-term success is yet to be determined. 
This question will not be fully addressed for 
decades, until suffi cient time has passed post- 
vaccination when subjects are expected to 
develop cervical neoplasms. Furthermore, the 
vaccine’s impact on HPV-associated HNSCC 
is unknown, as none of the studies performed 
thus far evaluated the effect on the incidence 
of oral HPV infection or oral immunity to 
HPV. Finally, this preventive vaccination 
strategy is not effective for the treatment of 
existing infections or established HPV-related 
lesions. 

 Treatment of established HPV disease 
requires cell-mediated immunity that recog-
nizes and eliminates virus-infected cells. 
Therefore, therapeutic HPV vaccination 
strategies focus on generating cell-mediated 
immunity for the clearance of infected cells 
including HPV-associated tumor cells by 
using intracellular viral protein as the antigen. 
The HPV E6 and E7 oncoproteins are ideal 

tumor antigens since they are “foreign” viral 
proteins that are uniquely expressed by every 
virus-related cancer cell. The HPV E6 and E7 
antigens are utilized to prime naïve T cells to 
become effector T cells, namely, CD8+ cyto-
toxic T lymphocytes and CD4+ T helper 
cells. These effector T cells mediate antigen- 
specifi c killing of both infected cells and 
tumor cells. There are over 30 different phase 
I and II clinical trials for therapeutic HPV 
vaccines under way, mostly in cervical cancer 
but also in head and neck oropharyngeal can-
cer [ 107 ,  108 ]. One of the challenges with 
therapeutic vaccination is generating a robust 
T-cell response specifi c to the target antigen. 
Currently multiple strategies are being evalu-
ated to increase the immunogenicity of the 
therapeutic vaccines [ 109 ].  

    ADENOVIRUS 

 Viral vector-mediated gene transfer has been 
investigated as a new experimental strategy 
to treat advanced and recurrent HNSCC. With 
this method, once a portion of the viral 
genome is replaced with the desired genetic 
sequence, the virus is injected into the tumor 
and allowed to infect the host cells. This 
results in propagation of the desired genetic 
sequence among the tumor cells. Such treat-
ment technique is attractive for the delivery 
of tumor-suppressor genes to restore those 
that have been inactivated. It is also a promis-
ing option because HNSCC tumors are often 
accessible for direct injection of gene therapy. 
As discussed, the  TP53  tumor-suppressor 
gene is the most commonly mutated gene in 
HNSCC, and because wild-type TP53 pro-
tein functions to arrest aberrant cellular 
growth,  TP53  adenoviral gene therapy has 
been studied extensively. In in vitro models, 
transfection of wild-type  TP53  using adenovi-
ral vectors resulted in high-effi ciency expres-
sion of normal  TP53  protein as well as growth 
inhibition in tumor cell lines with homozy-
gous deletion of  TP53  [ 110 ]. Additionally, 
preclinical in vivo studies using adenovirus 
containing wild-type  TP53  vector (Ad-p53) 
have shown successful induction of cancer 
cell apoptosis as well as enhanced response to 
chemoradiation treatment [ 111 ,  112 ]. A few 
phase II trials have demonstrated treatment 
with  TP53  vector adenovirus to be feasible 
and safe with some evidence of durable, albeit 

350  |  Sun M. Ahn, Nishant Agrawal



modest, activity in patients with HNSCC 
[ 80 ,  113 ]. In fact, ONYX-015, an adenovirus 
engineered to specifi cally target cells lacking 
 TP53  function, is approved for the manage-
ment of early-stage HNSCC in China [ 114 ].  

    EGFR INHIBITORS 

 The fact that  EGFR  is overexpressed in 
80–90 % of HNSCC and plays an important 
role in its pathogenesis offers a rationale for 
the development of  EGFR -targeted therapy. 
Multiple monoclonal antibodies and small- 
molecule tyrosine kinase inhibitors (TKIs) 
have been developed and are under investiga-
tion. Cetuximab ( TM Erbitux) is a chimeric 
monoclonal antibody directed against EGFR 
and is the only FDA-approved targeted agent 
for use against HNSCC. Panitumumab 
( TM Vectibix) is a “fully human” monoclonal 
antibody that is FDA approved in colorectal 
cancer but not in HNSCC. It is under investi-
gation for HNSCC in multiple clinical trials 
in combination with standard chemoradia-
tion therapy. Extensive clinical studies using 
cetuximab have demonstrated this agent to 
be particularly useful as an adjuvant to radio-
therapy. In the multinational, randomized 
phase III trial that led to FDA approval of this 
agent, cetuximab combined with radiother-
apy improved locoregional control and 
reduced mortality without increasing toxicity 
in patients with locoregionally advanced 
HNSCC [ 115 ]. More recent studies are 
showing increased benefi t in progression-free 
survival as well as overall survival when add-
ing cetuximab to platinum-based chemother-
apy alone [ 116 ]. Despite the fact that  EGFR  
is overexpressed in 80–90 % of HNSCC, the 
cumulative data have only shown a marginal 
survival benefi t with  EGFR -targeted thera-
pies, with treatment effi cacy in a mere 20 % 
of patients. At present, the mechanisms 
underlying the resistance to  EGFR -targeted 
therapies are under investigation in hopes of 
improving clinical effi cacy of this treatment 
strategy in HNSCC. 

 While monoclonal antibodies recognize a 
precise region in the extracellular ligand- 
binding domain of EGFR and therefore repre-
sent more specifi c EGFR targeting, 
small-molecule TKIs may cross-react with 
other kinases and lack specifi city for 
EGFR. However, they have the advantage of 

being able to target multiple pathways 
involved in tumorigenesis as well as being 
conveniently dosed orally. Currently, all inves-
tigations using TKIs in HNSCC are limited to 
phase I and II clinical trials, with one reported 
phase III trial. Erlotinib and gefi tinib are two 
of the most studied TKIs in HNSCC, but 
there is a lack of evidence to support their 
utility in HNSCC. In one randomized phase II 
study in patients with locally advanced 
HNSCC being treated with cisplatin and 
radiotherapy with or without erlotinib, the 
authors concluded that although erlotinib did 
not increase toxicity, there was no signifi cant 
improvement in complete response rate or 
progression-free survival [ 117 ]. Likewise, the 
only randomized, placebo-controlled phase III 
trial of TKI in HNSCC evaluating the use of 
docetaxel with or without gefi tinib failed to 
reveal improvement in outcomes in patients 
with recurrent or metastatic disease [ 118 ]. 
Another randomized, placebo- controlled 
phase II trial of gefi tinib with chemoradiation 
therapy had similar disappointing fi ndings 
[ 119 ]. Therefore, despite the convenient oral 
dosing of TKIs, the lack of positive phase III 
data limits their incorporation into the stan-
dard care for patients with HNSCC.  

    NOTCH PATHWAY INHIBITORS 

 The appropriate therapeutic targeting of 
 NOTCH  will differ depending on whether 
the tumor contains  NOTCH  gain- or loss-of- 
function alterations. For tumors harboring 
activating  NOTCH  mutations which would 
lead it to function as an oncogene, a variety of 
GSIs are being investigated as a possible tar-
geted strategy to inactive NOTCH signaling 
[ 35 ]. GSIs act by preventing NICD cleavage 
and nuclear translocation [ 120 ]. GSIs have 
shown promise in in vitro and in vivo studies 
of many solid tumors, including breast, lung, 
colorectal, and pancreatic cancers as well as 
melanoma and sarcoma [ 121 – 125 ]. Currently, 
there are several ongoing phase I and II clini-
cal trials of GSIs in advanced solid tumors 
[ 35 ,  126 ,  127 ]. 

 In tumor systems where  NOTCH  acts as a 
tumor-suppressor gene and therefore is inac-
tivated during oncogenesis, the appropriate 
strategy would be to activate the  NOTCH  
signaling pathway. The  NOTCH  pathway is 
frequently silenced by epigenetic changes, 
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and histone deacetylase (HDAC) inhibitors 
are under investigation to restore  NOTCH  
signaling in cancers. Valproic acid, an HDAC 
inhibitor, is in clinical development and being 
studied in many ongoing phase I and II clini-
cal trials in solid tumors [ 35 ]. Of note, it is 
important to recognize that administrating a 
systemic therapy that inhibits general 
 NOTCH  signaling may be complicated by 
loss of  NOTCH  tumor suppressor function 
in non-tumorous sites, thus potentially 
inducing secondary malignancy. Likewise, 
activating  NOTCH  signaling systemically to 
target a given tumor lineage may lead to acti-
vation of  NOTCH  signaling in a normal cell 
where  NOTCH  may act as an oncogene. 
Therefore, a better understanding of the 
exact  NOTCH  signaling pathway alterations 
within a cancer- specifi c context is necessary 
to develop appropriate  NOTCH -targeting 
therapeutics.    

    Conclusions 

 In this chapter, we reviewed some of the cur-
rent understanding of the molecular biology 
of HNSCC and discussed some of the diag-
nostic, prognostic, and therapeutic clinical 
implications. The advent of genomic technol-
ogies has greatly advanced our knowledge of 
the molecular changes underlying HNSCC, 
and the knowledge gained offers new promise 
for the treatment of this cancer. The hope is 
that the novel approaches will ultimately 
result in improved patient outcome through 
the development of new diagnostic and prog-
nostic indicators as well as new targeted ther-
apies for HNSCC patients.     
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Introduction

Breast cancer represents the worldwide lead-
ing cause of cancer and mortality among 
women [1]. The realization that breast cancer 
is a complex and heterogeneous disease in 
which each entity has a distinct genetic pro-
file, clinical behavior, and response to therapy 
has created new opportunities for precision 
medicine [2].

The management of breast cancer is cur-
rently based on clinicopathological character-
istics derived from the histopathological 

analysis of the primary tumor and/or its 
metastasis, which are known to be prognostic 
per se. They include tumor size, histological 
grade and type, lymph vascular invasion, and 
lymph node involvement [3, 4]. In addition to 
these prognostic markers, only three predic-
tive markers have been incorporated to the 
armamentarium of breast pathologists. In fact, 
critical decisions about the repertoire of sys-
temic therapies offered to breast cancer 
patients are made on the basis of the assess-
ment of the estrogen receptor (ER), progester-
one receptor (PR), and the human epidermal 
growth factor receptor 2 (HER2). ER and PR 
assessment is based on immunohistochemical 
analysis, whereas the HER2 status is currently 
determined on the basis of a combination of 
immunohistochemistry and in situ hybridiza-
tion [5, 6]. Given the importance of the results 
obtained from these tests and the reported 
limited inter-laboratory agreement, over the 
last few years, coordinated efforts to ensure 
high levels of intra- and inter-laboratory and 
observer concordance have been made, and 
recent updates of the American Society of 
Clinical Oncologists (ASCO)/College of 
American Pathologists (CAP) guidelines have 
been published. Discussing the details of these 
guidelines is beyond the scope of this chapter 
and readers are referred to the published 
guidelines [5, 6].

Based on combinations of several clinico-
pathological prognostic factors and predictive 
markers, some algorithms (e.g., Nottingham 
Prognosis Index, Adjuvant! Online) have 
been created to forecast the outcome of 
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breast cancer patients and the subsequent 
benefit of adjuvant systemic therapy [7, 8]. 
For example, the Internet-based software 
program Adjuvant! Online, which was tai-
lored for clinical decision-making in early 
breast cancer, provides a 10-year survival and 
relapse probability of an individual patient 
[8, 9]. Despite being widely used in the clinic 
and validated in different series, these algo-
rithms have not been found to be sufficiently 
accurate to individualize therapy for patients 
with early breast cancer [10, 11].

Advances in gene expression analysis dur-
ing the last decade have contributed to the 
notion that breast cancer comprises multiple 
diseases with different risk factors, clinico-
pathological features, natural history, and 
response to therapy [2, 12–15]. Microarray- 
based gene expression profiling has led to the 
development of a classification system solely 
based on the expression of the so-called 
“intrinsic” genes [2] and to the development 
of prognostic gene signatures, some of which 
have now been incorporated into clinical 
practice [16]. On the other hand, microarray- 
based signatures predictive of response to 
specific therapeutic agents have proven more 
challenging to develop, and currently, none of 
the signatures available has been shown to be 
of clinical utility.

With the advent of massively parallel 
sequencing technologies and the ability to 
determine the entire constellation of somatic 
and germline genetic aberrations in a cancer, 
new opportunities for the realization of the 
potential of precision medicine have emerged 
[17]. Not only the complexity of breast can-
cers at the genetic level has been unraveled, 
but also the fact that breast cancer from spe-
cific subtypes may be underpinned by a dif-
ferent repertoire of somatic mutations. 
Furthermore, activating mutations affecting 
the ERBB2 (HER2) [18] and ESR1 [19–21] 
genes have been recently described; these 
findings will likely have an impact on the way 
ER and HER2 testing is performed for breast 
cancer patients.

Here, we discuss the current role of gene 
expression profiling as a means of classification, 
prognostication, and therapy prediction in 
breast cancer, and the impact of sequencing 
analyses on breast cancer classification and 
therapy decisions for breast cancer patients.

the Molecular classification 
of Breast cancer 

Microarray-based gene expression profiling 
has resulted in the development of a breast 
cancer classification comprising five “intrin-
sic” molecular subtypes, namely, luminal A, 
luminal B, HER2 (also known as HER2- 
enriched), basal-like, and normal breast-like 
[2, 12, 13]. The term “intrinsic subtypes” 
stems from the fact that this classification was 
developed based on hierarchical cluster anal-
ysis of breast cancer using the “intrinsic” 
genes, which are defined as genes that vary 
more between breast cancers than between 
repeated samples of the same tumors. The 
“intrinsic” molecular classification has made it 
evident that ER-positive and ER-negative 
breast cancer are essentially different diseases 
at the transcriptomic level [2, 12, 13, 15, 22]. 
Furthermore, studies investigating the clini-
copathological features of these cancers 
revealed that if luminal A and basal-like 
breast cancers are compared, they differ in 
terms of risk factors, clinicopathological pre-
sentation, histopathological features, response 
to therapy, and outcomes [15].

In-depth analyses of the transcriptomic 
profiles of luminal A, luminal B, HER2- 
enriched, basal-like, and normal breast-like 
revealed important characteristics of these 
molecular subtypes. Luminal tumors are 
characterized by the expression of the ER 
gene (ESR1) and ER-related genes, and are 
subclassified into luminal A and luminal B 
subtypes based on the level of expression of 
proliferation-related genes, whereby luminal 
A tumors display low levels of expression of 
proliferation-related genes, whereas luminal 
B cancers display higher levels [23–26]. 
HER2 or HER2-enriched cancers are charac-
terized by expression of the HER2 gene 
(ERBB2) and of genes found in the HER2 
amplicon. It should be noted, however, that 
not all HER2 enriched breast cancers display 
HER2 gene amplification, and not all cases 
diagnosed as HER2-positive according to the 
ASCO/CAP guidelines are classified as 
HER2-enriched by microarray analysis [6, 
27]. The basal-like subtype was so named 
because the transcriptomic profiles of these 
cancers comprise genes that are usually 
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expressed by normal breast epithelial/ basal 
cells. Normal breast-like cancers, on the other 
hand, have proven more controversial. There 
are several lines of evidence to suggest that 
this subtype is a mere artifact of gene expres-
sion profiling, being the result of “intrinsic” 
subtyping of samples with a disproportion-
ately high content of normal breast epithelial 
cells and/ or stromal cells [15, 23, 27, 28].

The terms luminal A, luminal B, HER2, 
and basal-like have been incorporated to the 
lexicon of oncologists, surgeons, pathologists, 
and basic scientists, and the “intrinsic” classi-
fication has gained widespread use. It should 
be noted, however, that the analytical valid-
ity, clinical validity and, most importantly, 
clinical utility of the subtypes remains to be 
determined. Recently, the IMPAKT 2012 
Working Group has stated that the molecu-
lar subtype classification based on the 
PAM50 test and the immunohistochemistry 
analysis of ER, HER2, and Ki67 (14 % cut-
off value) does not satisfactorily present 
information to modify systemic treatment 
decisions [29]. As for the identification of 
clinically relevant subtypes of breast cancers, 
the IMPAKT 2012 Working Group recom-
mended the use of immunohistochemistry 
for ER and HER2.

Due to limitations of hierarchical cluster-
ing analysis for the classification of single 
breast cancer samples in a prospective man-
ner [30], single sample predictors have 
been developed [13]. They allow for gene 
expression- based subtyping of individual 
tumors based on microarray gene expression 
profiling. Microarray-based single sample pre-
dictors, however, seem to have limited repro-
ducibility and require extensive and rather 
complex processing of the microarray data to 
be applied for the classification of individual 
samples [26, 31]. To overcome these limita-
tions and to allow for the use of archival mate-
rial, the PAM50 assay has been developed. 
This is an nCounter-based assay based on the 
expression of 50 genes, and classifies breast 
cancers into the four major intrinsic subtypes 
(i.e., luminal A, luminal B, HER2- enriched, 
and basal-like; please note that the normal-
like subtype was removed as it is currently 
perceived as a likely artifact of having a high 
percentage of normal cell contamination) 
[27]. Importantly, immunohistochemistry 

surrogate definitions have gained widespread 
use in the last few years due to their similari-
ties with breast cancer molecular subtypes as 
defined by gene expression profiling. Indeed, 
based on the recognition of “intrinsic” breast 
cancer subtypes, this immunohistochemistry 
surrogate classification was accept by the 12th 
St. Gallen International Breast Cancer 
Conference Expert Panel as a new approach 
for therapeutic purposes [32]. Nevertheless, it 
has been recognized that disagreement 
between the PAM50 assay and immunohisto-
chemistry may lead to different treatment 
decisions (Table 23.1) [33].

In addition to the “intrinsic” subtypes, 
microarray-based class discovery studies have 
resulted in the identification of additional 
molecular subtypes, which are predominantly 
of ER-negative phenotype. The molecular 
apocrine subtype of breast cancer has been 
identified by independent investigators [34–
36], and is characterized by low or no expres-
sion of ER, and expression of androgen 
receptor (AR) and AR-related genes [34–36]. 
These tumors have been shown to have an 
aggressive clinical outcome [36] and to dis-
play some molecular and histopathological 
features consistent with apocrine differentia-
tion. Through an analysis of conditional 
mouse models, breast cancer cell lines, and 
primary breast cancers, the claudin-low sub-
type has been identified [28, 37]. These 
tumors are characterized by low levels of 
expression of the tight junction proteins clau-
din 3, 4, and 7 and other adhesion molecules, 
including E-cadherin, and with transcrip-
tomic features similar to those of breast 
 cancer initiating cells and epithelial-to- 
mesenchymal transition. In comparison with 
other intrinsic subtypes, claudin-low tumors 
display low levels of expression of ER and 
ER-related genes and intermediate levels of 
expression of proliferation- related genes. 
Although initially perceived as a variant of 
triple-negative breast cancers (TNBCs), up to 
33 and 22 % of claudin- low cancers may be 
ER and HER2 positive by immunohisto-
chemical analysis [28]. From an immunohis-
tochemical standpoint, it should be 
emphasized that up to 41 and 55 % of tumors 
classified as claudin-low by gene expression 
profiling express claudin 3 and E-cadherin, 
respectively [28].
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A detailed class discovery study [38] 
focusing solely on triple-negative breast can-
cers has revealed the existence of six molecu-
lar subtypes, namely, the basal-like A, 
basal-like B, mesenchymal, mesenchymal 
stem-like, immunomodulatory, and luminal 
androgen receptor (LAR) subtypes. The tran-
scriptomic profile of basal-like 1 subtype is 
characterized by the expression of genes 
related to cell cycle and cell division compo-
nents and pathways (cell cycle, DNA replica-
tion reactome, G2 cell-cycle pathway, RNA 
polymerase, and G1 to S cell cycle), whereas 
basal-like 2 cancers are enriched in genes 
related to growth factor signaling (epidermal 
growth factor pathway, nerve growth factor 
pathway, MET pathway, Wnt/β-catenin, and 
IGF1R pathway), glycolysis and gluconeo-
genesis. The mesenchymal type is transcrip-
tomically characterized by the expression of 
genes related to cell motility (regulation of 
actin by Rho), extracellular matrix, and cell 
differentiation pathways [Wnt pathway, ana-
plastic lymphoma kinase (ALK) pathway, and 
TGF-β signaling], whereas the mesenchymal 
stem-like subtype has a transcriptome similar 
to that of mesenchymal tumors, but is also 
enriched for genes related to growth factor 
signaling pathways including inositol phos-
phate metabolism, epidermal growth factor 
receptor, platelet-derived growth factor 
receptor, calcium signaling, G-protein cou-
pled receptor, ERK1/2 signaling, ABC trans-
porter, and adipocytokine signaling. The 
immunomodulatory subtype displays tran-
scriptomic features consistent with immune 
response, including immune cell signaling, 
cytokine signaling, antigen processing and 
presentation, and NFκB, TNF, and JAK/STAT 
signaling. The LAR subtype has the most dis-
tinctive transcriptomic profile of all subtypes 
of TNBCs, being characterized by the expres-
sion of AR and AR-related genes, steroid bio-
synthesis, and porphyrin metabolism [38].

This TNBC classification system has pro-
vided a framework for the development of 
specific therapies for subsets of TNBC 
patients, given that preclinical studies carried 
out by Lehmann et al. have demonstrated 
that breast cancer cell lines representative of 
the different subtypes of TNBCs are sensitive 
to specific therapeutic agents when grown as 
xenografts. While basal-like cell lines have 
been shown to be sensitive to cisplatin, mes-

enchymal stem-like and LAR cell lines were 
shown to be sensitive to a dual PI3K and 
mTOR inhibitor (BEZ235) and an anti- 
androgen (bicalutamide), respectively [38]. 
Furthermore, a recent study has demon-
strated that the sub-stratification of primary 
TNBCs into these molecular subtypes is asso-
ciated with chemotherapy response, as 
defined by the rate of pathological complete 
response following neoadjuvant chemother-
apy [39]. The majority (52 %) of tumors clas-
sified as basal-like 1 underwent pathological 
complete response, whereas none of the 
basal-like 2 and only 10 % of the LAR tumors 
did. Although these results provide evidence 
to suggest that this classification system may 
have therapeutic implications, it should be 
noted that the stability of the subtypes, in 
particular of the basal-like 2 subtype, remains 
to be fully established.

Given the multiple microarray-based clas-
sifications currently available, it is unclear as 
to how the molecular subtypes defined in dif-
ferent classification schemes relate to one 
another. It is plausible that the molecular 
apocrine subtype is similar to LAR. Masuda 
et al. compared the results of PAM50 and the 
six molecular subtypes of TNBCs, and 
observed that approximately 38 % of tumors 
classified by PAM50 as basal-like are classified 
as either basal-like 1 or 2 using the six sub-
type classification system; the remaining cases 
are classified into mesenchymal, mesenchy-
mal stem-like, and immunomodulatory. On 
the other hand, TNBCs classified as a subtype 
other than basal-like by PAM50 are preferen-
tially of LAR subtype (59 %), the remaining 
cases being classified as of mesenchymal 
stem-like or mesenchymal subtype [39].

The group of investigators of the 
METABRIC study (Molecular Taxonomy of 
Breast Cancer International Consortium) 
analyzed approximately 2,000 breast cancers 
with both microarray-based gene expression 
arrays and single nucleotide polymorphism 
(SNP) arrays. Using an integrative approach 
based on the combination of gene expression 
features and gene copy number alterations, 
the authors have demonstrated that the most 
parsimonious number of molecular subtypes 
of breast cancer is ten. The molecular sub-
types identified by this integrative approach 
have been reported to be associated with dis-
tinct outcomes, and show a limited correlation 
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with the “intrinsic” subtypes [40]. This classi-
fication system, although potentially more 
representative of the heterogeneity of breast 
cancers at both the transcriptomic and 
genomic levels, is based on rather elaborate 
bioinformatic models which currently require 
results of both gene expression and SNP 
arrays. The development of simpler methods 
or surrogates for the identification of the ten 
molecular subtypes is eagerly awaited.

gene-expression Prognostic 
signatures 

With the advent of microarrays and the abil-
ity to carry out de novo discovery of gene 
expression changes associated with clinico-
pathological characteristics of breast cancers, 
numerous attempts were made to identify 
gene expression patterns associated with dis-
tinct phenotypes of breast cancer (e.g., ER 
status, ductal versus lobular histology, low 
versus high histological grade), risk of meta-
static dissemination, overall survival of breast 
cancer patients and response to chemother-
apy agents and combinatorial therapies [15, 
16, 41]. These studies have demonstrated that 
microarray-based gene expression profiling is 
a powerful tool to predict simple phenotypes 
(e.g., the ER status of a cancer, prognosis of 
patients with ER-positive disease and high 
histological grade) [41]. On the other hand, 
the accuracy of microarrays to predict com-
plex phenotypes (e.g., pathological complete 
response following neoadjuvant chemother-
apy) has proven to be more limited [16, 41].

With the development of analysis meth-
ods that allowed for the identification of a set 
of genes predictive of a given phenotype or 
outcome, one of the questions that received 
the most attention was the prognostication 
of breast cancer patients. The interest in 
prognostication stemmed from the fact that 
in the early 2000s approximately 70 % of 
patients with early stage breast cancer used 
to receive adjuvant chemotherapy. It should 
be noted that although only 4–12 % of these 
patients benefit from chemotherapy, all of 
them were at risk of chemotherapy-induced 
toxicity and side effects [15, 24]. Several 

groups endeavored to define microarray sig-
natures that would identify breast cancer 
patients with a good outcome based on gene 
expression profiling. A variety of prognostic 
gene expression signatures have been devel-
oped (Table 23.2) [15, 16, 42–46]. These sig-
natures, however, were developed without 
taking into account the molecular diversity 
of breast cancer, and the existence of distinct 
transcriptomic subtypes that have been 
shown to have distinct clinical behavior.

First-generation Prognostic 
gene signatures 

The so-called “first-generation” signatures, 
which basically identify the same set of 
patients as having poor disease prognosis [47, 
48] have been shown to be useful only for 
ER-positive breast cancer patients and have 
limited if any prognostic power in patients 
with ER-negative disease. The prognostic 
information derived from such signatures has 
been shown to be determined by the expres-
sion levels of proliferation-related genes. In 
fact, although the agreement between differ-
ent signatures is by no means perfect, several 
meta-analyses [23, 47, 49] have demonstrated 
that they identify as of poor prognosis those 
patients whose tumors have high levels of 
expression of proliferation-related genes, 
which have been shown to constitute one of 
the strongest prognostic factors in ER-positive 
disease [49, 50]. These first-generation prog-
nostic signatures have negligible discrimina-
tory power in ER-negative disease because 
the levels of expression of proliferation- 
related genes are uniformly high in these 
tumors (Fig. 23.1).

These first-generation prognostic gene sig-
natures also have been shown to provide 
independent information to that of provided 
by tumors size and lymph node status [25]. 
This information, however, has been shown 
to be time-dependent, with high accuracy for 
the prediction of early recurrences but lim-
ited ability to predict late distant relapses 
(i.e., a substantially higher accuracy in predic-
tions made at 5 years after breast cancer diag-
nosis than at 10 years after) [51].
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Owing to the fact that the prognostic 
power of these first-generation signatures 
largely stems from the information provided 
by proliferation-related genes, the classifica-
tion of breast cancers according to these 
 signatures correlates with response to con-
ventional chemotherapy agents [52–54]. This 
is not surprising, given that chemotherapy 
preferentially targets cells that are cycling/
proliferating. An important observation, how-
ever, that most of the low-risk/good prognosis 
groups identified by first-generation prognos-
tic signatures may potentially benefit from 
specific chemotherapy agents (e.g., taxanes) 
[55, 56].

MammaPrint®

The 70-gene assay (MammaPrint®, Agendia, 
Netherlands) is a widely used breast cancer 
multigene classifier assay, and the first US Food 
and Drug Administration (FDA) cleared assay. 
MammaPrint® is a microarray-based gene 
expression profiling assay that assesses the 
prognosis, as defined by the development of 
distant metastasis within 5 years of follow- up, 
for patients with node-negative, stage I–II inva-
sive breast cancers. It initially required RNA 
extracted from fresh-frozen tumors specimens; 
however, more recent versions of the assay that 
can be performed using RNA extracted from 
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Figure 23-1 Schematic representation of gene expression signatures and their prognostic and predictive value 
for estrogen receptor (ER)-positive and ER-negative breast cancer. First-generation prognostic gene expression 
signatures are clinically useful for ER-positive disease and classify patients into good and poor prognoses. Second- 
generation signatures, which are underpinned by the prognostic value conferred by the expression of immune 
response-related genes, may play a role in the prognostication of patients with ER-negative breast cancer. The 
stromal gene signatures and endocrine predictive signatures (such as the SET index) also have the potential to 
help personalize the therapy for patients with ER-positive disease. New genomic platforms for discovering and 
validating prognostic and predictive biomarkers (e.g., massively parallel sequencing) are expected to have a 
dramatic impact on systemic therapy decision making for patients with breast cancer
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archival formalin-fixed, paraffin- embedded 
(FFPE) samples have been developed.

This gene signature was based on a 
microarray- based platform that analyzed data 
from 78 patients with node-negative stage 
I–II breast cancer who did not receive adju-
vant systemic therapy [57]. A prognostic 
score that categorizes patients into “good” 
(i.e., no distant metastasis within 5 years of 
follow- up) and “poor” (i.e., distant metastasis 
within 5 years of follow-up) outcome groups 
was generated after supervised analysis of 
25,000 genes, which resulted in a list of 70 
genes. Although this prognostic signature 
consists of genes that are to some extent asso-
ciated with proliferation, invasion, metastasis 
and angiogenesis, its prognostic power seems 
to stem mainly from the expression levels of 
proliferation- related genes alone [47].

This signature was further validated in vari-
ous cohorts of breast cancer patients (e.g., 
node-negative, node-positive, HER2- positive), 
and was shown to provide prognostic infor-
mation in addition to that provided by stan-
dard clinicopathological variables [57–62]. 
Furthermore, the prognostic groups identified 
by MammaPrint® seem to correlate with 
response to chemotherapy; MammaPrint®-
defined good prognosis tumors have been 
reported to derive minimal benefit from che-
motherapy, whereas a subset of tumors classi-
fied as of poor prognosis have higher rates of 
chemotherapy response [63].

Prospective validation of MammaPrint® is 
currently ongoing. The randomized, multi-
center trial Microarray In Node negative and 
1–3 positive lymph node Disease may Avoid 
ChemoTherapy (MINDACT) trial has enrolled 
>6,700 patients, and is comparing MammaPrint® 
with a tool based on clinicopathological param-
eters (i.e., Adjuvant! Online) for the selection of 
patients with negative or 1–3 positive nodes for 
adjuvant chemotherapy in breast cancer. Its pri-
mary objective is to determine whether breast 
cancer patients with MammaPrint®-defined 
good prognosis tumors but high-risk clinico-
pathological features can be safely spared che-
motherapy without affecting distant 
metastases-free survival. In brief, patients classi-
fied as of poor prognosis by both clinicopatho-
logical features and MammaPrint® will receive 
chemotherapy, whereas those classified as of 
good prognosis by both clinicopathological fea-
tures and MammaPrint® will receive hormone 

therapy alone, if the tumor is ER-positive. 
Patients whose results of MammaPrint® and 
clinicopathological features are discordant will 
be randomized to receive either chemotherapy 
or hormone therapy. The results of this trial are 
eagerly awaited and should be available in the 
next few years [60].

MapQuant Dx™
Histologic grade, as defined by the Nottingham 
Grading System [64], has been shown to be a 
strong prognostic factor; its limited inter- 
observer agreement notwithstanding [65]. 
The Genomic Grade Index (GGI) MapQuant 
Dx™ (Ipsogen, Marseille, France) was devel-
oped as a means to define histologic grade at 
the transcriptomic level [47, 66, 67]. This sig-
nature has been shown to be prognostic in 
ER-positive disease and, in a way akin to 
other gene signatures, to correlate with 
response to chemotherapy. GGI, as a 97-gene 
measurement of histologic grade, separates 
classic histological grade into low (GGI-low 
grade) and high (GGI-high grade) risk groups, 
as a replacement for grades 1, 2, and 3. In fact, 
grade 2 reflects the intermediate risk of tumor 
recurrence, which is not informative for clini-
cal decision-making; the GGI assay reclassi-
fies grade 2 cancers into those with low and 
high-risk of recurrence [66]. It was primarily 
developed as a microarray-based assay and 
required fresh or frozen tissue; however, a 
more recent version, which recapitulates the 
performance of the microarray-based version 
of GGI, based on quantitative reverse tran-
scription (qRT)-PCR, can be applied to RNA 
extracted from frozen or FFPE samples [68].

Veridex 76-gene signature
This 76-gene signature consists of a 
microarray- based gene signature for predic-
tion of distant metastasis in lymph node- 
negative breast cancer patients [69]. Akin to 
MammaPrint®, it requires fresh and frozen 
samples, generates its prognostic information 
basically from proliferating genes, and does 
not reliably predict prognosis for ER-negative 
disease [47, 51].

The 76-gene signature was developed and 
validated in single center [69] and  multicenter 
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studies [51, 70]. Notably, ER-positive and 
ER-negative breast cancer subtypes generated 
separated prognostic gene lists in a training 
set that analyzed 115 tumors. In these lists, 
either 60 or 16 genes, respectively, were 
found to predict 5-year distant metastasis for 
ER-positive and ER-negative breast cancer 
subtypes. In an independent testing set of 171 
lymph node-negative patients that had not 
received adjuvant systemic treatment, this 
76-gene signature was later shown to be a 
strong prognostic factor.

A subsequent study showed that the 
76-gene signature predicted survival and ben-
efit from adjuvant tamoxifen in lymph node- 
negative ER-positive patients. A group of 
patients among the poor prognosis group 
treated with tamoxifen had 12.3 % of abso-
lute benefit in 10-year distant metastasis 
when compared to the group of patients who 
were not treated with tamoxifen [70]. This 
signature, albeit developed using a series of 
ER-negative breast cancers, has limited if any 
prognostic value for patients with ER-negative 
disease, and has been proven to be time- 
dependent [15, 16, 51].

oncotype Dx®

The 21-gene assay (Oncotype DX®, Genomic 
Health, Redwood City, CA, USA) is one of 
the most widely used multigene classifier 
assays. It consists of a quantitative RT-PCR 
(qRT-PCR)-based signature in which RNA is 
extracted from formalin-fixed paraffin- 
embedded tissue samples [71, 72]. The signa-
ture measures the expression of 21 genes, of 
which 16 are cancer-related genes and 5 are 
reference genes. An algorithm defined to cal-
culate a “recurrence score” (RS) based on that 
21-gene list varies from 0 to 100, and classifies 
patients into three risk groups: low risk (RS 
<18), intermediate risk (RS from 18 to <31), 
and high risk (RS ≥31). The RS has been 
shown to predict the 10-year risk of distant 
relapse for ER-positive node-negative breast 
cancer patients, based on the analyses of sam-
ples from the National Surgical Adjuvant 
Breast and Bowel Project (NSABP) B-20 clin-
ical trial [73]. Then, the RS was validated in a 
large cohort of ER-positive, node- negative 
tamoxifen-treated patients from the NSABP 
B-14 trial which resulted in level I evidence to 

support its prognostic value [65]. In addition, 
RS has also been shown to be associated with 
benefit from chemotherapy in patients with 
ER-positive disease. Chemotherapy benefit is 
observed in patients whose tumors have a 
high RS, whereas the benefit from chemo-
therapy is negligible in patients with low-RS 
cancers [74]. Currently, the optimal thera-
peutic strategy for patients with intermedi-
ate-RS (i.e., 18 to <31) remains uncertain. 
The phase 3 Trial Assigning Individualized 
Options for Treatment (TAILORx), which 
integrates the Oncotype DX® into the clinical 
decision-making process, will provide answers 
for the intermediate risk group. It should be 
noted that in the TAILORx trial RS from 11 
to 25 was selected (rather than RS from 18 to 
<31). Based on these studies, Oncotype Dx® 
has been incorporated into clinical guidelines 
and is recommended by expert panels; fur-
thermore, it has received support from the 
American Society of Clinical Oncology for its 
use in early ER-positive node-negative breast 
cancer [32, 75, 76].

Oncotype DX® has been shown to provide 
prognostic information in addition to that by 
standard clinicopathological prognostic param-
eters [77], offering information above and 
beyond that of histologic grade and tumor size 
[78, 79]. This assay has also been revealed to be 
a useful prognostic test in other scenarios such 
as (a) ER-positive node- positive patients 
treated with tamoxifen, (b) ER-positive 
patients treated with aromatase inhibitors, (c) 
ER-positive node-negative patients receiving 
no adjuvant therapy, and (d) node-positive 
patients treated with doxorubicin- containing 
chemotherapy [78, 80, 81].

PaM50
As mentioned above, the PAM50 assay 
(ARUP laboratories, Salt Lake City, UT, USA) 
was initially conceived as a means to identify 
the breast cancer “intrinsic” gene subtypes 
using RNA extracted from FFPE samples; in 
addition, this assay also provides a risk of 
relapse prognostic score (referred to as ROR). 
The ROR score, in the training dataset, pre-
dicted the probability of cancer recurrence 
over 10 years for patients with node-negative 
tumors who did not receive adjuvant systemic 
therapy [27]. The prognostic value of ROR 
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score has been further validated for 786 
patients with ER-positive breast cancer 
treated with tamoxifen, showing that the 
PAM50 and tumor size might give more 
prognostic information than other clinico-
pathological variables [82]. Notably, an 
11-gene proliferation signature, which is 
related to cell cycle function, was derived 
from the 50 genes of the PAM50 assay. The 
11-gene signature was found to improve the 
original model as it was found to have more 
prognostic value than the expression of Ki67 
[82]. The PAM50 assay has shown promise 
but needs further independent validation. A 
recent study comparing the prognostic infor-
mation provided by Oncotype Dx® and 
PAM50 using over 1,000 samples from the 
Arimidex, Tamoxifen, Alone or in 
Combination (ATAC) trial revealed that the 
PAM50 ROR score yielded significantly more 
prognostic information than the Oncotype 
Dx® RS, and that the PAM50 ROR provides 
independent prognostic information above 
and beyond that offered by nodal status, 
tumor size, histopathologic grade, age, and 
type of endocrine treatment [83].

Breast cancer IndexsM (BcI)
The Breast Cancer Index (BCI) molecular 
assay (BCI; BioTheranostics, San Diego, CA, 
USA) was developed to assess the risk of dis-
tant recurrence in ER-positive, node-negative 
breast cancer patients [84–86]. It is a prognos-
tic assay which combines two gene expression 
signatures: the HOXB13:IL17BR (H:I) two-
gene ratio, which predicts distant recurrence 
in patients with ER-positive breast cancer 
treated with tamoxifen [84], and a prolifera-
tion-related five-gene molecular grade index 
(MGI) [85], that distinguishes grade 1 from 
grade 3 cancers. This dichotomous index 
(MGI together with HOXB13:IL17BR) is 
based on qRT-PCR using RNA from FFPE tis-
sues and provides more accurate prognosis 
than either biomarker alone. Furthermore, the 
BCI, as a continuous risk model that enables 
prediction of distant recurrence risk, was sig-
nificantly associated with distant recurrence 
and breast cancer death [86].

The BCI assay, 21-gene recurrence score, 
and an immunohistochemical prognostic 
model (IHC4) were prospectively compared 

for both early (0–5 years) and late (5–10 years) 
recurrence in ER-positive, node-negative 
patients in the TransATAC study [i.e., patients 
enrolled in the Arimidex, Tamoxifen, Alone 
or in Combination (ATAC) clinical trial] 
[87]. The BCI has been shown to be a signifi-
cant prognostic test for risk of both early and 
late distant recurrence and could assist in the 
identification of high-risk patients who would 
derive benefit from extended endocrine ther-
apy or additional therapy.

endoPredict test
EndoPredict is an RNA-based multigene 
assay that comprises proliferation and ER sig-
naling-related genes for assessing the proba-
bility of distant recurrence in patients with 
ER-positive, HER2-negative breast cancer 
treated with adjuvant endocrine therapy [42, 
44–46]. The EndoPredict test is based on the 
quantification of mRNA levels of eight cancer 
genes plus three reference genes in FFPE 
specimens by qRT-PCR and was shown to 
provide additional prognostic information, 
which is independent from clinicopathologi-
cal parameters (i.e., Adjuvant!Online and 
Ki67 labeling index) [43]. In two validation 
cohorts, the EndoPredict test was combined 
with clinical risk factors (i.e., nodal status and 
tumor size) into a comprehensive risk score 
called EPclin, which has been shown to iden-
tify a subgroup of “very low” risk patients who 
may be satisfactorily treated with adjuvant 
endocrine therapy only [42]. Furthermore, 
EPclin has been shown to improve the prog-
nostic classification of ER-positive breast can-
cer patients. The better stratification of 
patients opens the way to reduce the indica-
tion of chemotherapy to those patients who 
would derive small benefit.

second-generation 
Prognostic gene signatures 

Many efforts to refine gene expression-based 
signatures have stood out in the last decade. It 
is becoming evident that breast cancer behav-
ior is influenced not only by molecular char-
acteristics of the tumor cells but also by the 
tumor microenvironment, which comprises a 
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network of extracellular and cellular compo-
nents that interact with tumor cells [88, 89]. 
The development and invasiveness of breast 
tumors are affected by the presence of a 
number of stromal cells (i.e., fibroblasts, myo-
epithelial cells, endothelial cells, lymphocytes, 
macrophages) and extracellular matrix mole-
cules [90]. There is growing evidence that 
immune- and tumor microenvironment- 
related genes may be of prognostic [91, 92], 
and to a lesser degree, predictive relevance for 
ER-negative and highly proliferative 
ER-positive breast cancers [93–97].

stromal gene signatures
It has been suggested in several studies that 
stromal gene signatures may add information 
to that of estrogen expression and tumor pro-
liferation and may determine clinical out-
comes in breast cancer [94–96, 98–101]. 
Although these prognostic studies provided 
relevant information on the biology of breast 
carcinomas [95, 96, 98], they did not con-
sider the different breast cancer subtypes or 
the stroma composition as per tumor sub-
type. In addition, many gene expression anal-
yses have been performed without prior 
microdissection of tissue; some studies have 
not clarified whether stromal gene signatures 
were associated with a stromal gene itself or 
to stroma admixed with tumor cells [99]. 
Stromal metagenes were identified in match-
ing samples containing scarce stroma with 
other samples rich in stroma [93]. The stro-
mal metagenes tested in a cohort of 684 
lymph node-negative breast cancer patients 
without adjuvant therapy and 259 patients 
that received tamoxifen highlighted the 
importance of stromal biology in tumor pro-
gression [93]. Moreover, it has been demon-
strated that a great proportion of some 
stromal metagenes differed significantly 
between ER-positive and ER-negative breast 
cancers [93]. Notably, a B-cell/plasma cell 
metagene was found to be an independent 
prognostic marker for ER-positive highly pro-
liferative tumors, revealing that high expres-
sion of the B-cell/plasma cell metagene was 
related to a favorable prognosis.

In primary breast cancer, a stromal gene 
expression signature was associated with 
resistance to preoperative chemotherapy 

containing anthracyclines [94]. After breast 
tumor samples have been microdissected, 
the genes were shown to be expressed in 
reactive stroma. Agents targeting the stroma 
are anticipated to provide a new route to 
overcome resistance to chemotherapy in 
breast cancer and some drug compounds are 
currently under clinical development (e.g., 
NCT01484080).

Immune-related signatures
There is burgeoning evidence to suggest that 
the immune system plays a fundamental role 
in prognostication of early breast cancer 
patients. Immune-related gene signatures 
have gained increased attention in the last 
decade for ER-positive and ER-negative breast 
cancer [50, 102–106]. The extent of the 
impact of these immune-related gene signa-
tures, however, remains to be fully elucidated 
due to the heterogeneous breast cancer sets 
that have been tested so far and the variety of 
techniques that have been used. Interestingly, 
lymphocyte infiltration, as defined by simple 
histological and immunohistochemical meth-
ods, has been shown to provide strong prog-
nostic information in particular for patients 
with triple-negative disease [97, 104, 105, 
107–109], whereas in other studies the results 
have been contradictory [110, 111]. Recently, 
some studies have demonstrated an associa-
tion between tumor- infiltrating CD8 (+)  
T lymphocytes and better prognosis in 
ER-negative tumors (mainly basal-like/triple-
negative subtype) [112, 113].

In the neoadjuvant setting, large pooled 
analysis revealed that patients whose tumors 
had higher levels of genes relating to the 
immune response were more likely to have 
pathological complete response with the 
administration of chemotherapy based on 
anthracyclines with or without taxanes [114]. 
An analysis of the quantity and location of 
lymphocytic infiltrate at diagnosis was per-
formed using the material from the phase III 
trial BIG-2-98 (NCT00174655), which 
 compared anthracycline-only chemotherapy 
versus chemotherapy combining doxorubicin 
and docetaxel. This analysis has revealed 
that the amount of lymphocytic infiltrate 
 correlates with the outcome of patients with 
HER2-positive and ER-negative/HER2- negative 
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disease [115]. In fact, this study revealed the 
existence of a subset of ER-negative/HER2-
negative breast cancers characterized by 
>50 % of lymphocytes within tumor clusters 
or tumor stroma (i.e., lymphocyte-predomi-
nant cancers) that have an excellent outcome 
when managed with the chemotherapy regi-
mens employed in the study, with a 5-year 
disease-free survival of 92 % [115]. These 
observations provide level II evidence to sup-
port the clinical validity of lymphocyte quan-
tification as a prognostic factor for patients 
with ER-negative/HER2- negative breast can-
cers treated with chemotherapy [115]. 
Germane to the translation of these studies 
into clinically useful biomarkers is the devel-
opment of robust methods for the quantifica-
tion of immune response and lymphocytic 
infiltration in breast cancers.

gene expression Predictive 
signatures 

Predictive gene signatures aim to define the 
therapeutic response to chemotherapy, endo-
crine therapy or other target agents [15, 16, 
116–120]. Akin to the prognostic gene expres-
sion signatures, ER and proliferation have been 
shown to be the major determinants of 
response to combinatorial chemotherapy. Thus 
far, the clinical value of gene expression signa-
tures predictive of response to single chemo-
therapy agents remains controversial for breast 
cancer. In fact, there is no robust available gene 
signature capable of predicting responses to a 
specific therapeutic agent. Several hypotheses 
have been advanced to explain the limited suc-
cess in developing and validating predictive 
signatures. First, resistance to chemotherapy 
can be caused by functional alterations in few 
or single genes, and it is plausible that microar-
ray-based gene expression profiling would not 
be sufficiently sensitive to identify such genes 
[116]. Second, intra-tumor genetic heteroge-
neity plays an important role in determining 
the emergence of drug resistance. Breast 
tumors often comprise heterogeneous collec-
tions of cancer cells that encompass rare clonal 
subpopulations, which have different genetic 
and epigenetic aberrations [121, 122]. Some 
genetic aberrations, which may be found in 
single clones of tumors, may drive therapeutic 

resistance [123]. In fact, because microarrays 
give an average of the expression profile of the 
tumor, this technique would not be reliable to 
identify those rare resistant clones. Finally, 
multiple other molecular factors at different 
genetic and epigenetic levels, and also drug 
resistant mechanisms not related to the tumor 
itself (e.g., tissue microenvironment, patient 
metabolism) may determine resistance to ther-
apy [16]. Although some predictive gene 
expression signatures appear to have predic-
tive value in validation studies (e.g., SET index) 
[124], their accuracy to determine the response 
of individual patients may be limited [16].

Massively Parallel 
sequencing and the Impact 
in Intra-tumor genetic 
heterogeneity 

The advent of massively parallel sequencing 
has enabled the analysis of the entire constel-
lation of genetic alterations in cancers to be 
defined in a matter of days at reasonable costs. 
Several large scale massively parallel 
sequencing- based studies of breast cancer 
have now been completed and demonstrated 
that (a) the collection of genetic aberrations 
found in breast cancers is complex with a 
limited number of genes that are frequently 
mutated in a substantial proportion of 
unselected cases [40, 121, 125, 126]; (b) that 
the number of genes mutated in small minor-
ities of breast cancers is vast; (c) that the rep-
ertoire of mutations in luminal and basal-like 
breast cancers is rather different; and (d) that 
despite these differences, there is no gene or 
mutation that defines a subtype of breast can-
cers [125–128].

These studies, however, have led to the 
identification of novel driver genes in breast 
cancer, and, to the realization that the gene 
that encodes ER-alpha (ESR1) [19–21] and 
HER2 (HER2, ERBB2) [18, 129] can be tar-
geted by activating mutations. ESR1 gene 
mutations affect the DNA binding domain 
and some of these mutations have been shown 
to result in the activation of ER-dependent 
genes even in the absence of E2, and to require 
higher doses of tamoxifen and fulvestrant for 
the inhibition of ER activity [19–21]. 
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Interestingly, these mutations have been 
shown to be rare in primary ER-positive 
breast cancers, but to be present in up to 32 % 
of ER-positive tumors from patients treated 
with aromatase inhibitors or subjected to 
estrogen deprivation [19–21]. HER2 gene 
mutations have been shown to be present in 
up to 1.6 % of breast cancers, and to be pref-
erentially, but not exclusively, found in cases 
that lack HER2 amplification or protein over-
expression [18]. HER2 mutations affect the 
extracellular or tyrosine kinase domains of the 
gene, and not all mutations have been shown 
to result in activation of the pathways down-
stream of HER2. Interestingly, among the 
mutations that resulted in a measurable phe-
notype using in vitro and in vivo assays, some 
mutations have been shown to be bona fide 
activating mutations, others have been shown 
to be neomorphic, and finally, one recurrent 
mutation (p.L755S) has been shown to have 
limited impact on proliferation, survival or 
tumorigenicity of human cells, but to cause 

resistance to lapatinib [18]. Interestingly, can-
cer cells harboring HER2 mutations have 
been shown to be sensitive to HER2 irrevers-
ible inhibitors [18] and clinical trials are 
ongoing to determine whether patients with 
HER2 mutant breast cancers would benefit 
from neratinib (NCT01670877), a HER2 
irreversible inhibitor.

Genomic analyses of human cancers have 
provided direct evidence of spatial [130–132] 
and temporal [130, 133, 134] intra-tumor 
genetic heterogeneity, and have shown that a 
substantial proportion of cancers are com-
posed of mosaics of tumor cells at the time of 
diagnosis [121, 132], where subclones of cells 
harbor private mutations in addition to the 
founder genetic events. Although intra-tumor 
genetic heterogeneity has been recognized 
for many years [135], it has been explored 
in primary breast cancers using massively 
 parallel sequencing approaches in a limited 
number of studies (Fig. 23.2) [121, 122, 136]. 
The impact intra-tumor genetic heterogeneity 

Figure 23-2 Tumor heterogeneity. (a) Inter-patient heterogeneity; (b) Intra-patient or inter-tumor heterogeneity;  
(c) Clonal evolution and the tree model: mutations shared by all tumor cells proceed from the founder clone 
which is depicted as the trunk of the tree. The branches are composed by tumor cells that acquire mutations 
 present only in a subset of the tumor cells; (d) intra-tumor genetic heterogeneity and the approaches for the 
characterization of the molecular aberrations in breast cancers
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on the biology and, consequently, on treat-
ment design of breast cancer remains to be 
fully understood. However, the genomic-
based analysis of two pairs of matched pri-
mary tumors and distant metastatic relapses 
after adjuvant treatment revealed differences 
in their mutational makeup [133, 134] and 
suggested that clonal selection during the 
metastatic process is likely to occur.

The spatial and temporal intra-tumor 
genetic heterogeneity observed in solid can-
cers constitutes a significant challenge for the 
realization of the potentials of precision med-
icine, given that genetic biomarker analyses 
performed in single biopsies for treatment 
decision-making may differ according to the 
area of the tumor sampled [130], between 
the primary tumor and its distant metastases, 
or even between different metastatic sites 
[130, 137]. This multiregional separation of 
molecular aberrations can lead to sampling 
bias, potentially impairing the interpretation 
of genomics results derived from individual 
biopsies. Therefore, approaches to provide a 
global assessment of the repertoire of somatic 
genetic aberrations in a cancer are important 
for the accurate selection of targeted thera-
pies for individual patients.

Deciphering intra-tumor heterogeneity 
using massively parallel sequencing 
approaches has important implications that 
may refine our understanding of breast cancer 
biology, its genetic diversity and the mecha-
nisms that lead to therapeutic resistance 
[137–141]. Much effort has been made in 
this direction, including massively parallel 
sequencing of single cells [132] and circulat-
ing biomarkers [142–145].

conclusions

Gene expression profiling has provided sig-
nificant advances in the molecular classifica-
tion and prognostication of breast cancer, and 
has given new insights regarding therapeutic 
prediction. Microarray-based gene expression 
studies have changed the way breast cancer is 
perceived and have highlighted that breast 
cancer comprises a heterogeneous collection 
of different diseases with distinct molecular 
characteristics and outcomes. The clinical 
management of patients is still based on the 
assessment of ER and HER2 based on 

 immunohistochemistry and immunohisto-
chemistry plus in situ hybridization methods 
for HER2. It is likely, however, that with the 
identification of activating mutations of ESR1 
and ERBB2, even these tests will have to 
change [129].

Gene expression profiling studies have 
guided the identification of prognostic and 
predictive gene signatures. Within the 
ER-positive breast cancer subtype, it is now 
clear that it is possible to identify patients 
with low-risk and very good prognosis, who 
may not need chemotherapy. On the other 
hand, the role of the first-generation gene 
expression signatures is negligible in 
ER-negative disease. Despite providing a vast 
quantity of information, the incorporation of 
these expression-based assays into clinical 
decision-making is still limited. Although 
Oncotype Dx® has been incorporated into 
the management of patients with ER-positive 
breast cancers in North America, its use in 
other countries is still limited. The prospec-
tive validation of first-generation prognostic 
signatures and the definition of the clinical 
significance of intermediate-RS scores in 
ongoing clinical trials are eagerly awaited.

Immune response- and tumor 
microenvironment- related signatures have 
emerged in the last decade. Their prognostic 
relevance for ER-negative and highly prolif-
erative ER-positive breast cancers is of great 
scientific interest but the clinical utility of 
these signatures has yet to be demonstrated. 
Furthermore, robust signatures that predict 
chemotherapy responses in specific subtypes 
of breast cancer, such as triple-negative, have 
yet to be developed.

New avenues for discovering and validat-
ing prognostic and predictive biomarkers are 
being developed through massively parallel 
sequencing approaches, which allow for the 
characterization of the repertoire of DNA 
and RNA aberrations in breast cancer. The 
development of these new technologies will 
have a dramatic impact on the way prognosti-
cation and prediction for breast cancer 
patients is performed. It is likely that in the 
next few years, therapy decisions will become 
increasingly more reliant on the genetic 
makeup of breast cancers than on anatomic 
parameters. This paradigm shift will inevita-
bly have a significant impact on the way 
pathology is practiced, and the role of the 
pathologist will have to expand above and 
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beyond the histological diagnosis of breast 
cancers. Germane to the role of pathologists 
in this era of precision medicine is the recog-
nition that understanding the basic principles 
of genetic analysis and bioinformatics will be 
essential for the next generation of diagnostic 
pathologists.
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        Introduction 

 As a result of recent insights into cancer 
genomes, it has been appreciated that human 
malignancies arise from a limited set of 
somatic genetic aberrations driving oncogenic 
signalling networks. Hence, pathologically 
altered genes causally driving and maintain-
ing the cancer phenotype are being referred 
to as “oncogenic drivers.” Lung cancer in par-
ticular may serve as a paradigm for 
Personalized Cancer Medicine (PCM) 
because diagnosing and interfering with the 
individual set of pathogenic driver mutations 
results in highly effective, personalized, and 
frequently less toxic treatment regimens. This 
has led to the approval of selective small mol-
ecules targeting pathologically activated 
EGFR and ALK receptors in lung cancer and 
further holds great promise for the majority 
of other tumor types with prominent onco-

genic driver mutations that represent thera-
peutic targets [ 1 ]. However, there are strict 
requirements for discovery and preclinical 
validation of oncogenic targets as well as for 
understanding and responding to mechanisms 
of resistance [ 2 ]. Biomarkers  sensu stricto  
defi ne companion diagnostics rather than 
classical, correlative biomarkers. Lung cancer 
may also serve as a paradigm for a compre-
hensive reclassifi cation of tumor entities 
combining both morphologic and genomic 
data. Finally, specifi c changes in the design of 
clinical studies and approaches to rapidly 
transfer new therapies into clinical applica-
tion are paradigmatically exemplifi ed by the 
experiences from lung cancer (Fig.  24.1 ).

      Driver Genetic Alterations 
in Lung Cancer  

   EGFR: Response and Resistance 
to Targeted Therapy 
 EGFR (HER1) is the prototypic member of 
the ERBB family of transmembrane tyrosine 
kinases also comprising HER2, HER3, and 
HER4 [ 3 ]. It is composed of an extracellular 
growth-factor-binding domain, a transmem-
brane segment and an intracellular protein- 
tyrosine kinase catalytic domain. As a result 
of ligand binding, the inactive receptor mono-
mers undergo conformational change and 
receptor dimerization. Receptor activation 
leads to autophosphorylation as well as 
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 phosphorylation of tyrosine residues of adap-
tor or signalling molecules. Thereby, two key 
oncogenic pathways, the RAS/RAF/MAPK 
pathway and the PI3K/AKT pathway, are 
activated, promoting cellular proliferation 
and survival [ 4 ]. Due to its function of pro-
viding oncogene dependency in NSCLC [ 5 ], 
EGFR has become a therapeutic target using 
tyrosine kinase inhibitors (TKIs) and/or 
inhibitory monoclonal antibodies [ 6 ]. 

 Since 2004, several investigators have sug-
gested the  EGFR  mutation status but not the 
 EGFR  gene copy number or expression as the 
optimal predictor of clinical benefi t from 
EGFR inhibitors in NSCLC [ 7 ,  8 ]. Activating 
mutations usually occur in the region that 
encodes the intracellular tyrosine kinase 
domain and abolish autoinhibition, which 
keeps the wild-type receptor silent in the 
absence of ligand [ 9 ]. The growth of  EGFR  - 
mutant NSCLC cells is dependent on aber-
rant kinase activation. Additionally, the 
mutant receptor has a higher affi nity for the 
competitive tyrosine kinase inhibitors than 
for ATP [ 10 ]. 

 The impact of  EGFR  mutations on the pre-
diction of therapeutic response was confi rmed 
in the phase III IRESSA Pan-Asia (IPASS) 
study [ 11 ], which revealed signifi cant benefi t 
in progression-free survival for single-agent 
monotherapy with the tyrosine kinase inhibi-
tor gefi tinib versus conventional combination 
chemotherapy (carboplatin/paclitaxel) in 
Asian patients with  EGFR  - mutated lung ade-
nocarcinomas. Similar results were found by 
the Spanish Lung Cancer Group, which com-
pared erlotinib with standard chemotherapy 
for fi rst-line treatment of European patients 
with advanced  EGFR -mutation positive 
NSCLC [ 12 ]. Importantly, both smokers and 
past- smokers as well as never-smokers bene-
fi ted from therapy with TKIs in the presence 
of an activating  EGFR  mutation. Molecular 
analysis of the  EGFR  mutation status has 
therefore become a prerequisite for treatment 
with EGFR inhibitors and is recommended in 
all NSCLC with the exception of squamous 
cell carcinoma. 

 Activating mutations can be found in 
exons 18–21 of the  EGFR  gene. In-frame 

  Figure 24-1    Translation of fi ndings from biomarker evaluation to clinical practice. A predictive biomarker defi nes 
a subset of patients with an activated oncogenic target that is causally involved in tumor pathogenesis. Hence, a 
predictive biomarker has been validated in a clinical study for its suitability to select a patient cohort with high 
probability of responding to a specifi c therapy. Markers that describe or predict diseases only in a correlative 
manner do not fulfi ll the strict criteria of predictive biomarkers       
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deletions of exon 19 which account for about 
55 % of mutated cases comprise almost 
always the amino acid residues p.Leu747 to 
p.Ala750. The second most prevalent muta-
tions are substitutions in exon 21 which 
account for approximately 32 %. Nearly 75 % 
of these substitutions are exchanges from leu-
cine to arginine at codon 858 (p.Leu858Arg) 
and approximately 10 % from leucine to glu-
tamine at codon 861 (p.Leu861Gln). 
Mutations in exon 18 account for 12 % of all 
 EGFR  mutated cases and are predominantly 
point mutations in codon 719 (experiential 
data from genotyping >2,000 cases). 

  EGFR  exon 20 insertions comprise approxi-
mately 4 % of all mutations in NSCLC and 
most frequently occur between amino- acid 
residues 767 and 774 [ 13 ]. A rare mutation 
type recently described is an in-frame exon 19 
insertion of six amino acids accounting for 
approximately 1 % of all  EGFR  - mutant 
NSCLC [ 14 ]. Other rare mutations, distrib-
uted throughout all four exons, are supposed to 
account for 18 % of all  EGFR  mutations [ 15 ]. 

 The most prevalent mutations in exon 19 
and exon 21 as well as exon 19 insertions 
confer strong sensitivity to TKIs [ 14 ,  16 ]. 
Exon 20 insertion mutations, however, are 
associated with lower sensitivity to inhibitor- 
based therapy or with primary resistance 
[ 13 ]. A comparative analysis of the outcome 
of rare  EGFR  mutants across four clinical tri-
als has shown the impossibility to build up 
clear categories of response for these rare 
mutations [ 17 ]. Findings of the very recent 
LUX-Lung 3 study comparing the irrevers-
ible panHER TKI afatinib versus pemetrexed 
and cisplatin in fi rst line treatment indicate 
that the rare mutations may also benefi t from 
TKI treatment, but to a lesser degree [ 18 ]. 

 A wide spectrum of techniques has been 
employed for the detection of  EGFR  muta-
tions. After preparing DNA lysates from 
sometimes manually microdissected tissue 
samples, the relevant parts of the  EGFR  gene 
are amplifi ed by PCR followed by different 
techniques including Sanger sequencing, 
pyrosequencing, allele specifi c PCR, fragment 
length analyses, or next-generation massively 
parallel sequencing techniques (see below). 

 Most patients who initially respond to 
tyrosine kinase inhibitor therapies will 
develop secondary resistance. In 50 % of cases 
acquired resistance is due to the occurrence 

of p.Thr790Met mutations [ 19 ,  20 ]. This 
mutation increases the affi nity of the binding 
pocket for ATP, thus interfering with drug 
binding. Other resistance mechanisms include 
MET and  HER2  amplifi cation, which lead to 
the activation of parallel signalling pathways 
[ 21 ,  22 ].  MET  amplifi cation drives HER3- 
dependent activation of PI3K [ 23 ]. It is 
important to identify these pathway resis-
tance mechanisms, because they will allow 
adoption of second- or third-line therapies, 
i.e., by appropriate novel TKIs in combina-
tion with inhibitory antibodies or MET inhib-
itors. Rarely, secondary mutations in 
downstream effectors such as  BRAF  and 
 PIK3CA  were identifi ed [ 21 ,  24 ]. Two path-
way independent mechanisms, namely, trans-
formation to small-cell lung cancer and 
epithelial-to-mesenchymal transition have 
also been described [ 21 ].  

   KRAS: Response to TKI Treatment 
and Therapeutic Options 
 The  KRAS  gene encodes a member of the 
family of membrane-bound GTP binding 
proteins that regulate proliferation, differen-
tiation, and apoptosis through the MAPK, 
STAT, and PI3K signalling pathways [ 25 ]. 
Activating point mutations occurring in the 
GTPase domain of  KRAS  are found in 30 % 
of NSCLC [ 2 ]. More than 95 % of mutations 
are localized in codons 12 and 13 (exon 2), 
the predominant mutation being p.Gly12Cys 
(42.3 % of all  KRAS  mutations). These muta-
tions are mutually exclusive with those in 
 EGFR. KRAS  mutations were proposed to be 
a negative prognostic factor in NSCLC [ 26 ]. 
Additionally they are associated with resis-
tance to EGFR inhibitor based therapy as 
confi rmed by two meta-analyses that found 
 KRAS  mutations to be a negative predictor of 
response to single-agent EGFR TKIs in 
advanced NSCLC [ 27 ,  28 ]. 

 Inhibition of KRAS is diffi cult as the 
mutated RAS protein harbors reduced 
GTPase activity. A more promising approach 
than targeting the mutant  KRAS  itself is the 
inhibition of signalling pathways downstream 
of  KRAS . Preclinical studies revealed the 
 effi cacy of combined inhibition of the PI3K 
and MAPK pathways [ 29 ,  30 ]. Recently, a 
prospective study has demonstrated clinical 
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 benefi t for patients with  KRAS -mutated 
NSCLC treated with a MEK1/2 inhibitor in 
combination with docetaxel versus docetaxel 
with placebo [ 31 ].  

    BRAF : Activating and Inactivating 
Mutations 
 BRAF is a serine–threonine kinase that medi-
ates the RAS family members’ activation of 
downstream proteins in the MAPK pathway 
[ 32 ].  BRAF  mutations are found in approxi-
mately 3 % of Caucasian NSCLC patients. In 
contrast to melanomas, NSCLC often harbor 
mutations outside codon p.Val600 [ 33 ]. 
Besides the kinase domain (exon 15), the G 
loop of the activation domain encoded by 
exon 11 may be mutated [ 34 ,  35 ]. 

 Whether NSCLC tumors, or other solid 
tumors harboring p.Val600 mutations clini-
cally respond to treatment with specifi c BRAF 
inhibitors is currently under investigation in 
phase II clinical trials (Center for Integrated 
Oncology (2012) University Hospitals 
Cologne and Bonn.   http://www.cio-koeln-
bonn.de/mediziner/klinische- studien/     
Accessed 30 August, 2013). Recently, a single 
case of a  BRAF  mutated NSCLC responding 
to therapy with the BRAF inhibitor vemu-
rafenib has been reported [ 36 ]. NSCLC cell 
lines with both p.Val600Glu  BRAF  mutations 
and mutations other than p.Val600Glu are 
also sensitive to MEK inhibitors [ 37 ], but due 
to the need of patient selection clinical evi-
dence is still lacking [ 38 ,  39 ]. 

 The SRC protein family inhibitor dasat-
inib has clinically signifi cant activity unre-
lated to  EGFR  mutation status and SRC 
activation, in a small number of patients [ 40 ]. 
In one patient, a novel  BRAF  mutation, p.
Tyr472Cys, was detected. This mutation, like 
other mutations in exons 11 and 15, leads to 
an impairment of BRAF kinase activity, thus 
transactivating CRAF, MEK, and ERK [ 41 ]. 
In summary, the small group of  BRAF - mutated  
NSCLC patients may be offered one of three 
different therapy regimens with vemurafenib, 
MEK-inhibitors or dasatinib, depending on 
their specifi c mutational status. 

 The common point mutations occurring in 
limited regions of the  KRAS ,  BRAF , and 

 PIK3CA  genes can be easily analyzed with 
sensitive methods like allele-specifi c PCR or 
primer extension assays. Special attention has 
to be paid to inactivating  BRAF  mutations 
which can occur throughout the entire exons 
11 and 15.  

    HER2 : Amplifi cation 
and Mutation 
 HER2 is the sole member of the ERBB recep-
tor family without an identifi ed ligand, and 
hence, it is activated through dimerization 
with other members of the ERBB family. 
Activation of the HER2 tyrosine kinase 
domain turns on signalling via the RAS/RAF/
MAPK and the PI3K/AKT pathways. 

  HER2  gene amplifi cation assessed by fl uo-
rescence in situ hybridization (FISH) is 
demonstrable in only 2 % of NSCLC, whereas 
20 % of cases test positive by immunohisto-
chemistry. The authors attribute this to the 
polysomy of chromosome 17 which occurs in 
81 % of NSCLC [ 42 ]. Clinical trials with 
trastuzumab, an antibody to HER2, reported 
possible benefi t for a group of patients with 
strong HER2 overexpression and FISH posi-
tivity, but not for patients solely selected by 
immunohistochemistry [ 43 ,  44 ]. Our own 
data suggest that HER2 is the most promi-
nent client protein of the HSP90 chaperon, 
and a dual inhibitor trial with trastuzumab 
and AUY922 is currently under way at the 
Network Genomic Medicine in Cologne 
(Center for Integrated Oncology (2012) 
University Hospitals Cologne and Bonn) 
(  http://www.cio-koeln-bonn.de/mediziner/
klinische-studien/     Accessed 30 August 2013) 

  HER2  mutations are present in 2–4 % of 
NSCLC and occur mostly in exon 20 [ 45 ]. In 
the majority of cases mutations are in-frame 
insertions causing duplication of amino acids 
TyrValMetAla (YVMA) at codon 775 which 
are mutually exclusive with mutations in 
 KRAS ,  EGFR ,  BRAF , and  PIK3CA , as well as 
with  ALK  rearrangements [ 46 ].  HER2  inser-
tions lead to constitutive receptor activation 
[ 47 ]. Preclinical data suggest that  HER2  
mutated tumors are sensitive to HER2 tar-
geted antibodies and tyrosine kinase inhibi-
tors like trastuzumab and lapatinib, but 

386  |  Reinhard Büttner, Margarete Odenthal, Sabine Merkelbach-Bruse

http://www.cio-koeln-bonn.de/mediziner/klinische-studien/
http://www.cio-koeln-bonn.de/mediziner/klinische-studien/
http://www.cio-koeln-bonn.de/mediziner/klinische-studien/
http://www.cio-koeln-bonn.de/mediziner/klinische-studien/


insensitive to those targeting EGFR alone 
[ 48 ]. A partial response to the irreversible 
tyrosine kinase inhibitor afatinib was 
described in a small study for three out of 
three patients harboring  HER2  exon 20 
mutations [ 49 ]. A single NSCLC case with an 
exon 20 point mutation was described show-
ing response to treatment with trastuzumab 
in combination with paclitaxel [ 50 ]. 

 Recently, an extracellular domain muta-
tion of  HER2  has been shown to be oncogenic 
in cellular transformation assays. Oncogenic 
activity turned out to be sensitive to treat-
ment with HER2 inhibitors [ 51 ].  

   PIK3CA: Alterations 
and Signalling via AKT and PTEN 
 Phosphatidyl 3-kinases (PI3K) are heterodi-
meric lipid kinases, composed of a catalytic 
and a regulatory subunit, and involved in a 
wide range of vital cellular processes includ-
ing proliferation and differentiation. The 
 PIK3CA  gene encoding the catalytic subunit 
is frequently mutated in human cancers [ 52 ]. 
Somatic mutations are found in 1–3 % of 
NSCLC [ 53 ,  54 ] and occur within two hot- 
spot regions, the helical binding domain 
encoded by exon 9 (p.Glu542Lys and p.
Glu545Lys) and the catalytic subunit encoded 
by exon 20 (p.His1047Arg or Leu). Mutations 
seem to be more common in tumors with 
squamous cell histology than in adenocarci-
noma (6.5 % versus 1.5 %) and are not mutu-
ally exclusive with  EGFR ,  KRAS , or  BRAF  
mutations [ 55 ]. In up to 70 % of cases coex-
isting mutations were found, leading to doubt 
regarding the role of  PIK3CA  lesions as driver 
mutations conferring oncogene-dependency 
[ 53 ,  54 ]. The incidence of  PIK3CA  amplifi ca-
tion in NSCLC was found to be 31 % with 
the overwhelming majority (93.3 %) occur-
ring in squamous cell carcinoma and the 
remainder in adenocarcinoma [ 56 ]. 

 Multiple drugs targeting the PI3K pathway 
are currently under development. Preclinical 
studies in other tumor entities show activity 
of such agents mainly in tumors with  PIK3CA  
mutations [ 57 ]. Recently, a phase I trial 
assessing a PI3K inhibitor in solid tumors 
including lung and breast has provided clear 
evidence of target inhibition and preliminary 
antitumor activity [ 58 ]. A dual PIK3CA/

mTOR inhibitor displayed antitumor activity 
in gefi tinib-resistant NSCLC cell lines that 
was enhanced in the presence of a  PIK3CA  
mutation [ 59 ]. 

 As mentioned above, activated PIK3CA 
may play a role in resistance to EGFR inhibi-
tor therapy. This is not only restricted to 
acquired resistance, given that  PIK3CA  muta-
tions can co-occur with  EGFR  mutations 
already present in the primary tumor. In vitro 
evidence further supported that mutant 
PIK3CA confers gefi tinib resistance [ 60 ]. 
Moreover, loss of PTEN expression in  EGFR  
mutant lung cancer cells was identifi ed as 
contributing to erlotinib resistance [ 61 ,  62 ]. 

 In addition to PIK3CA, other members of 
the pathway may be altered in certain cancers 
[ 63 ]. This includes deletion or mutation of 
the pathway inhibitor  PTEN  or activating 
mutations of  AKT1 . Activated AKT1 phos-
phorylates downstream effector molecules 
and thereby activates cell proliferation and 
survival. Somatic mutations in  AKT1  were 
found in approximately 1 % of NSCLC, both 
in adenocarcinoma as well as squamous cell 
carcinoma [ 64 – 66 ]. According to the 
COSMIC database (  http://www.sanger.ac.
uk/genetics/CGP/cosmic/    , Accessed 30 
August 2013) 84.3 % of  AKT1  mutations 
reveal a p.Glu17Lys exchange. AKT inhibi-
tors are in clinical development; however, 
currently there are no clinical data pointing 
to a role for  AKT1  mutations in selecting 
patients for targeted treatment of lung 
cancer. 

 PTEN downregulates the PI3K/AKT sig-
nalling pathway by dephosphorylating PIP3 
and thereby inhibiting activation of AKT. Loss 
of  PTEN  or inactivating  PTEN  mutations 
result in activation of the PI3K signalling cas-
cade [ 67 ]. In NSCLC,  PTEN  mutations have 
been observed in 4.5–8 % of cases [ 68 ,  69 ]. 
They are encountered more commonly in 
squamous cell carcinoma than in adenocarci-
noma [ 69 ,  70 ]. Mutations occur throughout 
the entire open reading frame and often lead 
to protein truncation. Both homozygous and 
heterozygous deletions of  PTEN  are observed. 

 Inhibitors of the PI3K pathway may be 
active not only in the presence of a  PIK3CA  
mutation but also in the case of pathway dys-
regulation. Ihle et al. [ 71 ] showed that 
besides mutation of  PIK3CA , loss of PTEN 
activity was a suffi cient predictor of sensitivity 
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to the antitumor activity of the PI3K inhibi-
tor PX-866 in the presence of wild-type 
 RAS . Mutant oncogenic  RAS  was proven to 
be a dominant determinant of resistance, 
even in tumors with coexisting mutations in 
 PIK3CA . 

 Cell lines harboring different pathway 
alterations were sensitive to the PI3K inhibi-
tor GDC-0941 [ 72 ]. The combination of 
GDC-0941 with paclitaxel, erlotinib, or a 
mitogen-activated protein-extracellular 
signal- regulated kinase inhibitor had greater 
effects on cell viability than PI3K inhibition 
alone.  

   MET: Activation 
in Untreated NSCLC  
 The receptor tyrosine kinase hepatocyte 
growth factor receptor (HGFR) is encoded 
by the  MET  gene located on chromosome 7 
[ 73 ].  MET  point mutations in the semapho-
rin and juxtamembrane domains occur with a 
low frequency (1–3 %) in NSCLC [ 74 – 76 ]. 
 MET  mutations are mutually exclusive with 
mutations in  EGFR ,  KRAS  and  HER2  [ 76 ]. 
Some of the previously reported  MET  muta-
tions seem to represent SNPs, thus their clini-
cal importance is highly questionable [ 77 ]. A 
mutation affecting the splice site between 
exons 13 and 14 which leads to a deletion of 
exon 14 is associated with enhanced ligand- 
mediated proliferation and tumor growth 
[ 74 ,  76 ]. 

 In NSCLC not previously treated with 
EGFR-specifi c tyrosine kinase inhibitors, high 
level  MET  amplifi cation is detected in 
approximately 2–3 % and is associated with 
poor prognosis [ 75 ,  76 ,  78 ]. Whether the so- 
called low-level  MET  amplifi cation resulting, 
in part, from polysomy confers oncogene- 
dependency remains to be shown. The effi -
ciency of MET TKIs and monoclonal 
antibodies is currently under investigation in 
preclinical and clinical studies. Response to 
crizotinib, an inhibitor of MET and ALK, has 
been reported in lung cancer cells with  MET  
amplifi cation but not with certain  MET  
mutations (p.Asn375Ser and exon 14 dele-
tions) [ 79 ,  80 ]. In accordance with these 
results, Ou [ 80 ] described response to crizo-
tinib therapy in a NSCLC patient with  MET  
amplifi cation.  

    ALK ,  RET , and  ROS1 : 
Chromosomal Inversions 
and Translocations 
 The  ALK  gene encodes a receptor tyrosine 
kinase, referred to as anaplastic lymphoma 
kinase. This designation derives from anaplas-
tic large-cell lymphomas, in which a gene 
fusion between  ALK  and  NPM  ( nucleophos-
min ) was fi rst detected [ 81 ]. In 2007, fusion 
of  ALK  with the upstream partner  EML4  was 
found in NSCLC [ 82 ]. The fusion is the 
result of inversion in chromosome 2. 

 Approximately 3–5 % of lung adenocarci-
nomas harbor  ALK  rearrangements [ 82 – 84 ]. 
Different fusion variants have been reported, 
all comprising the entire tyrosine kinase 
domain of  ALK  and varying portions of the 
 EML4  gene [ 85 ]. The fusion results in protein 
dimerization and therefore constitutive acti-
vation of the kinase function [ 82 ,  83 ]. Most 
of the reported variants start with exon 20 of 
 ALK  as the fi rst exon of the 3′ part, but rarely, 
variants starting with exon 19 are described 
[ 86 ,  87 ].  EML4-ALK  fusions are usually 
found in tumors with  EGFR  and  KRAS  wild- 
type sequences and positivity was found to be 
associated with resistance to EGFR targeted 
inhibitors [ 88 ,  89 ]. In a phase I clinical trial, 
57 % of patients with an  EML4-ALK  fusion 
showed an overall response to the dual ALK/
MET inhibitor crizotinib [ 90 ]. Meanwhile, 
the compound received regulatory approval 
for clinical use in the USA and the EU. 

 The presence of several fusion variants 
described above, besides the poor RNA qual-
ity from FFPE tissue makes it diffi cult to 
detect the fusion by RT-PCR. Therefore, the 
standard method for testing chromosomal 
rearrangements in FFPE tissue currently is 
fl uorescence in situ hybridization (FISH). 
Typical signal patterns for the detection of 
 ALK  rearrangement are shown in Fig.  24.2 .

   The success of crizotinib therapy is limited 
by the development of acquired drug resis-
tance [ 91 – 93 ]. Most patients show secondary 
mutations in the tyrosine kinase domain of 
 ALK  leading to resistance, but also  ALK  copy 
number gain, emergence of other oncogenic 
driver mutations, e.g., in  EGFR  or  KRAS , or 
amplifi cation of  KIT  has been detected [ 92 –
 94 ]. Recently, the EGF-dependent activation 
of HER family proteins has been described to 
be associated with crizotinib resistance [ 95 ]. 
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Strategies to overcome resistance are cur-
rently tested in preclinical models, including 
second generation ALK and HSP90 inhibitors 
as well as combinations with EGFR pathway 
inhibitors [ 96 ,  97 ]. 

 In addition to the fusion variants describe 
above, fusion partners other than  EML4  have 
been identifi ed, including  KIF5B , which is a 
microtubule-based motor protein involved in 
organelle transport. The translocation t(2;10)

  Figure 24-2    Detection of  ALK  rearrangement. The  ALK  rearrangement is detected with the Zyto Light  ®  SPEC 
ALK/EML4 TriCheck™ Assay (Zytovision, Bremerhaven, Germany): Orange and green fl uorescent signals for the 
 ALK  break-apart probes ( a ,  c ,  e ) and blue fl uorescent signals for the  EML4  probe ( b ,  d ,  f ) are depicted in three 
pulmonary adenocarcinoma examples. The fi rst case ( a ,  b ) includes nuclei with two fusion signals ( a ) and two 
 EML4  signals ( b ) and is considered negative for  ALK  rearrangement. The second case ( c ,  d ) shows break-apart 
signals for  ALK  ( c ) and three  EML4  signals ( d ) representing the pattern of  ALK-EML4  inversions. In the third case 
( e ,  f ) the 5′ part of  ALK  is deleted during inversion, so single red signals ( e ), co-localized with the corresponding 
blue signals, can be detected       
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(p23;p11) results in the fusion of the fi rst 
domains of  KIF5B  including the motor 
domain and the coiled-coil-domain with the 
tyrosine kinase domain of  ALK  [ 98 ]. Another 
rarely occurring fusion partner is  TFG  (TRK- 
fused gene) [ 99 ]. 

 Another aberration, affecting the  KIF5B  
gene, is inv(10)(p11.22q11.2). This inversion 
was detected in adenocarcinomas of the lung 
and results in the fusion of  KIF5B  with  RET , 
which encodes a receptor tyrosine kinase. The 
fusion transcript comprises the coiled-coil- 
domain of  KIF5B  and the tyrosine kinase 
domain of  RET . It can be detected in 1–2 % of 
lung adenocarcinomas [ 100 ,  101 ] and its occur-
rence is mutually exclusive with other driver 
mutations in  EGFR ,  KRAS ,  BRAF  and  HER2  
[ 102 ]. Cells expressing the  KIF5B-RET  fusion 
transcript are sensitive to multikinase inhibitors 
[ 103 ]. Whether targeting  KIF5B- RET   might 
provide a new therapeutic strategy is currently 
tested in a phase II clinical study with the mul-
tikinase inhibitor cabozantinib. Another fusion 
partner of  RET ,  CCDC6  (coiled-coil-domain 
containing 6) was described by Takeuchi [ 104 ]. 
Accordingly, a lung adenocarcinoma cell line 
transfected with the fused  RET-CCDC6  
showed sensitivity to vandetanib [ 105 ]. 

 The  ROS1  gene is located on chromosome 
6 and encodes a receptor tyrosine kinase of 
the insulin receptor family. The chromosomal 
rearrangement of  ROS1  as driver mutation in 
lung cancer was fi rst described by Rikova 
[ 99 ]. Rearrangements of  ROS1  by transloca-
tion or interstitial deletion leading to a fusion 
with several different partners have been 
detected in 0.8–1.7 % of NSCLC [ 104 ,  106 , 
 107 ]. The fusion products contain the intact 
tyrosine kinase domain of  ROS1  and a trun-
cated fraction of the fusion partner, e.g., 
 TPM3 ,  SDC4 ,  SLC4A2 ,  CD74 ,  EZR ,  FIG , or 
 LRIG3  [ 107 – 109 ]. In preclinical studies, 
 ROS1  fusions are associated with sensitivity 
to the multikinase inhibitor crizotinib [ 107 , 
 110 ,  111 ].  RET  as well as  ROS1  rearrange-
ments can be detected by FISH using dual 
color break-apart probes.  

    FGFR1  and  DDR2 : Alterations 
in Squamous Cell Carcinoma 
 The  FGFR1  gene encodes a member of the 
fi broblast growth factor receptor (FGFR) 
family [ 112 ]. FGFR tyrosine kinases interact 

with fi broblast growth factors, which regulate 
cell growth and differentiation. Amplifi cation 
of  FGFR1  was detected in small-cell lung 
cancer [ 113 ,  114 ] and even more frequently 
in squamous cell carcinoma [ 115 ,  116 ]. The 
region on chromosome 8 spanning the  FGFR1  
locus is amplifi ed in about 20 % of lung can-
cer patients and associated with smoking. The 
standard method for the detection of gene 
copy number changes in FFPE tissue is 
FISH. The patterns of amplifi cation are 
diverse, mainly due to the incidence of differ-
ent degrees of polysomy in the tumor cells 
[ 117 ]. However, determination of clinically 
relevant thresholds await correlation with 
clinical responses in current phase I trials 
with FGFR1 inhibitors. Useful clinicodemo-
graphic features correlating with  FGFR1  
amplifi cation are, as yet, lacking [ 118 ]. 

 In preclinical studies specifi c FGFR inhibi-
tors show activity in lung cancer cell lines 
that harbor  FGFR1  amplifi cations [ 115 ,  116 , 
 119 ]. In a phase I “fi rst in man” dose- escalation 
study, inhibition of the FGFR pathway 
seemed effective in patients with FGFR 
dependent lung cancer [ 120 ]. 

 Discoidin domain receptors (DDR) 1 and 
2 were identifi ed as targets of imatinib, nilo-
tinib, and dasatinib [ 121 ]. Recently, gain-of- 
function mutations in  DDR2  have been 
described in about 4 % of squamous cell car-
cinoma of the lung with no hotspots in their 
distribution [ 122 ,  123 ]. A squamous cell lung 
cancer patient with the point mutation p.
Ser768Arg responded to treatment with 
dasatinib and erlotinib in an early phase clini-
cal trial [ 122 ]. Further clinical trials with 
dasatinib that specifi cally target  DDR2  muta-
tions are currently under way.   

   Application of Next- 
Generation Sequencing 
(NGS) to Molecular Lung 
Cancer Pathology 

 In order to investigate the different molecular 
parameters that might individually affect the 
therapy of lung cancer in a time and cost sav-
ing manner, multiplex approaches analyzing 
many genes simultaneously are needed. Thus, 
methods which allow multiple target analyses 
and high-throughput processing are ideally 
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suited for a fast and detailed diagnosis of the 
mutational status of each lung cancer patient. 
Approaches of NGS technology provide 
many advantages in genetic tumor character-
ization such as high sensitivity in detection of 
somatic mutations, extremely high capacities 
allowing deep sequence analyses, and the high 
potential of sample and target multiplexing. 

   Parallel Sequencing in Molecular 
Pathology 
 The superiority of NGS technologies over 
conventional methods is due to the genera-
tion of amplicon clones or clusters from a 
single molecule which are then sequenced in 
parallel. Different platforms on the market 
have implemented the principle by using dif-
ferent technologies. 

 One of the fi rst NGS methods was the 454 
sequencing approach which was established 
by 454 Life Science Corporation [ 124 ] 
(Table  24.1 ). Hereby, DNA is amplifi ed by an 
emulsion PCR. Each emulsion droplet con-
tains a single adapter-linked DNA template, 
hybridized to a primer-coated bead that then 
generates a clonal amplicon colony. 
Subsequent sequencing takes place in a 
picoliter- well plate with wells each contain-
ing only one single bead with the amplifi ed 
clone [ 124 ]. The DNA clones are sequenced 
in parallel by the pyrosequencing method.

   The technology used for the ion semicon-
ductor sequencing system (Table  24.1 ) is 
based on ultrasensitive measurements of pH 
changes. In order to detect the proton that is 
released during the nucleotide incorporation, 
sequencing of the clonal DNA templates is 
performed in picoliter cartridges of a 
MOSFET (metal–oxide–semiconductor fi eld- 
effect transistor) fl ow cell [ 125 ]. Prior to 
semiconductor sequencing, the template 
clones are also prepared by emulsion PCR as 
described for the 454 technology. 

 In contrast to these technologies, single 
DNA templates are immobilized on the 
sequencing fl ow cell of the Illumina platform 
and clonal DNA clusters are generated by 
bridge PCR amplifi cation. Sequencing is per-
formed by DNA strand synthesis using 
fl uorochrome- labelled nucleotides and nucle-
otide coupling and decapping steps proceed-
ing in tandem [ 126 ] (Table  24.1 ). 

 The establishment of scaled-down plat-
forms (personal gene analyzers) adapted the 
different technologies to the throughput of 
diagnostic laboratories [ 127 – 129 ]. The vari-
ous NGS systems have different advantages 
and disadvantages and molecular pathology 
laboratories have to decide which method 
represents best their demands on the diagnos-
tic spectrum, the diagnostic variety, or 
throughput. Table  24.1  summarizes the 
essential features of currently available NGS 
approaches with a critical evaluation of their 
applicability to the routine diagnostic pro-
gram in molecular pathology. 

   METHODS 

    Formalin-fi xed and paraffi n-embedded tissue 
(FFPE) remaining after conventional histo-
logical and immunohistochemical stainings is 
widely used for molecular analysis because 
fresh frozen tumor tissue is only rarely avail-
able. The integrity and stability of DNA in 
FFPE is a limiting factor for the reliability of 
mutation testing [ 130 ]. At the stage of tissue 
fi xation, DNA quality is affected mainly by 
degradation of target DNA due to the reac-
tion of the phosphodiester backbone with 
formalin. The main factors affecting the 
degree of DNA degradation in FFPE are the 
duration of specimen archiving, the type of 
fi xative used and the duration of fi xation 
prior to paraffi n embedding [ 131 ,  132 ]. The 
small size of the biopsy presents another chal-
lenge to molecular analysis, especially in lung 
cancer as fi ne needle aspiration biopsy is a 
commonly used procedure. In practice, how-
ever, these parameters are highly variable, 
particularly in a reference lab setting where 
the material is received from different diag-
nostic centers. 

 During the fi xation process, formalin causes 
deamination of cytosine and adenine, resulting 
in uracil or hypoxanthine residues in the tem-
plate DNA [ 133 ]. During subsequent PCR, 
these changes result in C → T/G → A or 
A → G/T → C transitions. Given that PCR 
starts from few templates, especially in biopsy 
samples with small amounts of extracted 
genomic DNA and thereby low copy numbers 
of the desired fragment, these artifacts may be 
amplifi ed and detected as false mutations. 
C → T/G → A transitions can be prevented by 
using uracil- N -glycosylase prior to PCR. 
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Thereby, uracil is removed from the DNA 
strands and a strand break is created [ 134 ]. 
The occurrence of artifacts can be circum-
vented by using higher amounts of template 
DNA wherever available. If that is not possi-
ble, we strongly recommend performing mul-
tiple independent PCR amplifi cations from 
the same sample. 

 Our group and others have suggested to 
use 4 % buffered formalin for biopsy speci-
mens for at least 6 h and overnight for larger 
specimens for optimal fi xation [ 135 ,  136 ]. An 
important aim of the extraction protocol is to 
preserve the quality of the DNA as well as 
possible by applying gentle extraction proce-
dures [ 137 ]. For subsequent analyses, it is 
required to purify raw DNA extracts from 
potential PCR inhibitors such as hemoglobin 
or melanin [ 138 ]. In our experience, auto-
mated systems are favored over manual sys-
tems due to better standardization of handling 
steps and the use of magnetic beads for DNA 
binding instead of spin columns. 

 During all steps of the analysis process, the 
prevention of carryover contaminations is an 
important issue. Respective precautionary 
measures are described below together with 
the individual analysis steps and the corre-
sponding notes. 

 A comprehensive description of the whole 
workfl ow can be found in the “Molecular 
Testing Guideline for Selection of Lung 
Cancer Patients for EGFR and ALK Tyrosine 
Kinase Inhibitors” published by the Association 
for Molecular Pathology [ 139 ] and available 
online (  http://www.amp.org/documents/
LungBiomarker-AMP-2013- proof.pdf    )   

   Isolation of DNA 
 Prior to DNA extraction, an experienced 
pathologist has to evaluate a hematoxylin and 
eosin (H and E) stained tissue section to 
defi ne the most appropriate tissue area. 
Furthermore, the pathologist ideally would 
mark on the H and E stained section the 
tumor area for appropriate manual microdis-
section in order to reduce the amount of non- 
tumorous tissue (see Note 1). Laser-capture 
microdissection is also possible in principle; 
however, it is labor intensive and diffi cult to 
apply on a high-throughput level. 

 For manual microdissection two different 
methods can be used: First, the marking of 
the H and E stained slide is transferred to the 

tissue block before cutting one to six 10 μm 
thick section rolls in a reaction tube. This 
method impairs the quality of tissue blocks 
for further investigations. The alternative pro-
tocol is to prepare tissue sections fi rst and to 
perform the manual microdissection on glass 
slides after deparaffi nization. Depending on 
the method chosen for manual microdissec-
tion two different protocols for deparaffi niza-
tion can be used (see Note 2).
   (a)    Deparaffi nization of tissue section rolls 

cut into a reaction tube
    1.    Add 1 mL xylol to the reaction tube, 

vortex, and incubate at room tempera-
ture for 10 min.   

   2.    Centrifuge for 5 min at 13,000 rpm; 
discard supernatant.   

   3.    Repeat the fi rst two steps.   
   4.    Resuspend pellet in 1 mL ethanol, 

vortex, and incubate at room tempera-
ture for 10 min.   

   5.    Centrifuge for 5 min at 13,000 rpm; 
discard supernatant.   

   6.    Repeat the last two steps.   
   7.    Dry pellet in the open reaction tube 

for 10 min at 37 °C, resuspend the 
pellet in suitable buffer (depending on 
purifi cation kit used) and continue 
with purifi cation protocol.       

  (b)    Deparaffi nization of slide mounted tissue 
sections prior to macrodissection
    1.    Incubate the slides for at least 30 min 

at 60 °C before deparaffi nization.   
   2.    Incubate slides for 10 min in xylol 

and ethanol, respectively; repeat the 
incubation, follow by rehydration in 
100, 96, 80, and 70 % ethanol for 5 min 
each.   

   3.    Scrape areas marked on the H and E 
stained section from the deparaf-
fi nized slides and transfer into a reac-
tion tube.   

   4.    Centrifuge for 5 min at 13,000 rpm; 
discard supernatant.   

   5.    Resuspend pellet in the appropriate 
buffer (depending on purifi cation kit 
used) and continue with purifi cation 
protocol.       

  (c)    Purifi cation of DNA
    1.    Add proteinase K (2 μg/μL) to the 

appropriate lysis buffer, mix, and incu-
bate overnight at 56 °C.   

   2.    Purify DNA manually or in an auto-
mated way by use of spin columns or 
magnetic beads according to the man-
ufacturer’s instructions.   
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   3.    Semi-quantitatively estimate the 
amount and quality of extracted DNA 
by agarose-gel electrophoresis or spec-
trophotometrically using, for example, 
the NanoDrop ND 1000 (Peqlab, 
Erlangen, Germany), see Note 3.          

   Protocols for Mutation Analyses 
 Several methods are currently used to deter-
mine genomic variations, including pyrose-
quencing, Sanger sequencing, real-time PCR 
based analysis, fragment length analysis, high- 
resolution melting (HRM), single nucleotide 
probe extension assays (such as SNaPshot), 
reversed hybridization assays, or shifted ter-
mination assays (STA). All of the currently 
available methods require PCR amplifi cation 
after DNA extraction (Fig.  24.3 ).

   Each individual method has its advantages 
and disadvantages concerning factors such as 
mutation spectrum, costs, sensitivity and time 
required for analysis. Pyrosequencing pro-
vides a sensitive method for detecting muta-
tions with 5–10 % allele frequency and 
further allows the detection of a wide varia-
tion of mutations. However, it may not be 
economical in all settings due to expensive 
equipment and reagents. Although Sanger 
sequencing remains the gold standard in 
many laboratories, it is time-consuming and 
relatively less sensitive because it is only able 
to detect mutations with an allele frequency 
above 15–20 %. On the other hand, it is easy 
to implement and allows detection of previ-
ously unknown mutations. 

 Several methods which are also commer-
cially available are well suited for the detec-
tion of described mutations, e.g., real-time 
PCR based analyses, single nucleotide probe 
extension assays (SNaPshot), reversed hybrid-
ization assays, or shifted termination assays 
(STA). They provide high sensitivity and 
throughput but may fail to detect additional 
mutations around hot spot regions. 

 Two methods that allow sensitive screen-
ing without obtaining specifi c sequence infor-
mation are HRM and fragment length 
analysis. HRM can distinguish between wild- 
type and mutated sequences. It is therefore 
suited for questions where a high rate of wild 
type is expected because the wild-type cases 
may be rapidly excluded from further analy-
ses. Fragment length analysis can only detect 
mutations changing the length of PCR prod-
uct, e.g., deletions and insertions. 

 As several methods are commercially avail-
able, the following Web-based resources can 
be used as a basis for laboratory protocols:
     http://www.qiagen.com/products/bytechnol-

ogy/pyrosequencing/pyrosequencing_
tutorial.aspx     (Pyrosequencing, Qiagen)  

    http://products.invitrogen.com/ivgn/prod-
uct/4323163     (SNaPshot, Invitrogen)  

    http://molecular.roche.com/assays/Pages/
cobasEGFRMutationTest.aspx     (real-time 
PCR, Roche)  

    http://www.zytomed-systems.de/index.
php?page=shop.browse&category_id= 
26&option=com_virtuemart&Itemid=58     
(hybridization, Zytomed/Chipron)  

  Figure 24-3    Flowchart outlining the protocol steps for different techniques of mutation analysis. The methods 
included illustrate the example methods described in this chapter.  SnaPshot  single nucleotide probe extension 
assay,  STA  shifted termination assay,  HRM  high-resolution melting       
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    http://www.trimgen.com/sta-m1.asp     (shifted 
termination assay, STA, TrimGene)    
 Standard protocols for Sanger Sequencing, 

HRM, and fragment length analysis are out-
lined below.  

   Sanger Sequencing 
 The dideoxy sequencing method according to 
Sanger includes several analysis steps. First, 
when working with DNA from FFPE tissue, 
the relevant fragments of the DNA have to be 
amplifi ed. The sequences of primers used for 
amplifi cation of  EGFR  exons 18–21 by the 
members of the German Panel for Mutation 
Testing in NSCLC and a complete compilation 
of the applied technical procedures is available 
online (  http://www.dgp-berlin.de/downloads/
public/protocols/EGFR_Mutations_Protocols_
engl.pdf    ) [ 140 ]. 

 Unbound primers and excess nucleotides 
have to be separated from the PCR fragments 
prior to cycle sequencing. The cycle sequenc-
ing should always be performed as bidirec-
tional sequencing and may be done with 
different sequencing reagents. As an example, 
the cycle sequencing protocol for working 
with the BigDye Terminator Cycle Sequencing 
Ready Reaction Kit (Applied Biosystems, 
Darmstadt, Germany) is described here. 

 The cycle sequencing products have then 
to be separated from reaction components 
such as salt ions, dNTPs, and unincorporated 
dye terminators. The BigDye XTerminator 
Purifi cation Kit (Applied Biosystems, 
Darmstadt, Germany) provides a convenient 
purifi cation tool.
    1.    Set up standard PCR with the following 

components (see Note 4).   
   2.    Amplify DNA with standard conditions. 

 Template:  1–20 μL (according 
to quantifi cation) 

 Nucleotide:  100 μM 

 Reaction buffer:  5 μL 

 Forward primer:  0.4 μM 

 Reverse primer:  0.4 μM 

 Polymerase:  1 U 

 Desalted water:  up to 50 μL 

        3.    Purify PCR fragments with exonuclease I 
(Exo I) and FastAP™ thermosensitive 
alkaline phosphatase (Thermo Scientifi c, 
Waltham, MA, USA).   

    4.    Pipet 5 μL PCR product and 0.5 μL Exo 
I and 1.0 μL FastAP in a PCR tube and 
centrifuge.   

    5.    Incubate for 15 min at 37 °C, followed 
by 15 min at 85 °C.   

    6.    Purifi ed product can be used directly or 
stored at 8 °C.   

    7.    Set up the cycle sequencing reactions. 

 Template:  1–8 μL (according 
to electrophoresis) 

 Primer (forward OR 
reverse): 

 10 pmol 

 Terminator ready 
reaction mix: 

 1 μL 

 Buffer  2 μL 

 Distilled water:     add 20 μL 

        8.    For each reaction pipet 110 μL of master 
mix (90 μL Sam Solution and 20 μL 
XTerminator solution, Applied Biosystems, 
Darmstadt, Germany) in a well of a 
96-well plate.   

    9.    Add the cycle sequencing products, seal 
plate with the appropriate septum and 
incubate for 30 min at room temperature 
with shaking.   

   10.    Centrifuge plate at 1,000 ×  g  for 2 min.   
   11.    Run capillary electrophoresis according 

to manufacturer’s instructions.      

   High-Resolution Melting (HRM) 
 HRM is a molecular technique for high- 
throughput screening for mutations in a 
bounded region. Mutation determination 
using HRM is based on the dissociation of 
DNA, when exposed to an increasing tem-
perature in the presence of fl uorescent dyes 
intercalating in double-stranded DNA. The 
presence of a mutation leads to the formation 
of DNA heteroduplexes followed by a change 
in melting behavior (Fig.  24.4 ) [ 141 ]. Some 
types of mutations are diffi cult to detect with 
this method. Because HRM depends on het-
eroduplex formation the rarely occurring 
hemizygous mutations where the wild-type 
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allele is deleted due to chromosome loss 
might not be detected.

   The protocol described here was imple-
mented on a LightCycler 480 (Roche 
Diagnostics, Mannheim, Germany), but can 
be easily transferred to other real-time PCR 
systems. Here, the LightCycler LC 480 High 
Resolution Melting Master (Roche 
Diagnostics, Mannheim, Germany) included 
the use of a generic intercalating dye for 
double- stranded DNA detection (ResoLight 
HRM dye) and a hot start PCR enzyme. 
Primer sequences, amplifi cation conditions 
and analysis parameters for the relevant exons 
of  KRAS ,  BRAF ,  PIK3CA  and  AKT1  were 
described in detail by Ney et al. [ 141 ].
    1.    Dilute template DNA to a concentration 

of 2 ng/μL.   
   2.    Set up real-time PCR with the following 

components (see Note 5). 
   A master mix can be prepared 

from Melting Master, both primers, and 
MgCl 2 .

 Template:  5 μL of the 2 ng/μL dilution 

 Melting Master:  10 μL 

 Forward primer:  200 nM 

 Reverse primer:  200 nM 

 MgCl 2 :  depending on assay 

 Distilled water:  up to 20 μL 

       3.    Pipet water and master mix in 0.2 mL 
tubes, add template DNA, vortex, and 
pipet reaction mixture onto the microtiter 
plate.   

   4.    Seal plate and centrifuge at 1,600 rpm for 
2 min.   

   5.    Perform real-time PCR with subsequent 
melting curve according to manufacturer’s 
instructions, use the detection channel for 
SYBR Green I assays.   

   6.    Amplifi cation curves can be viewed in the 
evaluation mode “abs. quant/2nd deriva-
tive max”.   

   7.    Do not evaluate samples with Cp (cross-
ing point) value >40 cycles.   

   8.    Analyze melting curves with the gene 
scanning software (Roche Diagnostics, 
Mannheim, Germany).   

   9.    Set normalization and temperature shift-
ing parameters (depending on assay) 
and display results as difference plot using 
one of the wild-type values as the basic 
value.   
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  Figure 24-4    HRM for the detection of point mutations in the  KRAS  gene. DNA from wild-type and mutant control 
cell lines and from fi ve different FFPE samples was used. One of the samples is wild type, while the others are 
mutated for p.Gly12Val, p.Gly12Ala, p.Gly12Asp, and p.Gly12Cys. Results of HRM are shown as a normalized 
difference plot       
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   10.    Samples with a positive defl ection from the 
wild-type curve are considered mutated; 
for the exact localization of the mutation 
subsequent Sanger sequencing can be used.    

     Fragment Length Analysis 
 Fragment length analysis is a suitable method 
for the detection of mutations which change 
the length of amplifi cation products, e.g., 
insertions and deletions. The most common 
mutations in exon 19 of  EGFR  are deletions 
of 15 bp although other do occur. Point muta-
tions occur very rarely, and thus, fragment 
length analysis is an appropriate method to 
screen for mutations in this exon. 

 Amplifi cation of exon 19 is best performed 
by nested PCR with the reverse primer of the 
second round labelled with the fl uorescent dye 
FAM. Thereby, PCR products can be easily 
separated and detected by capillary electropho-
resis. To determine the exact mutation status, 
PCR products of the fi rst round can be ana-
lyzed by Sanger sequencing after purifi cation. 

 The protocol described here is adapted 
with modifi cations from Molina-Vila et al. 
[ 142 ]. The primers used are as follows:
    1.    PCR:    

  EGFR Exon 19 forward-outer: 
5′-TGGGCAGCATGTGGCACCATC-3′ 
 EGFR Exon 19 reverse-outer: 
5′-AGGTGGGCCTGAGGTTCAG-3′

    2.    PCR:     
 EGFR Exon 19 forward-inner: 5′-ACT 
CTG GAT CCC AGA AGG TGA G-3′ 
 EGFR Exon 19 reverse-inner: 6-FAM-5′-
CCA CAC AGC AAA GCA GAA ACT 
C-3′

    1.    Set up standard PCR with the following 
components    

 Template:  see below* 

 Nucleotide:  1. PCR: 0.2 mM  2. PCR: 
0.25 mM 

 Reaction buffer:  5 μL 

 Forward primer:  1. PCR: 200 nM  2. PCR: 500 nM 

 Reverse primer:  1. PCR: 200 nM  2. PCR: 500 nM 

 MgCl 2 :  2 mM 

 Polymerase 
enzyme: 

 1 U 

 Distilled water:  up to 50 μL 

   *template: 1–15 μL (according to quantifi cation) for fi rst 
PCR; 1 μL of the fi rst PCR is used for the second round. 

 A master mix can be prepared from 
nucleotides, reaction buffer, primers, 
MgCl 2  and enzyme.

    2.    Pipet water and master mix in 0.2 mL 
tubes, add respective amount of template 
DNA, vortex, and start PCR reaction with 
standard conditions.   

   3.    Dilute product of second PCR 1:200; mix 
1 μL of dilution with 12 μL HiDi for-
mamide (Applied Biosystems) and 0.25 μL 
GeneScan-600 LIZ Size Standard 
(Applied Biosystems).   

   4.    Close tube, vortex, and denature sample 
for 3 min at 90 °C.   

   5.    Cool sample on ice for at least 10 min, 
centrifuge briefl y and start capillary elec-
trophoresis according to the manufactur-
er’s instructions.   

   6.    Evaluate the samples with the appropriate 
software, e.g., GeneMapper (Applied 
Biosystems), see Note 6.    

     Fluorescence In Situ 
Hybridization (FISH) 
 The method of fl uorescence in situ hybridiza-
tion (FISH) can be used for the detection of 
chromosomal translocations/inversions or 
amplifi cations. The labelled probe is directly 
hybridized onto the tissue slide. 

 To detect amplifi cations, two differently 
labelled probes are usually used: the locus 
specifi c probe hybridizes to the gene of inter-
est and a centromere specifi c probe binds to 
the corresponding chromosome. For the 
detection of a translocation, most commonly 
so-called break-apart assays are used: Two dif-
ferently labelled probes hybridize adjacent to 
each other to one of the two translocation 
partners. Currently, the detection of  FGFR1 , 
 HER2 , and  MET  amplifi cation and  ALK ,  ROS  
and  RET  translocations or inversions is most 
commonly done using FISH analysis. 

 Pretreatment of slides may be performed 
with the half-automated VP2000 processor 
system (Abbott Molecular, Wiesbaden, 
Germany) or manually using Abbott’s pre-
treatment reagents. Here, we provide an 
example protocol working with a wide spec-
trum of probes from different manufacturers.
    1.    Prewarm all solutions needed.   
   2.    Mount 3–4 μm tissue sections on sialinized 

slides, dry overnight at 37 °C, and mark 
tumor areas with an alcohol- resistant 
felt pen.   
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    3.    Deparaffi nize the sections in xylene (3× 
10 min) and rehydrate in a graded alco-
hol series.   

    4.    Dry the sections at 37 °C.   
    5.    Incubate the sections in 0.2 M HCl for 

20 min, followed by 3 min in distilled 
water.   

    6.    Wash the sections for 3 min in 2× SSC 
wash buffer.   

    7.    Incubate the sections in pretreatment 
solution (Abbott Molecular) for 30 min, 
followed by 1 min in distilled water.   

    8.    Wash the sections twice for 5 min in 2× 
SSC wash buffer.   

    9.    Incubate the sections for 1.5 h at 37 °C 
in protease solution (0.5 mg/mL prote-
ase buffer, Abbott Molecular).   

   10.    Wash the sections twice for 5 min in 2× 
SSC wash buffer.   

   11.    Incubate the sections for 10 min in 4 % 
buffered formalin.   

   12.    Wash the sections twice for 5 min in 2× 
SSC wash buffer.   

   13.    Dry the sections at 37 °C.   
   14.    Add the appropriate amount of probe 

mix, place a coverslip on the section, and 
seal with a removable glue.   

   15.    Denature the sections in the presence of 
probe for 5–10 min at 75 °C and hybrid-
ize overnight at 37 °C.   

   16.    Remove the coverslip and perform post-
hybridization SSC washes at 72 °C for 
2 min.   

   17.    Rinse the sections briefl y in 2× SSC wash 
buffer and counterstain with DAPI 
(4′,6-Diamidin-2′ phenylindoldihydro
chlorid).   

   18.    Scan tumor tissue with a fl uorescent 
microscope with the appropriate fi lter 
set by using the 40× or 63× objectives.   

   19.    Evaluate only samples and areas with 
sharp borders of nuclei, no signs of over-
digestion, non-overlapping nuclei, bright 
and specifi c green and orange signals in 
internal control tissue and in the tumor 
area.   

   20.    For details on evaluation of  ALK ,  RET , 
and  ROS  translocations, see Note 7.   

   21.    For details on evaluation of  FGFR1  
amplifi cation, see Note 8.      

   NGS Operation Workfl ow 
in Molecular Pathology 
Diagnostics 
 Independently from the specifi c NGS tech-
nology, fi rst a template library has to be pre-
pared. DNA templates, selected according to 
diagnostic requirements can be targeted by 
hybridization capture procedures [ 143 ,  144 ] 
or by template-specifi c multiplex PCR 
(Fig.  24.5 ). Customized DNA or RNA cap-
ture probe panels representing the genes of 
interest are commercially available and 
include the manual for the hybridization and 
purifi cation process (see protocols a). Up to 
now at least 200 ng of DNA has to be applied 
to these technologies [ 126 ,  127 ,  145 ,  146 ]. 
For low available DNA amounts, a whole- 
genome amplifi cation step has to be carried 
out before capture hybridization [ 147 ] or 
multiplex PCR approaches are recommended 
allowing a DNA input as low as 10 ng (see 
protocols b and c).

   To generate single DNA strands and for 
later sequencing, fi rst 3′A-overhangs are gen-
erated and then priming adaptors are ligated 
(see protocols c). Adaptors might include an 
individual DNA sequence of eight to ten 
nucleotides. These barcodes, also called mul-
tiple identifi er (MID), allow for the handling 
of different DNA samples simultaneously, 
each tracked during the sequencing process 
by a different barcode. Thus, not only multi-
ple targets but also up to 96 different DNA 
tumor samples may be processed at the same 
time. In a last step, templates carrying the 
adapter sequences are selectively amplifi ed by 
a low cycle adapter-specifi c PCR, purifi ed and 
then quantifi ed by either universal adapter-
specifi c Real-Time PCR (see protocol d) or 
Picogreen measurements (see protocols e). 
The DNA purifi cation and fragment size 
selection in between of the respective steps 
are often automatically performed using mag-
netic bead based procedures (see protocols f). 
The workfl ow of the template specifi c library 
preparation using multiplex PCR is summa-
rized in Fig.  24.6 . In each working step, the 
protocol of the reagent providing manufac-
turer can be followed (see protocols b–f).
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  Figure 24-5    Operation workfl ow of NGS in molecular pathology. Different technical approaches for targeted 
DNA template library preparation and parallel sequencing are available. The most common approaches for tem-
plate enrichment and sequencing platforms adapted to the diagnostic requirements are summarized. The scheme 
is modifi ed according to Vollbrecht et al. [ 149 ]       

  Figure 24-6    An example workfl ow of library preparation and NGS       
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      Selected Protocols 
    (a)    Capture protocols:

   SureSelect:   http://www.genomics.agi-
lent.com/article.jsp?pageId=308      

  Nimblegen:   http://www.nimblegen.com/
products/seqcap/ez/choice/index.
html      

  Haloplex:   http://www.genomics.agilent.
com/en/HaloPlex-DNA/HaloPlexPa
nel s /?c id=cat100006&tabId=p
rod110012      

  Truseq:   http://support.illumina.com/
sequencing/sequencing_kits/truseq_
dna_sample_prep_kit_v2.ilmn          

  (b)    Multiplex PCR:
   Ampliseq:   http://tools.invitrogen.com/

content/sfs/brochures/Ion-AmpliSeq-
Cancer- Hotspot-Panel-Flyer.pdf      

  Qiagen Multiplex:   http://www.sabiosci-
ences.com/NGS.php      

  New England Biolabs: Overview:   https://
www.neb.com/applications/library-
preparation-for-next-generation- sequ
encing                                        

  (c)    Adenylation, ligation:
   New England Biolabs:   https://www.neb.

com/protocols/1/01/01/nebnext-
quick-ligation-module-protocol-
e6056      

  Lifetechnologies:   http://share.pdfonline.
com/6b34e23bb8264f4fb7baa642b7
470e0f/MAN0006735_IonAmpli
SeqLibraryKit_UG%20Rev4%20
15Feb2013.htm          

  (d)    Real time quantifi cation
   Qiagen Quantifi cation:   http://www.

sabiosciences.com/NGS-DNAseqLib
QuantArray.php          

  (e)    Picogreen determination
   Picogreen quantifi cation:   http://probes.

invitrogen.com/media/pis/mp07581.
pdf      

  Qbit User Manual:   http://www.invitro-
gen.com/etc./medialib/en/fi lelibrary/
cell_tissue_analysis/Qubit-all-file-
types.Par.0519.File.dat/Qubit-2-
Fluorometer-User-Manual.pdf          

  (f)    Purifi cation and size selection:
     https://www.beckmancoulter.com/wsr-

portal/bibliography?docname=Proto
col_000387v001.pdf             

   Needs and Perspectives of NGS 
in Lung Cancer Diagnostics 
 In particular in lung cancer, the rapid progress 
in development of therapeutic strategies 
requires a continuously increasing spectrum of 
diagnostic targets. At present, lung cancer hot-
spot panels, used for multiplex PCR target 
enrichment and NGS are developed. Although 
NGS opens up tremendous new perspectives 
for time, cost, and DNA material saving diag-
nostics, novel laboratory requirements and 
quality controls have to be addressed. Thus, 
experience in data interpretation, threshold 
settings etc. has to be gathered and the issue of 
long-time data storage has to be solved [ 129 ]. 

 Furthermore, NGS quality controls are not 
yet defi ned. According to our experience, the 
quantity and quality of the input DNA mate-
rial should be evaluated carefully. Protocols 
for DNA extraction have to be optimized for 
high DNA concentration and low salt content 
of the purifi ed extracts. 

 As for all other PCR based methods, verti-
cal contaminations from a one run to the next 
may occur. Because during NGS processing 
amplicon clones are handled, the high NGS 
sensitivity can result in detection of ampli-
cons remaining from the preceding run. 
Therefore, careful cleaning of working places 
and equipment should be performed. In addi-
tion to the conventional control reactions, the 
following controls are established in our diag-
nostic laboratory to ensure the detection of 
vertical contaminations:
 –    Change of the barcode sets used from run 

to run.  
 –   Screening for reads with barcode sequences 

that were applied in the preceding run.    
 An important perspective in molecular 

diagnostics, lacking the need of these quality 
controls, but demanding novel controls, is the 
NGS analysis of single template molecules. 
The measurements of single molecules by 
magnetic tweezer manipulation and subse-
quent determination of structural DNA frag-
ment alterations is able to cover different 
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approaches in molecular pathology such as 
sequencing and hybridization analyses [ 148 ]. 
Therefore, this third generation of sequencing 
strategies might be very promising to be 
applied in future diagnostics.   

   Conclusions 

 In the last few years, lung cancer has become 
the prime example for the success of person-
alized therapy. Patients with  EGFR -mutant 
adenocarcinomas treated with EGFR inhibi-
tors show a signifi cant survival benefi t com-
pared to standard chemotherapy. Also, 
NSCLC patients bearing  ALK  or  ROS  rear-
rangements can be treated with specifi c 
inhibitors. Several additional therapeutic reg-
imens targeting other consequences of genetic 
changes as for example the rearrangement of 
 RET , are currently investigated in preclinical 
and clinical studies. Similarly, in squamous 
cell carcinomas genetic alterations affecting 
kinases have been found and are currently 
evaluated clinically, e.g.,  FGFR1  amplifi ca-
tions and  DDR2  mutations. 

 Unfortunately, tumors of patients receiv-
ing inhibitor therapies will develop different 
resistance mechanisms. Because these mecha-
nisms can mostly be explained on the molec-
ular level, it is possible to develop therapeutic 
approaches overcoming the resistance mech-
anisms, for example so-called second- 
generation inhibitors. Known resistance 
mechanisms include the p.Thr790Met muta-
tion of  EGFR  itself, amplifi cation of  MET , 
mutation of  PIK3CA , as well as transforma-
tion to small-cell lung cancer and epithelial-
to- mesenchymal transition. 

 A major challenge now is to implement 
high-quality molecular diagnostics and per-
sonalized treatment strategies in routine 
clinical practice. With conventional molecu-
lar methods represented by sequencing tech-
nologies only sequential analysis of the 
different markers is possible. PCR-based 
technologies like HRM or allele specifi c PCR 
allow multiplexing but are also limited by 
the detection systems available. Hence, the 
development of sensitive methods that pro-
vide sensitive, accurate, and simultaneous 
detection of the mutation status of many 
samples and gene loci is of major interest. 

Massive parallel sequencing by NGS 
approaches becomes more important in 
molecular diagnostic pathology and will 
replace the conventional technologies within 
the next few years.      

   Notes 

       Note 1.     Isolating DNA from FFPE tissue  
 The amount of tumor cells in a FFPE tissue 
block may be highly variable. Therefore, an 
experienced pathologist should review each 
tumor block, indicate the area of highest pro-
portion of tumor cells, and record his estimate 
of the percentage of tumor cells prior to anal-
ysis. Macrodissection in cases with a larger 
amount of non-tumorous tissue (more than 
20 % of the overall area) may be of use to 
reduce the amount of wild-type DNA.   

  Note 2.     Avoiding contamination during DNA 
isolation and amplifi cation  
 In general, because PCR amplifi cation is a 
highly sensitive method and susceptible to 
carryover contamination, the following fun-
damental rules should be the gold standard in 
every diagnostic molecular pathology labora-
tory. The working area should be divided in 
pre- and post-PCR sections, optimally three 
independent rooms for extracting DNA, pre-
paring the PCR, and performing the post-
PCR analysis. Each section should have 
specifi cally assigned equipment and reagents. 
Plugged pipette tips have to be used through-
out and gloves to be changed between the 
working sections. Also, during cutting the par-
affi n blocks by microtome, some rules have to 
be observed to avoid contamination between 
blocks:   
   1.    Blocks that are proposed for the same 

analysis should not be cut consecutively.   
   2.    The microtome and the working area 

should be cleaned from paraffi n material 
after each individual block.   

   3.    Depending on the type of microtome, the 
knives should be removed or relocated 
after each block.   

   4.    If the sections are mounted on slides for 
manual microdissection, the water bath 
should be cleaned regularly with fi lter 
paper and the water should be changed as 
often as possible.   
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  Note 3.     Quantity and quality of isolated DNA  
 Because the PCR result depends on the num-
ber of amplifi able fragments variable amounts 
of DNA should be used as PCR template, 
depending on both DNA quantity and extend 
of DNA fragmentation. It is strongly recom-
mended not to analyze samples with poor 
DNA quality. In such cases, additional mate-
rial (e.g., fresh frozen tissue, if available, or 
another paraffi n block) should be used.   

  Note 4.     Control reactions  
 For each amplifi cation experiment, positive 
and negative controls should be carried along. 
A sample with water instead of DNA serves 
as negative control; a positive control may be 
DNA extracted from FFPE tissue which was 
amplifi ed successfully in a previous analysis. 
The control reactions should be checked by 
agarose gel electrophoresis. The number of 
PCR cycles should not exceed 40 cycles. If 
amplifi cation failed twice, even after sample 
purifi cation, the analysis may be stopped at 
this point. The analysis can be retried with 
another paraffi n block.   

  Note 5.     Setting up HRM PCR  
 The amplicon size (the shorter the better), 
exclusion of primer dimers, salt concentra-
tion, specifi c melting products with only one 
single melting domain, and standardized 
genomic DNA isolation protocols are impor-
tant points for implementation of highly sen-
sitive HRM assays. 

 Each run should include mutated and 
wild-type DNA as controls. Primers can be 
designed with the LightCycler Probe Design 
2.0 software (Roche Diagnostics) and should 
be checked for specifi city by using the basic 
local alignment software tool (BLAST) from 
the National Center for Biotechnology 
Information (NCBI) (  http://blast.ncbi.nlm.
nih.gov/Blast.cgi    ). Performing at least dupli-
cates is necessary to minimize temperature 
differences on the microtiter plate.   

  Note 6.     Evaluation of Fragment Length Analysis  
 DNA extracted from the following cell lines 
can be used as positive controls: 
 –  Human adenocarcinoma cell line PC9, car-

rying the mutation p.E746_A750 del. 
 –  Human adenocarcinoma cell line NCI- 

H1975 (ATCC# CRL-5908), wild type for 
 EGFR  exon 19 

 If wild ty pe, PCR fragments should be 
217 bp in length for the fi rst round and 
117 bp for the second round.   

  Note 7.     Evaluation of ALK, RET, and ROS 
translocations  
 Chromosomal rearrangements with  ALK  
comprise the inversion on chromosome 2 
leading to a fusion with  EML4  and the trans-
location affecting  ALK , but not  EML4 , such 
as  ALK-TGF  or  ALK-KIF5B . Therefore, the 
use of a break-apart assay is recommended. 

 Evaluation is described here for the 
Zyto Light   ®   SPEC ALK/EML4 TriCheck™ 
(Zytovision, Bremerhaven, Germany). This 
probe system is designed to discriminate 
between  ALK  inversions and translocations. 

 The assay consists of three differently 
labelled probes, where two probes hybridize 
distal and proximal to the  ALK  gene break-
point region, respectively, and the third probe 
binds to the  EML4  gene. In an interphase 
nucleus of a normal cell, two orange/green 
fusion signals and two blue signals are expected. 
The  EML4-ALK  inversion is indicated by one 
separate green signal, one separate orange sig-
nal, and an additional blue signal. The separate 
green and orange signals each co-localize with 
a blue signal. During inversion, the 5′ part of 
 ALK  can be deleted, so the separate green sig-
nal is lost. A signal pattern consisting of one 
orange/green fusion signal, one orange signal, 
and a separate green signal as well as two blue 
signals indicate an  ALK  translocation without 
involvement of  EML4 . 

 Break-apart signals have to be detected in 
at least 15 % of nuclei. Hundred Nuclei are 
counted to detect the rearrangement. Only 
nuclei with non-overlapping signals and with 
the expected number of signals are evaluated. 
To count signals as two, they have to be sepa-
rated by at least two signal diameters. 

  ROS  has several rearrangement partners, 
and an interstitial deletion as well as a trans-
location may occur. Therefore, the use of a 
break-apart assay, which is commercially 
available, is recommended. Typical break-
apart signal patterns as described above for 
 ALK  are expected. 

  RET  inversion on chromosome 10 leads to a 
fusion between  KIF5B  and  RET . A break-apart 
assay for both genes can be used but is not yet 
commercially available for  RET . If a  KIF5B  
rearrangement is detected, involvement of 
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 ALK  has to be ruled out using the  ALK  probe 
set described above.   

  Note 8.     Evaluation of FGFR1 amplifi cation  
 The evaluation of  FGFR1  amplifi cation is 
done according to Schildhaus et al. [ 117 ], 
and is described here with the usage of the 
ZytoLight SPEC FGFR1/CEN 8 Dual Color 
Probe (ZytoVision, Bremerhaven, Germany). 
The probe specifi c for the centromeric region 
of chromosome 8 is labelled with an orange 
fl uorochrome, the probe specifi c for the gene 
region of  FGFR1  is labelled in green. 

 Some general points have to be considered 
when counting fl uorescent signals [ 117 ]:
 –    Scan the entire tumor area for hot spots of 

increased  FGFR1  copy numbers.  
 –   Count 20 tumor cell nuclei in three areas, 

either in three hot spots or in three ran-
dom areas in case of homogeneous signal 
distribution. Count cohesive tumor cells; 
do not selectively consider isolated ampli-
fi ed tumor cells from different areas.  

 –   Count only clearly distinct signals as two 
separate signals. Count  FGFR1  signal dou-
blets and triplets as one signal. In cases of sig-
nal clusters give cluster estimation in steps of 
fi ve signals, for example, 15, 20, or 25  FGFR1  
signals. Count micro-clusters as fi ve signals.    
 Green  FGFR1  and orange centromere 8 

signals are counted separately. The  FGFR1 /
CEN8 ratio, the number of cells with ≥5 and 
≥15  FGFR1  signals and the average  FGFR1  
copy number per cell are calculated. Cases 
are considered as  FGFR1  positive (“ampli-
fi ed”) under one of the following conditions:
   (1)    The  FGFR1 /CEN8 ratio is ≥2.0.   
  (2)     The average number of  FGFR1  signals 

per tumor cell nucleus is ≥6.   
  (3)     The percentage of tumor cells containing 

≥15  FGFR1  signals or large clusters is 
≥10 %.   

  (4)     The percentage of tumor cells containing 
≥5  FGFR1  signals is ≥50 %, with (1–3) 
representing a high- level and (4) a low-
level amplifi cation.           
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        Introduction 

 Classifi cation can be defi ned as an arrange-
ment of entities in a hierarchical series of 
nested classes, in which similar or related 
classes at one hierarchical level are combined 
comprehensively into more inclusive classes 
at the next higher level. A class is defi ned as a 
collection of similar entities [ 1 ]. Classifi cations 
help to make complex systems easier to 
understand and are therefore a very conve-
nient tool in complex biological systems. 
In tumor biology or oncology the UICC 
(Union for International Cancer Control) 
classifi cation, introduced by the French sur-
geon Pierre Denoix in the 1940s, was the basis 

for oncologic therapies in practice nowadays. 
However, the prognostic value of the UICC 
classifi cation system is still unsatisfactory as 
approximately 30 % of patients do not benefi t 
from clinical decisions based upon the recom-
mendations of the UICC classifi cation. One of 
the reasons may be that the UICC classifi ca-
tion is mainly based on the descriptive TNM 
(tumor, nodes, metastasis) classifi cation [ 2 ] 
and does not account for the variations in 
tumor biology which are caused by many 
molecular alterations that occur in cancer 
cells. These can be summarized into some 
essential pathways [ 3 ] which are well known 
from developmental systems [ 4 ]. From this 
point of view a molecular classifi cation of can-
cers might be a more genuine approach for 
the classifi cation of human tumors ultimately 
leading to more effective treatments. 

 Tumors are caused by genetic [ 5 ] and or epi-
genetic alterations [ 6 ]. These alterations affect 
oncogenes (gain of function) or tumor suppres-
sor genes (loss of function) which were shown 
in a plethora of experimental approaches to 
constitute the driving force of tumor develop-
ment. In a  simple model  (Table  25.1 ), altera-
tions in both groups of genes in cancer cells 
alone are suffi cient to explain the biologic 
behavior of a tumor based on the fact that 
these alterations change the functional spec-
trum of the cancer cells or their capabilities 
either actively (what the cancer cell can do) or 
passively (how cancer cells react to signals from 
the tumor environment). In such a model, it is 
suffi cient to analyze genomes and/or 
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 epigenomes of cancer cells to get a reliable 
molecular classifi cation. In a  complex model  
(Table  25.1 ), the (epi)-genetic alterations of 
cancerous cells are only part of a complex dys-
regulated  network which results in the gain of 
the hallmarks of cancer that are essential for 
tumor development [ 7 ,  8 ]. These hallmarks are 
defi ned by functional alterations in core signal-
ing pathways of living cells. Consequently, a 
more complex molecular classifi cation is 
required in this model. The analysis of tran-
scriptomes (mRNA, miRNA, ncRNA) as well 
as the proteome, taking into account the post-
translational modifi cations, are additional 
important tools in this approach [ 9 ].

      Molecular Classifi cation 
of Colorectal Cancer  

 Colorectal cancer is one of the most common 
tumors in the Western world. Colorectal 
 cancers comprise inherited familial forms 

accounting for approximately 15 % of cases 
and a sporadic form. The genetic syndromes 
are known as:
•    FAP (familial adenomatous polyposis),  
•   HNPCC (hereditary    nonpolyposis colorec-

tal cancer, the manifestation of Lynch syn-
drome in the colorectum),  

•   MUTYH (MYH) syndrome [ 5 ].    

   Functional/Biological 
Classifi cation of Colorectal 
Cancer 
      “CANCER STEMNESS” 
COLORECTAL CANCER 

 Vogelstein and his group almost single 
 handedly unraveled the genetic underpin-
nings of FAP syndrome associated colorectal 
cancer [ 10 ]. Their work led to the delineation 
of the multistep carcinogenesis model of 
colorectal cancer (Fig.  25.1 ) [ 11 ]. This model 
brought to the forefront several important 
principles:

    Table 25-1    Approaches for the molecular classifi cation of tumors. A simple model 
assumes that tumors are driven by tumor intrinsic alterations. Due to (epi)-genetic altera-
tions tumor cells gain the capability to be regulated by stroma cells. In this view it is suffi -
cient to analyze tumor- specifi c alterations which can be found by screening for mutations as 
well as the epigenetic landmarks in the genome of the tumor. A more complex model 
assumes that there is an active interaction of cancer cells with other cells in the environment 
of the tumor as well as the extracellular matrix (ECM) resulting in the alteration of the 
functional behavior of the cancer cells. (Epi)-genome-wide analyses are, in this model, only 
part of the complete picture but are insuffi cient by themselves as they do not consider the 
stromal component. Therefore, in this approach, transcriptomes (mRNA, miRNA, noncoding 
RNA) or the proteome including especially posttranslational modifi cations are additional 
tools in the molecular classifi cation of tumors   

 Molecular classifi cation 

 Model   Simple    Complex  

 Driving force  Tumor intrinsic  Tumor stroma interaction 

 Concept  Cancer is a disease of the genome  Cancer is a complex disorder of genetic alterations 
and dysregulation of cell-to-cell interactions 

 Investigation  Genome 

 Epigenome 

 Transcriptome 

  mRNA 

  miRNAome 

  Noncoding RNA 

 Proteome 

   Including : posttranslational modifi cations 
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    1.    Cancer is a disease of the genome,   
  2.    The accumulation of mutations in onco-

genes like  KRAS  and tumorsuppressor 
genes such as  APC ,  SMAD4  (chromosome 
18 related genes) and  p53  (the guardian of 
the genome) can be associated with dis-
tinct progression steps in the tumorigene-
sis of colorectal cancer,   

  3.    The same mutations are also present in 
sporadic forms of colorectal cancer.    

  Here, the tumorsuppressor gene  APC  
(adenomatous polyposis coli)—which is the 
mutated inherited gene in the FAP syn-
drome—has a pivotal role and was thus 
named the gatekeeper of colorectal cancer 
[ 10 ]. The functional role of APC was eluci-
dated by the investigation of genetically engi-
neered mouse (GEM) and cell culture models. 
When inactivating the function of APC in the 
intestinal tract of adult mice by homologous 

  Figure 25-1    Carcinogenesis models of the stem cell- and OIS types of human colorectal cancer. During the pro-
gression from normal mucosa to invasive carcinoma, early tumors accumulate mutations that change the capabil-
ity of cancer cells. Colorectal carcinoma might be separated into at least two different diseases which differ with 
respect to their way into carcinogenesis, prognosis, and response to 5-FU. The  stem cell type  arises from muta-
tions in the gatekeeper gene  APC . This is classically followed by mutations in the  KRAS  oncogene, elements of 
the TGF-β pathway and  TP53  (the guardian of the genome). The mutation in the  APC  gene leads to a Wnt signal 
independent and thus dysregulated transcriptional activity of β-catenin which shifts cancer cells into a state of 
cancer stemness. Alternatively, other genes can be involved resulting in an equivalent activation of the signaling 
pathway. The  OIS type  arises from mutations in an oncogene, most frequently  BRAF  and occasionally  KRAS . As a 
consequence the cell cycle is arrested by the upregulation of  CDKN2A  (which encodesp16 INK4a ) inducing a state 
of senescence. In parallel the DNA-methyltransferases (DNMTs) are upregulated resulting in a more (CIMP-H) or 
less (CIMP-L) heavy methylation of the genome. When  CDKN2A  is hit the cell cycle arrest is released and cancer 
cells start to proliferate. In parallel, the expression of caretaker genes like  MLH1  or  MGMT  is also affected result-
ing in a genome-wide instability of these tumors. As secondary events, signal pathways that are shared with the 
stem cell type are [e.g., the Wnt signaling pathway (APC)] are also affected in the OIS type. However, the OIS type 
does not switch into the stem cell type of colorectal cancer indicating that the type of gatekeeper mutation as 
well as the temporal acquisition of mutations are important elements in the tumorigenesis process.  Blue  tumor-
suppressor gene,  red  oncogene,  yellow  affected function       
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recombination of the  APC  gene, affected ani-
mals developed adenomas in their intestine 
[ 12 ]. Moreover, as proposed by the multistep 
carcinogenesis model, the combination of 
mutations in more than one driver gene like 
 APC  and  KRAS  [ 13 ] or  APC  and  TP53  [ 14 ] 
resulted in more aggressive forms of colorec-
tal cancers. 

 The APC protein is the central regulatory 
element of the canonical WNT/β-catenin 
 signaling pathway which regulates the cellular 
stability of β-catenin [ 15 ]. β-catenin is an 
ambivalent protein [ 16 ,  131 ]. On the one 
hand it supports, as an integral component of 
the zonula adherens together with E-cadherin, 
the epithelial phenotype. On the other hand 
β-catenin acts in the nucleus as a transcription 
factor (Table  25.2 ). In this context, β-catenin 
induces and maintains stemness of adult stem 

cells in the intestinal crypts [ 15 ] as well as the 
 stemness of cancer stem cells [ 36 ,  37 ]. 
β-catenin is also responsible for the induction 
of EMT (epithelial-mesenchymal transition) 
[ 38 ,  132 ] which is known to induce cancer 
stemness [ 39 ]. Thus, nuclear β-catenin is also 
an essential prerequisite for metastasis [ 36 , 
 40 ] (Table  25.2 ). As expected, colorectal can-
cers which are characterized by markers of 
stemness as well as nuclear β-catenin develop 
distant metastases at a very high rate [ 41 ].

      “ONCOGENE-INDUCED SENESCENCE 
(OIS)” COLORECTAL CANCER 

 Colorectal cancers arising in the setting of 
HNPCC (Lynch syndrome) are character-
ized by the presence of genetic alterations 
in one of the caretaker genes of the DNA 

     Table 25-2    Molecular classifi cation of    colorectal cancers. On the basis of the initial event 
(gatekeeper) two different pathways of colorectal carcinogenesis can be distinguished. 
Alterations in the tumor suppressor gene  APC  result in the induction of a cancer stem 
cell-like phenotype which is driven by the activity of the transcriptional factor β-catenin 
resulting in a change of the genetic profi le of cancer cells as well as phenotypic and func-
tional changes. Activation of the  BRAF  and, to a lesser extent, the  KRAS  oncogenes result 
in a strong or weak activation of DNA methylation respectively which leads to the develop-
ment of CIMP which, in turn, results in the loss of gene expression. Here, mainly tumor 
suppressor genes like the cell cycle inhibitor  CDKN2A  and/or caretaker genes like  MLH1  or 
 MGMT  are affected, leading to genomic instability   

 Type  Stemness  Oncogene-induced senescence 

 Initial event 
( gatekeeper gene 
alteration ) 

 APC  BRAF  KRAS 

 Mechanism  β-catenin-dependent gene expression  Methylation 

 CIMP-H  CIMP-L 

 Impact on   Proliferation : cMyc [ 17 ], cyclin D 1  
[ 18 ,  19 ], p16 INK4a  [ 20 ] 

 p16 INK4a-off  
→ proliferation 

  Infi nite replication : TERT [ 21 ,  22 ]  MLH1 off  
 MSH-H 

 MGMT off  
 DNA instability   EMT : Snail [ 23 ], Twist [ 24 ], ZEB1 

[ 25 ], fi bronectin [ 26 ], vimentin 
[ 27 ] 

  Migration, invasion : MMP7 [ 28 ], 
laminin-5γ2 [ 29 ], MT-MMP-1 
[ 24 ], uPA [ 30 ], uPAR [ 31 ], 
tenascin C [ 32 ] 

  Cancer stem cell marker : CD44 [ 33 ], 
CD133 [ 34 ], CD166 [ 34 ], LGR5 
[ 35 ] 

 Clinical behavior  Bad prognosis  Good prognosis 

418  |  Andreas Jung, Ralph Hruban



mismatch repair system (MMR); primarily 
 MLH1 ,  MSH2 ,  MSH6,  or  PMS2  [ 5 ]. Cancer 
cells with such alterations are no longer able 
to repair defects in short repetitive 
sequences known as microsatellites. 
Microsatellite defects frequently occur dur-
ing DNA replication and during genome 
maintenance. As a result, colorectal cancers 
in Lynch syndrome patients are character-
ized by accumulation of microsatellite 
mutations and are designated as microsatel-
lite instability-high (MSI-H) in contrast to 
colorectal tumors that are characterized by 
microsatellite stability such as tumors of the 
stemness type which are termed microsatel-
lite stable (MSS) [ 42 ]. Because microsatel-
lites are also found in the coding regions of 
genes [ 43 ] this defect results in a hypermu-
tated phenotype [ 3 ,  9 ,  44 ]. 

 In contrast to the parallelism of  APC  gene 
mutations in inherited FAP and sporadic 
cases, mutations in the DNA mismatch repair 
genes have not been detected in sporadic 
forms of MSI-H cancers. Instead in sporadic 
MSI-H colorectal cancers, methylation of the 
promoter/exon 1 region of the  MLH1  gene 
rather than mutation of the gene is responsi-
ble for the downregulation of its transcrip-
tional activity [ 45 ]. This difference can be 
used to differentiate sporadic MSI-H 
 colorectal cancers from HNPCCs [ 45 ]. 
Besides methylation of the  MLH1  gene many 
other genes are also found to be methylated 
in their regulatory promoter/exon 1 regions 
which are enriched for CG nucleotides 
(CpG islands). As the mammalian DNA- 
methyltransferases (DNMT-1, DNMT-3a, 
DNMT-3b) methylate the cytosine base in 
CG dinucleotides, CpG islands are frequently 
methylated in MSI-H cancers. This pheno-
type was therefore named CIMP (CpG island 
methylator phenotype). 

 The underlying molecular mechanisms of 
the CIMP were unlocked using GEM models. 
Activating mutation of the protooncogene 
 BRAF  in the adult mouse intestine initially 
was found to be associated with a signifi cant 
increase in the proliferation rate and growth 
of the normal mucosa. Affected cells appeared 
to subsequently counteract this oncogenic 
activation by the induction of senescence, a 
process known as oncogene-induced senes-
cence (OIS), that is usually mediated by the 
upregulation of the cell cycle inhibitor 

p16 INK4a  encoded by the  CDKN2A  gene [ 46 ]. 
In the GEMs the resulting OIS was spontane-
ously followed by the neoplastic transforma-
tion of the cancer cells leading to the 
development of the invasive carcinoma phe-
notype [ 47 ,  48 ]. The latter neoplastic trans-
formation is accompanied by upregulation of 
 DNMT  transcriptional activity which results 
in the methylation of the promoter/exon 1 
region of the  CDKN2A  gene and many other 
genes (CIMP). The epigenetic silencing and 
loss of the  CDKN2A  expression release the 
blockade of cell cycle progression [ 47 ]. 
Interestingly, the above complex process was 
not induced when  KRAS  oncogene activa-
tion, rather than  BRAF , was introduced in the 
mouse intestinal model [ 49 ]. These fi ndings 
are in line with the observation that  BRAF  
mutations are common (46 %) in sporadic 
hypermutated colorectal cancers of the 
MSI-H type whereas  KRAS  mutations are 
mostly encountered in MSS colorectal can-
cers (43 %) [ 3 ]. Interestingly, colorectal 
tumors that arise via the OIS molecular 
mechanism display a very characteristic early 
growth pattern were the glands acquire a ser-
rated architectural pattern. Thus, this type of 
colorectal cancer has been referred to as “ser-
rated” [ 50 ,  51 ]. 

 Clinically, sporadic MSI-H tumors also 
differ from their MSS relatives. When com-
paring the overall survival of patients with 
MSI-H and MSS colorectal cancers it became 
evident that patients with MSI-H tumors 
enjoy a signifi cantly longer survival. When 
comparing the distribution of MSI-H and 
MSS cancers with regards to pathologic 
stage, MSI-H tumors are underrepresented 
in the stage IV category (27.9 % MSS, 7.9 % 
MSI- H) [ 41 ,  52 ]. Likewise, only a minority 
of MSI-H are associated with liver metasta-
ses (less than 2.7 %) [ 53 ]. This tendency of 
MSI-H colon cancers to be of earlier stage 
has argued for adopting a less-intensive ther-
apy protocol. Furthermore, MSI-H colorec-
tal cancers are less likely to be responsive to 
5- fl uorouracil (5′ FU) monotherapy as, for 
example, shown in the prospective trial by 
Jover et al. [ 54 ] (Table  25.2 ). This clinical 
resistance to 5′ FU therapy has been sub-
stantiated at the experimental level. 
Colorectal cell lines with a defect in the mis-
match repair system due to loss of expres-
sion of  MLH1  show resistance against 5FU 
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treatment. This resistance is abrogated upon 
recovering  MLH1  gene expression by trans-
fection strategy [ 55 ]. 

 The loss of expression of the  MLH1  gene is 
due to methylation of its promoter/exon 1 
region. Thus, there is an overlap between 
MSI-H and the CIMP [ 45 ] (Fig.  25.1 ). Given 
the random nature of DNA methylation 
throughout different genes, some CIMP 
colorectal cancers do not necessarily undergo 
methylation of the  MLH-1  gene and there-
fore are not MSI-H. The latter accounts for 
the incomplete overlap of CIMP and MSI-H 
colorectal cancers [ 50 ,  56 ] and led to the gen-
eration of several CIMP/MSI subgroups in 
the Jass classifi cation system [ 50 ]. 
Additionally, not all MSI-H colorectal cancers 
show a mutation of  BRAF  [ 56 ] indicating 
that other oncogenes besides  BRAF  might be 
responsible for the induction of OIS.  

   MUTYH/MYH COLON CANCER 

 Germline mutations in the  MUTYH  gene are 
associated with a recessive form of familial 
adenomatosis in which  APC  germline muta-
tion is lacking. These patients develop signifi -
cantly fewer polyps compared to the classical 
FAP syndrome. Mutations in the  MUTYH  
gene result in the occurrence of transversions 
(C-G → A-T) which eventually also affects 
the  APC  gene itself. The  MYTYH  gene 
encodes a DNA glycosylase that excises ade-
nine bases from the DNA backbone as an 
integral part of the DNA base excision repair 
system [ 57 ,  58 ].  

   OTHER TYPES OF COLORECTAL 
CANCER 

 Mechanisms other than methylation of the 
 MLH-1  or  MGMT  genes have been unveiled 
that are responsible for a mutator genotype in 
a subset of colorectal cancers. This is exempli-
fi ed by the occurrence of  POL-E  (DNA poly-
merase ε) gene mutations [ 3 ] which might 
lead to errors during DNA replication and 
subsequent accumulation of mutations. These 
tumors show a hypermethylator phenotype 
as their mutation rate is up to 50 fold higher 
(100–500 mutations per million bp) than in 
MSI-H tumors (10-100 mutations per mil-
lion bp) [ 3 ]. Given that this type of mutation 
has only been identifi ed recently, the clinical 

and pathological characteristics including 
morphologic features, survival and response 
to therapies are not well defi ned at this time.   

   Genotype-Based Classifi cation 
of Colorectal Cancer: 
Next- Generation Sequencing 
 The development of next-generation 
sequencing (NGS) platforms have made it 
possible to achieve a more detailed genotyp-
ing of a larger number of colorectal tumors 
[ 3 ,  44 ,  59 – 61 ]. Large-scale whole exome 
sequencing (WES) studies have not only 
allowed for the discovery of common pat-
terns in colon cancer genetic alterations but 
also elucidated the signifi cant variations in 
the set of genetic mutations underlying a 
given colon cancer on an individual patient 
level. A genetic landscape of colon cancer has 
thus emerged where repeated alterations can 
be depicted as hills and mountains based on 
their frequency of occurrence [ 9 ,  61 ]. 
Mountains were represented by mutations 
that are found in the majority of investigated 
tumors whereas hills represented low fre-
quency mutations found in fewer tumors. 
A reassuring fi nding of WES studies in colon 
cancer is the fact that all four of the originally 
identifi ed genes implicated in the above 
described multistep carcinogenesis model 
( APC ,  KRAS ,  SMAD4 ,  TP53 ) represented 
salient mountains in the colorectal cancer 
genetic landscape. On average, an individual 
colorectal cancer contained approximately 
50–70 events. Evidently, not all of these 
mutations are equally crucial for cancer 
development. Some represented polymor-
phisms or were found in regions of the 
genome without known attributable func-
tion. Such mutations were referred to as “pas-
senger mutations,” in contrast to those 
alterations that involved genes which were 
expected to be essential for the tumor pro-
gression and were thus named “driver muta-
tions” [ 9 ]. It is these driver mutations that are 
usually represented in the mountains and 
hills of the landscape. In colorectal cancer, 
seven to eight such driver mutations are oper-
ational in a given tumor [ 9 ,  61 ]. Furthermore, 
the driver mutations could be assigned to 12 
signaling pathways which regulate the three 
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core cellular processes: cell fate ( APC ), cell 
survival ( KRAS ,  SMAD4 ), and genome main-
tenance ( TP53 ) (Fig.  25.2 ) [ 9 ].

   Recent fi ndings from the unsupervised clus-
tering of the mutational data of 276 colorectal 
tumors [ 3 ] revealed two subgroups of colorec-
tal cancers which differ with respect to their 
mutation rates. The larger group (85 %) dis-
played a mutation rate of less than 8.24 per 
10 6  bp (median: 54 mutations per tumor) 
whereas the other group (15 %) was character-
ized by more than 12 mutations/10 6  bp 
(median: 728 mutations per tumor). The latter 
group was defi ned by silencing of the  MLH-1  
or  POLE  genes. The two groups were named 
non-hypermutated and hypermutated, respec-
tively. The most frequently mutated genes in 
the non- hypermutated group were  APC ,  p53 , 
 KRAS ,  PI3KCA ,  FBXW7 ,  SMAD4 ,  TCF7L2 , 
 NRAS ,  CTNNB1  ( β-Catenin ),  SMAD2 ,  WTX  
( FAM123B ), and  SOX9 . The mutations in 
these genes resulted in either a change in an 
amino acid or a nonsense mutation. These 
tumors also harbor chromosomal and subchro-
mosomal alterations like gains in the chromo-
some arms 1q, 7p, 7q, 8p, 8q, 12q, 13q, 19q, 
20p, and 20q as well as deletions in 1p, 4q, 5q, 
14q, 15q, 17p, 17q, 18p, 18q, 10, and 22q [ 62 ]. 
The subchromosomal alterations affected 

 FHIT ,  RBFOX1 ,  SMAD3 ,  SMAD4 ,  APC , 
 PTEN ,  WWOA , and  TCF7L2  by deletion and 
 IGF2 ,  TH  ( tyrosine hydroxylase ),  ASCL2 , 
 WHSC1L1 ,  MYC ,  ERBB2 , and  mir-483  by 
amplifi cation. Translocations were found for 
 R-Spondin , a gene involved in the Wnt-
signaling pathway [ 44 ]. A different spectrum 
of mutations was present in the hypermutated 
group of colorectal cancers. Here,  ACVR2A , 
 APC ,  TGFBR2 ,  BRAF ,  MSH3 ,  MSH6 , 
 MYO1B ,  TCF7L2 ,  CASP8 , and  SLC9A9  were 
mutated in the majority of cases. 

 The above fi ndings points to the fact that 
colorectal tumors in the two groups develop 
through different sequences of genetic events. 
One of the major challenges is now to iden-
tify experimental and/or bioinformatic algo-
rithms that will elucidate the role of this 
multitude of genetic alterations. This is espe-
cially the case for mutations in the hypermu-
tated cancer group where it remains diffi cult 
to categorize a given mutation as occurring 
by chance (passenger) or as being a driver 
mutation [ 63 ], as was shown for the  TCF7L2  
gene [ 64 ]. At this point, classifying the found 
genetic alterations per their biologic path-
ways could be of help. Thereby mutations 
found in one tumor are assigned to one or 
more pathways where the gene product is 

  Figure 25-2    Core cellular processes and hallmarks of cancer. ( a ) The three core cellular processes (1) cell survival, 
(2) cell fate, and (3) genome maintenance (outer ring) are regulated by 12 signaling pathways. ( b ) For the full 
transformation of a tumor each of the indicated 10 hallmarks of cancer must be activated. For some of them, such 
as replicative immortality there is only a limited number of mechanisms present (telomerase activation or ALT—
alternative lengthening of telomeres) whereas others such as sustaining proliferative signaling can be activated 
by a multitude of different genes and thus mechanisms. ( a ) from [ 9 ], ( b ) from [ 8 ]       
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known to have a fundamental role. Adopting 
such an approach, it became evident that the 
Wnt, MAPK and PI3K, TGFβ and p53 path-
ways were the leading pathways affected in 
colorectal cancers independent of their 
hypermutated or non-hypermutated sub-
group assignment. An intriguing fi nding in 
the majority of tumors was the occurrence of 
 MYC  activation, a known target of the Wnt- 
signaling [ 17 ] pathway that plays a pivotal 
role not only in colorectal cancer but in most 
human tumors [ 65 ]. 

 As sequencing technologies continue to 
evolve in effi ciency and accuracy and become 
lower in cost, the genomic landscape of colon 
cancer will be further brought into focus. 
The 1000 genome project and other large-
scale initiatives might help shed more light 
on the genomic alterations of colon cancer 
and help further classify tumors based on 
alterations in signaling pathway activities. 
Genome-wide analysis of colorectal cancer 
will provide a plethora of data that can be 
mined in relation to clinicopathologic corre-
lates such as response to specifi c therapies, or 
presence/absence of metastases, and can help 
address pressing management issues such as 
the need for adjuvant therapy in stage II 
disease.  

   Classifi cation of Colorectal 
Cancer on the Basis 
of Expression Data 
 In the late 1990s Robert Weinberg intro-
duced a novel concept for understanding car-
cinogenesis from a functional perspective. By 
interrogating the steps required for a normal 
cell to become neoplastically transformed, 
Weiberg and his group delineated core sig-
naling pathways involved [ 66 ]. To further 
account for the fact that tumors are complex 
structures of cancer cells, intratumoral host 
cells, and the extracellular matrix (ECM) the 
core signaling pathways were modifi ed to a 
system of functional classifi cation that 
includes cancer cell intrinsic functions as 
well as their reciprocal interactions with the 
environment. The classes of this classifi cation 
system are known as the hallmarks of cancer 

[ 7 ,  8 ]. This concept introduced a paradigm 
shift from an organ-specifi c classifi cation sys-
tem for cancer to a functionally based classi-
fi cation. The model anticipated that tumors 
with comparable genetic signaling alterations 
can be treated by the same class of targeted 
therapeutics. A vivid example of such 
approach is the treatment of mammary as 
well as gastric carcinomas with the anti-
Her2-targeted antibody trastuzumab 
(Herceptin ® ) based on amplifi cation of 
Her2 in both tumor types [ 67 ,  68 ]. Because 
the hallmark model is based on functional 
classes, data from expression profi ling (tran-
scriptome, proteome) can also be used as it is 
possible to assign changes in the expression 
levels of genes to pathways, or the hallmarks, 
independent of the knowledge of the (epi)-
genetic status of the gene. 

 Approximately 100 transcriptome analy-
ses of colorectal cancer have been com-
pleted with results publicly available in the 
Genome Omnibus (GEO;   http://www.ncbi.
nlm.nih.gov/geo/    ). Eight of these involved 
more than 100 cases each resulting in a total 
of 1,181 cases analyzed where annotated 
clinicopathological correlates were also 
available. Like other expression profi le stud-
ies, these studies suffer from the major limi-
tation inherent in transcriptome and 
proteome analysis, namely the lack of robust 
reproducibility. Different sets of differen-
tially expressed genes have been found by 
different groups, which most likely is due to 
technical factors affecting the reproducibil-
ity of gene expression data. In contrast to 
relatively stable epigenetic and genetic 
alterations, variations in decay rate of RNA 
and protein or posttranslational modifi ca-
tions pose major technical hurdles to expres-
sion analysis. These have to be considered 
during probe sampling and in the interpre-
tation of aggregate data [ 69 ]. Another 
important factor is the plasticity of tumors 
and cancer cells [ 37 ,  40 ,  70 ,  71 ]. Thus, dif-
ferent areas of the same tumor are differen-
tially infl uenced by the environment and as 
a consequence may give different expres-
sion result output [ 72 ]. All these limitations 
render gene expression data sets in colon 
cancer of limited value at this time.   
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   Current Molecular Genetic 
and Genomic Tests 
in Colorectal Cancer  

   Evaluation of Mismatch Repair 
Defective Colorectal Cancer 
and Identifi cation of Lynch 
Syndrome 
 As discussed above, loss-of-function defects 
in MMR genes occur in approximately 15 % 
of all colorectal cancers. These tumors display 
characteristically high levels of microsatellite 
instability that can be exploited in the identi-
fi cation of this molecular subset of colorectal 
tumors. Most MMR-defi cient (dMMR) 
colorectal cancers are sporadic and identify-
ing them carries a prognostic (i.e., better 
prognosis stage by stage) and therapeutic 
(i.e., resistance to 5-fl uorouracil chemother-
apy) signifi cance. The grave implications of 
identifying the less prevalent but equally 
important subset (15–20 %) of familial 
dMMR colorectal cancers that occur as part 
of inherited Lynch [hereditary non-polyposis 
colon cancer (HNPCC)] or Muir-Torre syn-
dromes are self-evident. High penetrance of 
colorectal cancer in carriers of a germline 
MMR gene mutation further underlines the 
importance of accurately recognizing index 
tumors. Several approaches have been pro-
posed to facilitate such identifi cation, includ-
ing family-based (Amsterdam II criteria) 
[ 73 ], patient/family-based (Revised Bethesda 
criteria) [ 74 ], morphology-based [ 75 ], mic-
rosatellite-based, and immunohistochemistry 
(IHC)-based screening strategies [ 76 ]. None 
of these individually detect all germline 
mutation carriers [ 45 ]. Thus, algorithms 
including multiple concurrent test strategies 
have to be used and screening should be 
applied to all patients with newly diagnosed 
colorectal cancers if proper management of 
dMMR cancers and comprehensive screening 
of Lynch syndrome is to be achieved. Such an 
approach would assure increased detection 
of inherited and de novo germline mutations 
to guide family screening. A recent white 
paper issued by the Association for 
Molecular Pathology (AMP) outlines such 

recommendations and recommends that all 
new colorectal cancers should be classifi ed 
into sporadic MMR-profi cient, sporadic 
dMMR, or Lynch dMMR subgroups [ 45 ]. 

   DETECTION OF SPORADIC dMMR 
COLORECTAL CARCINOMA 

 Sporadic dMMR colorectal adenocarcinoma 
usually presents in the proximal colon and 
cecal region. It is more common in older 
patients and has a female predilection. 
Morphologically these cancers are character-
ized by an expansive growth pattern, muci-
nous differentiation, presence of 
tumor-infi ltrating lymphocytes, and absence 
of intraglandular “dirty” necrosis. The pres-
ence of three of the above features will iden-
tify sporadic dMMR cancers with a sensitivity 
of 98 % and a specifi city of 48 %. Similarly, 
MSI-H colorectal cancers can be predicted by 
the presence of any one of seven clinicopath-
ologic features including: advanced age, prox-
imal location, and the histomorphologic 
features described above. 

 Immunohistochemical evaluation of MMR 
proteins and MSI evaluation are helpful 
approaches in identifying sporadic dMMR 
colorectal cancers. Loss of MLH1 protein is 
found in 96 % of such tumors whereas MSI-H 
is encountered in 99 % of cases [ 77 ,  78 ]. Most 
importantly, the two methods complement 
each other: all colorectal cancers with promo-
tor hypermethylated  MLH1  could be identi-
fi ed by combining the two methods [ 79 ,  80 ]. 
Therefore, for accurate detection of sporadic 
dMMR colorectal cancer, both MSI and MMR 
protein immunohistochemical evaluation 
should be adopted in combination. Finally, a 
 BRAF  c.1799T > A mutation is expected in 
46 % of sporadic dMMR cancers [ 3 ]. 
Therefore, the presence of this mutation vir-
tually excludes Lynch syndrome and supports 
the diagnosis of sporadic dMMR. It is impor-
tant to remember, however, that the absence 
of the  BRAF  c.1799T > A mutation only 
increases the likelihood of Lynch syndrome, a 
diagnosis that will require supporting clinical 
features and family history in addition to con-
fi rmatory sequencing and/or deletion germ-
line testing [ 45 ].  
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   DETECTION OF FAMILIAL dMMR 
COLORECTAL CARCINOMA (LYNCH 
SYNDROME) 

 MSI testing is estimated to detect Lynch syn-
drome with a sensitivity of 89 % for  MLH1  
mutation, 90 % for  MSH2  mutation, and 
76 % for  MSH6  mutation. Colorectal Family 
Registry data revealed that only 0.3 % of 
dMMR show MMR protein loss without 
associated MSI-H. Assuming that most of the 
individuals in this data set are Lynch syn-
drome patients, MSI criteria alone would 
miss the diagnosis in 0.3–10 % of new Lynch 
syndrome patients. In contrast, immunohisto-
chemical assessment of MMR proteins 
expression is estimated to detect Lynch syn-
drome with a sensitivity of 81 % for  MLH1  
mutation, 88 % for  MSH2  mutation and 76 % 
for  MSH6 . Based on the data from the 
Colorectal Family Registry where 11 % of 
dMMR cancers showed MSI-H without 
demonstrable associated immunohistochemi-
cal loss of MMR protein and with the assump-
tion that most of these pertained to Lynch 
syndrome patients, immunostains alone 
would miss 11–12 % of new Lynch syndrome 
patients [ 76 ,  81 ,  82 ]. This is, in part, based on 
the fact that some mutations present in the 
examined genes do not abolish protein 
expression, and are therefore not detected by 
this method. 

 Neither MSI testing alone nor immunoex-
pression analysis for MMR proteins alone has 
a sensitivity of 100 % for detection of germ-
line MMR gene mutations. However, the two 
assays used in combination would be able to 
identify all Lynch syndrome cases, as shown 
in cumulative data from a total of 3,369 
patients [ 76 ,  77 ,  79 ,  80 ]. 

 Whereas sequencing of germline DNA to 
detect germline mutations in MMR genes is 
the most sensitive and specifi c single strategy 
to identify Lynch syndrome patients with an 
estimated sensitivity of 99.5 % and a specifi c-
ity of 99.96 % for the sequencing method, the 
required cost and effort associated with 
sequencing is best reserved for cases where an 
algorithm like the one suggested below would 
fail to resolve the diagnosis. In addition, a 
 substantial fraction of mutations cannot 
be detected by direct sequencing because 
they are larger rearrangements that require 

 deletion/duplication analysis by MLPA (mul-
tiplex ligation-dependent probe amplifi ca-
tion) or other methods.  

   ALGORITHMIC STRATEGIES 
TO DETECT AND CATEGORIZE dMMR 
COLORECTAL CANCERS 

 The incomplete sensitivity of any single test 
alone to detect Lynch syndrome patients, as 
described above, lends support to the adop-
tion of a multitest screening algorithm strat-
egy. Almost all dMMR CRC will be detected 
by using a combination of MSI and IHC. Once 
a tumor is defi ned as dMMR, demonstrating 
loss of protein expression of MSH2/MSH6, 
MSH6 alone, or PMS2 alone increases the 
likelihood of Lynch syndrome. In contrast, 
the concomitant demonstration of high CIMP 
and  MLH1  promotor hypermethylation will 
point to a diagnosis of sporadic dMMR can-
cer. Detection of the  BRAF  c.1799T > A 
mutation excludes the diagnosis of Lynch 
syndrome. As outlined in Fig.  25.3 , the con-
current use of MSI testing, MMR protein 
IHC, and  BRAF  c.1799T > A mutation analy-
sis would detect almost all dMMR CRCs, 
would classify 94 % of all new CRCs into 
three relevant MMR subgroups (i.e., sporadic 
dMMR, MMR-profi cient, and Lynch syn-
drome), and would guide secondary molecu-
lar testing of the remainder of the cases for 
more complex hypermethylation, sequenc-
ing, and deletion testing [ 45 ].

       Predictive Markers of Response 
to Targeted Therapeutics 
 The recent development of therapeutic anti-
bodies and small molecules agents that are 
based on the accumulated knowledge of the 
composition and function of signaling path-
ways in colorectal carcinoma has brought the 
therapy of colorectal cancer into the new age 
of personalized therapy. The new therapeutic 
strategies differ from the classical ones in that: 
(1) novel therapeutic agents act with a spe-
cifi c mechanism by targeting a tumor- specifi c 
structure and (2) it is theoretically possible to 
predict the individual tumor response to a 
given agent based on the analysis of the signal-
ing pathway of the targeted molecule. 
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   TARGETED ANTI-EGFR TREATMENT: 
TESTING FOR MUTATIONS 
IN THE KRAS AND NRAS GENES 

 The effi cacy of therapeutic antibodies target-
ing the epidermal growth factor receptor 
(EGFR) in treating colorectal cancers is now 
established as a standard of care as indicated 
in the National Comprehensive Cancer 
Network (NCCN) guidelines in the USA, and 
in others. In one of the fi rst clinical studies 
addressing the identifi cation of predictive bio-
logic markers of response to anti EGFR treat-
ment in colon cancer, Lievre et al. postulated 
a potential role for  KRAS  status assessment 
[ 83 ]. This was based on the fact that in 
colorectal cancer, EGFR mainly activates the 
intracellular RAS/RAF/MAPK pathway as 
one of its downstream signaling transduction 
pathways. Therefore, it seemed rational that 
anti-EGFR-directed antibodies would not be 
effective in patients harboring tumors with a 

mutated (MUT)  KRAS  oncogene (that will be 
constitutively activated) as found in approxi-
mately 40 % of cases. This hypothesis was sub-
sequently proven in several clinical studies 
addressing different anti-EGFR classes of anti-
bodies including cetuximab (erbitux ® ) and 
panitumumab (vectibix ® ), either in mono-
therapy or in combination with standard che-
motherapeutic backbone therapies like 
FOLFOX (folic acid, 5-fl uorouracil, oxalipla-
tin) or FOLFIRI (folic acid, 5- fl uorouracil, 
 irinotecan) [ 84 – 87 ]. These studies revealed 
that patients with MUT  KRAS  affecting 
codons 12, 13, and 61 of exon 2 did not 
respond and, in fact, could potentially be 
harmed by anti-EGFR-targeted therapies. 
Conserved missense mutations in codons 12, 
13, and 61 result in prolonged binding of gua-
nosine triphosphate (GTP) and constitutive 
activation of the KRAS protein. Thus, MUT 
 KRAS  status became a negative predictive 

  Figure 25-3     Colorectal cancer characteristics . Association for Molecular Pathology (AMP) proposed testing strat-
egy and possible test outcomes, downstream additional testing, subgroup assignment, prognosis, and prediction 
of therapeutic response [ 45 ]       
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biomarker which is nowadays  routinely tested 
when planning for such therapeutic strategy 
in patients with colorectal cancer. 
Unexpectedly, about 40 % of the patients 
with wild-type (WT)  KRAS  also failed to 
respond to anti-EGFR-targeted therapies 
[ 84 ]. More recently, it became evident that 
other mutations in exons 3 and 4 of the  KRAS  
gene as well as in exons 2–4 of the  NRAS  
oncogene are partially responsible for the lack 
of response in that subset and should also be 
tested, as negative predictive biomarkers for 
anti-EGFR-targeted therapies [ 88 ]. Together, 
the currently known mutations identify 
approximately 50 % of colorectal cancer 
patients who should not be offered anti-EGFR 
therapies. 

 The  BRAF  (B-type  RAS  associated factor) 
specifi c activating transversion mutation, 
c.1799T > A (p.V600E) accounts for most 
 BRAF  mutations associated with human can-
cers, including 10–46 % of colon cancers. 
Counterintuitively, mutations in the  BRAF  
and  PI3K-CA  (phosphatidyl-inositol-3-ki-
nase catalytic subunit alpha) genes did not 
show predictive value for anti-EGFR 
response. Instead, mutations in these genes 
are indicators of a signifi cantly worse progno-
sis in the setting of metastastatic colorectal 
cancer [ 87 ,  88 ]. The fact that  BRAF  muta-
tions are encountered in approximately half 
of MSI-H colorectal cancers [ 3 ] and is an 
indicator of good prognosis [ 52 ] in that set-
ting further highlights the reality that the 
interactions of the signaling pathways in 
colorectal oncogenesis are yet to be com-
pletely understood and that the context and 
the timing of a given mutation could be para-
mount for its actual role. 

 A multitude of technical approaches have 
been successfully used for the evaluation of 
 RAS  and  BRAF  mutational status in colorec-
tal carcinoma. These include laboratory 
developed tests (LDTs) as well as several 
commercially available/FDA cleared or 
approved assays [ 89 ]. Different sequencing 
approaches have been used including Sanger 
sequencing, pyrosequencing, and more 
recently NGS. Other methods include 
ARMS ® -PCR (amplifi cation refractory muta-
tion system, also known as allele-specifi c 
PCR), hybridization, high resolution melting 
(HRM) analysis, SSCP (single strand confor-
mational polymorphism), RPCR (restriction- 

based PCR) and FPCR (fl ip PCR) [ 90 – 95 ]. 
These techniques differ by their intrinsic 
technical sensitivity [ 96 ]. Sanger sequencing, 
a technique that is considered the gold stan-
dard, is one that requires a relatively high 
mutant allele percentage to be present within 
the tested tumor (15–20 %). Superior sensi-
tivity is expected with methods based on 
allele-specifi c PCR where 1 % or less in 
mutant alleles could be detected, an advan-
tage that allows for identifi cation of target 
mutations in biopsy or pathologic specimens 
with low tumor burden. Sensitivity limits 
could be circumvented by enriching the por-
tion of tumor cells in a tested sample by mac-
roscopic- or laser capture microdissection. 
Involvement by the surgical pathologist in 
selecting an optimal specimen and area for 
microdissection, together with an estimation 
of tumor cell proportion is now an integral 
part of the analysis process. A “ring trial” 
approach can be used as a part of the quality 
assurance process during validation of a newly 
adopted method [ 97 ]. To reduce the costs 
and efforts required for the analysis, consider-
ation should be given to fi rst assessing muta-
tions in exon 2 of the  KRAS  gene and limiting 
subsequent assessment of additional  KRAS  
and  NRAS  exons (exons 3, 4 and exons 2–4, 
respectively) to tumors where wild-type 
(WT)  KRAS  exon 2 is initially found (60 % of 
tumors). NGS platforms have been making 
their transition into the diagnostic realm for 
evaluating somatic mutations in large panels; 
however, these platforms are often as yet not 
easily accessible or cost-effective for single 
gene assays and require sophisticated bioin-
formatics for analysis.  

   OTHER “TARGETED” THERAPEUTIC 
STRATEGIES 

 The protective effect of NSAIDs 
(Nonsteroidal Anti-Infl ammatory Drugs) use 
on the development of cancer in the intesti-
nal tract has long been revealed. The underly-
ing molecular mechanism is thought to be 
that prostaglandin E2 (PGLE2) increases the 
activity of the Wnt-signaling pathway [ 98 ] 
and therefore exerts tumor promoting effects 
in the bowel. Consequently, inhibition of 
cyclooxygenase enzymes (COX-1 and -2) 
was contemplated as a potential therapy 
approach for colorectal tumors because both 
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enzymes play a key role in prostaglandin bio-
synthesis. However, due to their signifi cant 
side effects, COX-2 inhibitors were not 
implemented into the therapeutic schemes 
[ 99 ]. Given that the PI3K/AKT/mTOR sig-
naling pathway was shown to activate the 
COX-system, more recently, colorectal 
tumors with activation of this pathway by 
activating mutations in the PI3KCA gene 
(19 %) [ 100 ] have been suggested to be a 
subset that might profi t from the application 
of NSAIDs like aspirin, which was subse-
quently shown in an epidemiologic study 
[ 101 ]. This intriguing approach will, of 
course, have to be prospectively validated in a 
randomized clinical study. 

 Finally, in addition to targeting of the 
EGFR, the VEGFR (vascular endothelial 
growth factor receptor) has been targeted in 
colorectal cancer by agents like bevacizumab 
(Avastin ® ). Unfortunately no predictive bio-
marker is currently available for evaluating 
bevacizumab response [ 102 – 104 ].    

   Molecular Classifi cation 
of Pancreatic Cancer  

 As a better understanding of the genetic 
alterations in pancreatic cancer emerges, it is 
becoming clear that a new molecular-based 
classifi cation is possible [ 105 ,  106 ]. This clas-
sifi cation does not discard the well-tested 
morphologic classifi cation system that has 
been developed and tested over many decades 
by expert pathologists; instead, this classifi ca-
tion system integrates morphology and 
molecular fi ndings into a cohesive system 
with prognostic and therapeutic implications. 
Here we present a few examples that high-
light the value of adding molecular fi ndings to 
the existing morphologic classifi cation of 
pancreatic cancer. 

   Undifferentiated Carcinomas 
of the Pancreas 
 In the past, carcinomas of the pancreas with 
no clear direction of differentiation were 
lumped together under the designation “undif-
ferentiated carcinoma,” and patients with one 

of these neoplasms were given an extremely 
poor prognosis [ 107 ]. It is now recognized 
that several molecularly distinct neoplasms 
can have an undifferentiated morphology, and 
that these molecular subtypes have prognostic 
and therapeutic implications. 

 Pancreatic carcinomas with a medullary 
histologic appearance (characterized by poor 
differentiation, a syncytial growth pattern, 
and pushing borders) often have a distinct 
molecular profi le [ 108 – 111 ]. Unlike most 
other pancreatic cancers, they are often mic-
rosatellite unstable [ 108 – 111 ]. Remarkably, 
even though these cancers are poorly differ-
entiated, they have a better prognosis than 
do the usual ductal adenocarcinomas of the 
pancreas. In addition, patients with a medul-
lary carcinoma of the pancreas are more 
likely to have a family history of cancer, and 
medullary cancers may be less sensitive to 
5-fl uorouracil than ductal adenocarcinomas 
[ 108 – 111 ]. 

 Anaplastic carcinomas of the pancreas are 
also neoplasms with no clear direction of dif-
ferentiation, but unlike medullary carcino-
mas, anaplastic carcinomas are microsatellite 
stable and instead are characterized by loss of 
e-cadherin expression [ 112 ]. As a result, the 
neoplastic cells of truly anaplastic carcinomas 
are poorly cohesive, very infi ltrative and asso-
ciated with an extremely poor prognosis. 

 Although not as advanced as it is for some 
of the other cancer types, there are several 
opportunities for individualized “targeted” 
therapy for patients with pancreatic carci-
noma. For example, pancreatic cancers that 
overexpress the nucleoside transporter  ENT1  
appear to respond better to gemcitabine- 
based chemotherapy than pancreatic cancers 
that do not [ 113 ]. In addition, pancreatic 
cancers in which one of the Fanconi anemia 
genes has been inactivated, such as  BRCA2 , 
 BRCA1,  or  PALB2 , appear to be exquisitely 
sensitive to DNA cross-linking agents such as 
mitomycin C and to poly-(ADP-ribose) poly-
merase (PARP) inhibitors [ 114 ,  115 ]. 

 Targeted therapies can also take advantage 
of the unique morphologic features of ductal 
adenocarcinoma of the pancreas. For exam-
ple, pancreatic cancers elicit an intense des-
moplastic reaction and albumin-bound 
paclitaxel (nab-paclitaxel), which is believed 
to bind to SPARC in this desmoplastic stroma 
helping to localize the anti-neoplastic agent 
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to the tumor, has been shown to be effective 
in treating patients with pancreatic cancer 
[ 116 ,  117 ]. 

 Thus, molecular analyses have helped sep-
arate carcinomas of the pancreas into distinct 
groups with discrete biologies, separate prog-
noses, and different susceptibilities to various 
therapies. This molecular classifi cation has 
clinical implications.  

   Neuroendocrine Neoplasms 
 The current morphologic classifi cation sys-
tem for neuroendocrine neoplasms of the 
pancreas lumps together small cell carcino-
mas of the pancreas and neuroendocrine neo-
plasms with classic well-differentiated 
neuroendocrine morphology (“salt and pep-
per nuclei”) and a Ki-67 labeling index of 
>20 % (or >20 mitoses per 10 high power 
fi elds) under the designation of neuroendo-
crine carcinoma [ 118 ]. Recent sequencing 
has, however, demonstrated that these two 
neoplasms are, in fact, genetically completely 
distinct. Whole exome sequencing has identi-
fi ed three pathways that are commonly tar-
geted in well-differentiated pancreatic 
neuroendocrine tumors (PanNETs). These 
include the  MEN1  gene, the  DAXX  and 
 ATRX  genes, and genes coding for members 
of the mammalian target of rapamycin 
(mTOR) pathway [ 119 ,  120 ]. By contrast, 
small cell carcinomas of the pancreas lack 
these signature mutations. Instead, the  TP53  
and  RB  genes are targeted in small cell carci-
nomas [ 121 ]. These molecular analyses make 
it clear that small cell carcinomas and 
PanNETs with classic neuroendocrine mor-
phology and a Ki-67 labeling index of >20 % 
should not be grouped together [ 121 ]. 

 Molecular analyses also suggest an addi-
tional way to classify grade 1 and grade 2 
PanNETs. Approximately one in six PanNETs 
has a mutation in a gene coding for a mem-
ber of the mTOR pathway [ 113 ]. Whereas 
morphologically indistinguishable from 
PanNETs without an mTOR pathway muta-
tion, PanNETs with a mutation in an mTOR 
pathway gene are important to recognize 
because they are predicted to be sensitive to 
mTOR pathway inhibitors such as everoli-
mus [ 122 ,  123 ].  

   Pancreatic Cystic Lesions 
 In the case of cystic neoplasms of the  pancreas, 
the molecular fi ndings beautifully comple-
ment the existing morphologic classifi cation 
system [ 124 – 126 ]. There are four main types 
of neoplastic cysts of the pancreas: intraductal 
papillary mucinous neoplasm (IPMN), muci-
nous cystic neoplasm (MCN), serous cystic 
neoplasm, and solid- pseudopapillary neo-
plasm (SPN). Each of these neoplasms has 
been well-described morphologically and 
each has well- characterized clinical features. 
The exomes of all four of these cystic neo-
plasms have been sequenced, and a distinct 
set of genes appears to be altered in each. 
Virtually all SPNs have a beta-catenin gene 
mutations, the  VHL  gene is targeted in serous 
cystadenomas, the  RNF43 ,  GNAS ,  KRAS , 
 TPS3 ,  CDKN2A,  and  SMAD4  genes are tar-
geted in IPMNs, and the  RNF43 ,  KRAS , 
 TPS3 ,  CDKN2A,  and  SMAD4  genes are tar-
geted in MCNs [ 124 – 126 ]. The molecular 
classifi cation therefore almost perfectly 
matches the morphologic. This not only vali-
dates the classifi cation system, but also has 
immediate clinical implications because it 
suggests that the type of cystic neoplasm in 
the pancreas can be determined simply by 
sequencing cyst fl uid samples obtained endo-
scopically [ 127 ].   

   Conclusions 

 Colorectal cancer is a heterogeneous entity 
which consists of at least of two different 
types of diseases at the genetic level: (1) a 
stem cell type and (2) an OIS type. These dif-
ferences account for the now recognized 
diversity in clinical behavior among colon 
cancers as well as in response to chemother-
apy. Data from expression profi ling are diffi -
cult to integrate at this time due to their high 
heterogeneity. The transition of NGS to the 
realm of clinical studies and diagnostics 
promises that a more robust molecular clas-
sifi cation of colorectal cancer will be soon 
within reach. This will help discern genetic 
differences among (1) colon and rectal cancer 
[ 3 ], (2) left- and right-sided MSS or MSI-H 
colorectal cancers, respectively, (3) colorectal 
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cancers with or without distant metastases 
[ 128 ], (4) colorectal cancers with solitary and 
multiple disseminated metastases, (5) and 
differences in response to chemotherapy 
[ 129 ,  130 ] and to targeted therapeutics like 
cetuximab (Erbitux ® ) or panitumumab 
(Vectibix ® ) [ 130 ] and others. 

 The exomes of all of the major types of 
neoplasms of the pancreas have been 
sequenced, and neoplasms of the pancreas are 
now among the best characterized of all neo-
plasms. An integration of this molecular 
understanding with the existing morphology- 
based classifi cation system has helped defi ne 
new tumor subtypes, discover new markers of 
cyst type, and has defi ned therapeutic targets.     
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   Glossary 

  5-FU    5-Fluorouracil   
  CIMP     CpG island methylator phenotype   
  CIMP-H    High-grade CIMP   
  CIMP-L    Low-grade CIMP   
  ECM    Extracellular matrix   
  EGFR    Epidermal growth factor   
  EMT     Epithelio-mesenchymal transition   
  GEM    Genetically engineered mouse   
  Her2    EGFR 2   
  MLH1    MUT L homologue 1   
  MSH    MUT S homologue   
  TERT    Telomerase RT component   
  INK4a    Inhibitor of kinase 4   
  LEF-1    Lymphocyte enhancing factor-1   
  MGMT     O 6 -Methyl guanosine methyl 

transferase   
  miRNA    micro RNA   
  MMP    Matrix metalloproteinase 7   
  MSI-H     High-grade microsatellite 

instability   
  MT-MMP    Membrane-type MMP   

  ncRNA    Noncoding RNA   
  OIS    Oncogene-induced senescence   
  PMS    Postmitotic segregation   
  POL E    DNA polymerase ε   
  TCF    T-cell factor   
  uPA    Urokinase plasminogen activator   
  uPAR    uPA receptor   
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    CHAPTER 26   

 MOLECULAR PATHOLOGY 
OF GENITOURINARY CANCERS: TRANSLATING 
THE CANCER GENOME TO THE CLINIC 

           JOSHUA     I.     WARRICK    ,     SCOTT     A.     TOMLINS     

         Introduction 

    Genitourinary malignancies, including 
 cancers of the prostate, urinary bladder, kid-
ney, testis, and penis, are major causes of 
 cancer morbidity and mortality in the 
USA. Interrogation of the cancer genome and 
transcriptome, through single gene assays 
(including assessment of gene products by 
immunohistochemistry [IHC]), multiplexed 
panels, and targeted or full sequencing, has 
led to major advances in our understanding of 
the molecular underpinnings of numerous 
cancers. High-throughput technologies, such 
as DNA microarrays and next-generation 
sequencing (NGS), combined with large 
international efforts to comprehensively 
interrogate cancer genomes and transcrip-
tomes such as The Cancer Genome Atlas 

(TCGA), will likely lead to a complete 
 cataloguing of the aberrations present in 
 genitourinary cancers. The shift toward select-
ing the right therapy for the molecular 
alteration(s) driving a patient’s particular 
cancer in the era of precision medicine will 
increase the clinical demand for routine can-
cer genome/transcriptome assessment. 
Importantly, pathologists are ideally suited to 
be leading the efforts to understand the range 
and diversity of these aberrations, how they 
can be assessed in routine specimens, and 
which assay(s) can be used best to answer 
important clinical questions (e.g., “which is 
the best therapy for my patient with bladder 
cancer?”). In this chapter, we aim to provide 
an overview of the range of driving genome 
or transcriptome alterations in common geni-
tourinary cancers. We have focused on impor-
tant single genes, multigene panels, and 
fi ndings from exome/genome-wide interroga-
tion. We have attempted to place these lesions 
and related assays into a clinical context, par-
ticularly regarding current and future transla-
tion in relation to areas of clinical need. Lastly, 
given the explosion in reports and assays for 
interrogating the cancer genome from the 
single gene level (through techniques such as 
IHC, fl uorescence in situ hybridization 
[FISH], capillary sequencing) to full genome 
scale sequencing, we have sought to point out 
salient points to be considered by the pathol-
ogist when thinking about implementing 
novel biomarkers or assays.  
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    The Molecular Pathology 
of Prostate Cancer  

 Prostate cancer is the leading type of cancer 
and the second most common cause of cancer 
death affecting American men [ 1 ]. Current 
prognostic models rely heavily on pathologic 
grade and stage. Tumor grade is determined 
by the Gleason grading system, which assigns 
numeric values (range 1–5) to tumor archi-
tecture, and in simplifi ed terms sums the two 
most prevalent patterns to achieve an overall 
Gleason score (range 2–10). Cancers with 
Gleason score 2–5 are uncommon. Tumors 
with Gleason score 3 + 3 = 6 have indolent 
behavior, with an extremely low chance of 
causing patient death. In contrast, those with 
a higher Gleason score have greater potential 
for metastasis and causing death, which 
increases with the score [ 2 – 4 ]. Pathologic 
stage also strongly correlates with prognosis, 
with higher rates of metastasis and death 
being associated with cancer extending out-
side the prostate. 

    Single Genes in Prostate Cancer 
    ETS GENE FUSIONS 

 Fusion genes resulting from rearrangements 
involving members of the ETS transcription 
factor family are the most common known 
molecular abnormality in prostate cancer, 
seen in ~50 % of cases detected by serum PSA 
screening [ 5 – 10 ]. The most common rear-
rangement involves either chromosomal dele-
tion or insertion of chromosome 21, resulting 
in fusion of the 5′ untranslated region of 
 TMPRSS2 , an androgen regulated gene, with 
the ETS family member  ERG . This fusion 
results in androgen-driven expression of full 
length (or minimally N-terminally truncated) 
ERG protein product (Fig.  26.1 ). The vast 
majority (>90 %) of ETS rearrangements 
involves  ERG , while the remaining ETS 
fusions include  ETV1  (chromosome 7),  ETV5  
(chromosome 3), or  ETV4  (chromosome 17) 
as common 3′ partners. Similarly, although 
 TMPRSS2  is the most common 5′ partner for 
ERG, other 5′ partners, including  SLC45A3  
and  NDRG1 , have been identifi ed. Non- ERG  
ETS gene rearrangements commonly have 
been identifi ed with a variety of 5′ partners.

    ETS  rearrangements can readily be 
detected by FISH [ 6 ,  10 ,  11 ]. In the most 
commonly used method, fl uorescently 
labeled probes (typically red and green) fl ank-
ing the regions just 5′ and 3′ to the ETS gene 
of interest are used. If no ETS rearrangement 
is present, two fused signals (typically yellow) 
will be identifi ed per cell, as the probes are 
close to one another with resulting color 
addition of red and green signals. Loss of the 
region 5′ to the ETS gene, as is seen in fusion 
through deletion, will result in loss of one 
probe, consequentially showing one yellow 
signal and one signal the color of the 3′ probe. 
Similarly, if the material 5′ to the ETS gene is 
lost to a separate chromosome through inser-
tion, a single yellow signal will be seen in 
addition to separate red and green signals 
(Fig.  26.1 ). Alternative approaches, including 
three-color FISH, with probes located 5′ to 
 TMPRSS2 , as well as 5′ and 3′ to  ERG , have 
also been described [ 12 ]. 

 The  TMPRSS2 - ERG  rearrangement results 
in overexpression of the fusion gene protein 
product, which is nearly full length ERG pro-
tein with no contribution from  TMPRSS2 . 
Monoclonal antibodies have therefore been 
developed against this target, and IHC utiliz-
ing these antibodies has been shown to 
strongly correlate with  TMPRSS2 - ERG  
fusion by FISH (>95 % sensitivity and speci-
fi city for detection of translocation) [ 5 ,  7 ,  8 , 
 13 – 15 ]. ERG IHC has also been shown to be 
>99 % specifi c for prostate cancer and high 
grade prostatic intraepithelial neoplasia 
(HGPIN), which is nearly invariably adjacent 
to ERG +  carcinoma in prostatectomy speci-
mens [ 16 ]. Examples of  ERG  FISH and IHC 
are shown in Fig.  26.1 . 

 Although FISH for  ERG  rearrangements 
and IHC for ERG expression are highly con-
cordant in the great majority of cases of pros-
tatic adenocarcinoma, important exceptions 
are neuroendocrine prostatic carcinoma (typ-
ically small-cell carcinoma) and poorly differ-
entiated prostatic adenocarcinomas (e.g., 
acinar adenocarcinoma, Gleason score 
5 + 5 = 10). Although this occurs infrequently 
at presentation, in the setting of prolonged 
androgen deprivation therapy, prostate can-
cers develop resistance to hormonal therapy 
and exhibit loss of androgen receptor (AR) 
signaling, which may be accompanied by 
development of a neuroendocrine/small-cell 
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  Figure 26-1    Fluorescence in situ hybridization (FISH) and immunohistochemistry (IHC) for detecting  ERG  gene 
fusions in prostate cancer. ( a ) FISH for  ERG  rearrangements is commonly performed using dual-color split probes 
fl anking  ERG . ( b ) The transcript structure of  TMPRSS2  and  ERG , with  boxes  indicating exons, and coding regions 
in  darker colors . The structure of the  TMPRSS2    - ERG  fusion transcript, which encodes a slightly truncated ERG 
protein product, is indicated. The advent of monoclonal antibodies (mABs) specifi c for ERG (clone 9FY CPDR, 
raised against the N terminus of ERG,  arrow ) and ERG/FLI1 (EPR3864, raised against the  C -terminus of ERG, 
 arrowhead ) has enabled IHC based detection of the  TMPRSS2 - ERG  gene fusion product. ( c – e)  ERG staining is 
refl ective of ERG rearrangement and androgen receptor (AR) signaling status. Tissue microarray cores from pros-
tate cancer xenografts were characterized by H and E ( left most panel ), IHC for AR and ERG (using EPR3864), and 
FISH for  ERG  rearrangements ( right most panel , as in ( a )). ( c ) Positive AR staining and negative ERG staining in a 
xenograft with intact  AR  signal and wild-type  ERG  by FISH ( right panel  with all fused [ yellow ] signals). ( d ) Positive 
AR and ERG staining in a xenograft with intact  AR  signal and  ERG  rearrangement through insertion ( right panel  
with separation of one pair of  red  and  green  signals). ( e ) Negative AR and ERG staining in a xenograft with neu-
roendocrine/small-cell morphology, loss of the  AR  signal and  ERG  rearrangement through deletion ( right panel  
with loss of one 5′ [ green ] signal). Original magnifi cation 10× (H and E and IHC), 60× (FISH and inset of ( e ) [ left 
panel ])       
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carcinoma phenotype. The  TMPRSS2 : ERG  
transcripts encode a slightly truncated ERG 
protein product, which is driven by the andro-
gen response elements upstream of  TMPRSS2 . 
Hence, prostate cancers that have lost AR sig-
naling (e.g., small-cell carcinomas in the set-
ting of androgen deprivation therapy) will not 
express ERG by IHC, although the  TMPRSS2 -
 ERG  rearrangement is still detectable by 
FISH (Fig.  26.1 ). This caveat is important in 
the setting of determining the site of origin of 
a cancer of unknown primary. That is, if other 
AR regulated products, such as tissue PSA 
(IHC), are negative in a cancer of unknown 
primary, there is little value in assessing ERG 
protein expression. On the other hand, given 
that  ERG  rearrangements are present at the 
DNA level in ~50 % of all prostate cancers 
(regardless of AR signaling status), and  ERG  
rearrangements are maintained in prostate 
cancers that dedifferentiate, FISH for  ERG  
rearrangement can be helpful in tumors that 
do not express PSA, but when clinical suspi-
cion for a prostatic origin remains. 

 The clinical utility of ERG assessment is 
beginning to emerge, most commonly by 
IHC, given the ease of incorporation it into 
existing pathology workfl ows. Because ERG 
expression is highly specifi c for prostate can-
cer (orders or magnitude more specifi c than 
alpha-methylacyl-CoA racemase (AMACR), 
a protein preferentially expressed by prostate 
cancer), ERG immunoexpression has shown 
promise in classifying diagnostically challeng-
ing, small acinar foci identifi ed on prostate 
needle core biopsy [ 17 ]. The majority of 
prostate cancers histologically are composed 
of crowded small acinar glands. Benign pro-
cesses, including partial atrophy and adenosis, 
may mimic this histologic appearance, creat-
ing a diagnostic challenge. Because ERG is 
highly specifi c for cancer, positive ERG 
immunostaining in these cases is strong evi-
dence that a focus of crowded glands without 
basal cells represents cancer and is not a 
benign mimic (Fig.  26.2 ).

   A small subset of HGPIN lesions on needle 
biopsy are also ERG +  by IHC (10–30 %), 
which must be considered when using ERG 
immunostains to support a diagnosis of can-
cer. Importantly, in prostatectomy sections, 
ERG +  HGPIN is nearly always located 
 immediately adjacent to ERG +  cancer, while 
isolated ERG −  HGPIN is frequently observed, 

supporting potential utility of ERG for risk 
stratifying isolated HGPIN identifi ed on pros-
tate biopsy [ 16 ]. Recently, Park et al. have 
assessed this question in a unique cohort of 
patients who were diagnosed with isolated 
HGPIN and enrolled on a phase III trial of 
toremifene (a selective estrogen receptor 
modulator) or placebo [ 18 ]. Importantly, all 
patients had central review of their initial 
biopsy containing HGPIN, and subsequently 
were biopsied at 1, 2, and 3 years. ERG status 
by IHC was assessed in 461 of the 1,590 ini-
tially randomized patients. ERG was 
expressed in 11 % of HGPIN, and by 3 years 
53 % vs. 35 % of patients with initial ERG +  vs. 
ERG −  HGPIN were diagnosed with cancer, a 
statistically signifi cant difference. Thus, we 
anticipate that ERG assessment may be incor-
porated into future efforts to risk stratify iso-
lated HGPIN.   

    Specifi c Alterations in ETS 
Gene Fusion Negative 
Prostate Cancers 
 ETS gene fusions are clonal in nearly all can-
cer foci as demonstrated by FISH and 
IHC. Combined with their frequency, this 
provides a basis for basic molecular subtyping 
of prostate cancer. Importantly, multiple 
alterations have been found nearly exclu-
sively in ETS fusion negative (ETS − ) cancers, 
supporting this molecular subtyping 
approach. Here, we briefl y highlight specifi c 
alterations in ETS −  cancers, as well as poten-
tially relevant genes with alterations in both 
ETS    +  and ETS −  cancers.  

     SPINK1/SPOP/CHD1  
  SPINK1  is a trypsin inhibitor fi rst described in 
the pancreas, and has been shown to be over-
expressed in ~5–10 % of prostate cancers [ 19 , 
 20 ]. Across more than 10,000 samples, 
SPINK1 expression is seen nearly exclusively 
in ETS −  cancer foci, assessed in part through 
dual ERG/SPINK1 staining [ 19 – 23 ]. 
Importantly, this simple dual IHC approach 
provides a simple assessment for assessing 
clonality on limited tissue specimens which 
may be useful in the future. Exome sequencing 
of prostate cancers identifi ed mutations in 
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  Figure 26-2    ERG immunohistochemistry (IHC) in prostate cancer. ( a ) Typical ERG staining in a focus of prostate 
cancer using the EPR3864 antibody. ERG shows strong, diffuse nuclear staining in cancerous glands ( grey arrow ) 
harboring  ERG  rearrangement. Staining is not present in adjacent benign glands ( purple arrow ). ERG antibodies 
used for IHC also detect wild-type ERG (and may cross-react with the related ETS protein FLI1), which results in 
diffuse strong nuclear staining in blood vessels ( green arrow ) and weak staining in tissue lymphocytes (only seen 
with EPR3864,  red arrow ). Original magnifi cation 20×. ( b – d ) Utility of ERG IHC in the diagnostic workup of chal-
lenging cases. ( b ) A 12 core needle biopsy had two cores each with a small focus of architecturally and cytologically 
suspicious glands ( black arrows , one focus shown). Original magnifi cation 10×, 20× ( green box ) and 60× ( red box ). 
( c – d ) The core was assessed by IHC for ( c ) basal cell markers (p63 and high molecular weight cytokeratin, brown 
chromogen) and AMACR (red chromogen) in a cocktail (PIN), and ( d ) ERG (brown chromogen). Original magnifi ca-
tion 10×, and 20× ( green boxes ). In our opinion, as high grade PIN was not in the differential, the presence of ERG 
staining in the atypical glands (most of which showed only artefactual basal cell staining, see  black arrows  in ( c )) is 
consistent with a diagnosis of carcinoma. The other focus on the separate core showed similar staining       
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the cullin ligase  SPOP  in approximately 
6–15 % of prostate cancers [ 24 ], making it 
one of the most frequently mutated genes in 
prostate cancer. Missense mutations are clus-
tered in the substrate biding cleft region, sup-
porting a functional role in prostate cancer. 
 SPOP  mutations have been identifi ed exclu-
sively in ETS −  prostate cancers, and overlap 
with  SPINK1  +  cancers, as well as those har-
boring alterations in  CHD1 , a chromatin 
remodeling enzyme, which is deleted or 
mutated in 5–15 % of prostate cancers [ 24 ]. 
The clinical signifi cance of the 
 SPINK1  + / SPOP  mut / CHD1  del  subtype of ETS −  
prostate cancers is not well defi ned, and no 
clear association with differential outcome 
after prostatectomy has been reported.  

    RAS/RAF/FGFR Family Fusions 
 Additionally, RNA-seq based studies have 
identifi ed a number of potentially targetable 
gene fusions involving members of the  RAS , 
 RAF , and  FGFR  family fused typically to 
androgen regulated genes, in a total of ~2–5 % 
of prostate cancers, which are exclusively 
ETS −  [ 25 – 30 ]. Although point mutations in 
these gene families are very infrequent in 
Caucasian cohorts, they may be more fre-
quent in other populations, which corre-
spondingly also have lower ETS +  prevalence 
[ 31 – 36 ]. Given the development of inhibi-
tors that target these alterations in other can-
cers, we expect that identifi cation of cancers 
with these alterations may be important for 
directing therapy in the future. 

     PTEN  

 Alterations in classic tumor suppressors and 
oncogenes, such as  PTEN ,  TP53 , and  MYC  
are relatively frequent in prostate cancer. 
 TP53  was identifi ed as the most frequently 
mutated gene through point mutation or 
indels in CRPC [ 30 ], and  MYC  is frequently 
overexpressed in prostate cancer through 
broad amplifi cations of 8q, which occur early 
in prostate cancer development [ 37 ]. At pres-
ent, the clinical utility of these markers is not 
clear.  PTEN , a tumor suppressor located on 
chromosome 10q23, has received intense 
study in prostate cancer, in large part due to 
its association with aggressive disease [ 38 –

 42 ]. We highlight it here as it provides an 
important study on the incorporation of 
prognostic biomarkers into clinical models. 
PTEN is the most commonly deleted gene in 
prostate cancer, being deleted in 15–50 % of 
cases [ 38 – 42 ].  PTEN  deletions are up to three 
times more common in  ETS  +  prostate cancers 
than  ETS  −  prostate cancers [ 38 – 42 ]. Non- 
deletion mutations in  PTEN  are also present 
and observed in up to 21 % of prostate can-
cers [ 24 ,  43 – 46 ]. 

  PTEN  deletions have been associated with 
several clinical and pathologic features of 
aggressive tumors [ 39 ,  40 ,  42 ,  45 ,  47 – 52 ]. 
Presently, the gold standard for detections of 
 PTEN  deletions is FISH, which directly 
detects the abnormality. IHC directed against 
the protein product of  PTEN  has been devel-
oped, and has shown good sensitivity for 
deletion. However, 37–45 % of prostate can-
cers exhibiting PTEN loss by IHC have shown 
no detectable loss by FISH or SNP microar-
ray, which may be explained by chromosomal 
rearrangements disrupting the function of 
PTEN. These are not identifi ed by standard 
FISH probes used to detect  PTEN  deletions. 
Which type of assay best correlates with 
prostate cancer outcome remains unknown, 
and is an important question for future stud-
ies. In contrast to  ETS  status and  SPINK1  
expression, which tend to exhibit diffuse 
expression within a prostate cancer focus, 
 PTEN  deletions may show considerable het-
erogeneity, and loss may be seen in only a 
focal portion of the tumor or nonuniformly in 
circulating tumor cells [ 45 ,  48 ,  49 ]. Despite 
numerous studies reporting association of 
 PTEN  deletion with clinicopathologic param-
eters of aggressive disease behavior, defi nite 
clinical value in assessing  PTEN  has not been 
shown to date, primarily because studies have 
not demonstrated that it adds prognostic 
information when combined with standard 
clinicopathologic data. For example, a recent 
large study with good follow-up data showed 
that, though statistically signifi cant,  PTEN  
deletion status showed a small hazard ratio 
(1.2) for the prediction of biochemical recur-
rence in a Cox multivariate regression incor-
porating  PTEN  deletion status, pathologic 
tumor stage, serum PSA level, and Gleason 
score. In contrast, Gleason score and patho-
logic stage showed maximum hazard ratios of 
6.1 and 5.9, respectively [ 41 ]. Similarly, a 

440  |  Joshua I. Warrick, Scott A. Tomlins



recent retrospective study demonstrated 
PTEN loss by IHC was predictive of bio-
chemical recurrence after prostatectomy in a 
cohort of men matched for age, Gleason 
score, and stage. Although the hazard ratio for 
recurrence in this study was higher (2.2), it 
remains unclear if this is of suffi cient magni-
tude to demonstrate clinical utility. 

 These fi ndings highlight a crucial consider-
ation in incorporating molecular assays into 
clinical practice. That is, does the marker add 
to the best available model in a clinically 
meaningful manner? [ 53 ] For example, in 
deciding if  PTEN  status should be used to 
predict outcome (e.g., biochemical recur-
rence [BCR] after prostatectomy), evidence 
of mere independence from other easily 
assessed parameters at prostatectomy does 
not necessarily indicate added clinical value, 
as these parameters can all be easily obtained 
as a group. Hence, in addition to indepen-
dence, the new marker must show added pre-
dictive value of suffi cient magnitude to be 
clinically actionable when incorporated into 
the best currently available model (using 
markers that can be assessed easily). The most 
relevant method of comparing performance 
utilizes an area under the curve (AUC) com-
parison of receiver operator characteristic 
(ROC) curves or concordance indexes, com-
paring the current best model to the same 
model including the new biomarker ( PTEN  
in this example). 

 Assays to assess the above mentioned sin-
gle genes are beginning to reveal robust, 
reproducible molecular subtypes of prostate 
cancer, with specifi c clinicopathologic associ-
ations. For example,  ETS  + / SPINK1  − / SPOP  (wt) / 
PTEN  (homozygous del) / MYC  (amp)  prostate cancer 
would likely represent an aggressive, high 
grade tumor, while an  ETS  + / SPINK1  − / SPOP  (wt) / 
PTEN  (wt) / MYC  (wt)  tumor may represent an 
indolent, low grade tumor. Similarly, an  ETS  − / 
SPINK1  + / SPOP  (mut) / PTEN  (wt) / MYC  (wt)  tumor 
may have pathologic and prognostic features 
intermediate to these two examples. Perhaps 
more importantly, the ability to reproducibly 
identify multiple subtypes will facilitate the 
stratifi cation of prostate cancer cohorts for 
biologic behavior, response to therapy and 
will help towards the prioritization of sub-
types for investigation of novel targeted ther-
apies (even if not directed at these specifi c 
biomarkers). The approximate distribution 

of lesions defi ning major molecular subtypes, 
demonstrated by mutual exclusivity, is shown 
in Fig.  26.3 .

        Applications of the Hereditary 
Genome in Prostate Cancer: 
HOXB13 
 Although in this chapter we have focused on 
somatic genomic alterations in genitourinary 
neoplasms (alterations in the cancer genome), 
hereditary (germ line) mutations are known 
to predispose to multiple genitourinary neo-
plasms (e.g.,  BRCA2  and prostate cancer or 
other entities discussed in the kidney cancer 
section later on). As with somatic mutations, 
the ease of interrogating the genome has led 
to a large number of studies directed at iden-
tifying relatively common hereditary variants 
that infl uence the overall risk of developing 
cancer or the risk of developing aggressive 
cancer forms. Such hereditary variants, 
including SNPs or copy number variants 
(CNVs), are commonly interrogated in 
genome-wide association studies (GWAS), 
typically through array based technology. 

  Figure 26-3    Molecular subtypes of prostate cancer. The 
approximate distribution of driving molecular lesions in 
prostate cancers amongst PSA-screened Caucasians 
are presented.  ETS  gene fusions (including those 
involving  ERG ,  ETV1 ,  ETV4 ,  ETV5 , and  FLI1 ), are mutu-
ally exclusive with tumors harboring activating gene 
fusions or mutations in RAS and RAF family members 
or FGFR2 fusions. A subset of  ETS  and  RAS / RAF  wild- 
type tumors have  SPINK1  outlier expression, disruption 
of  CHD1 , and/or  SPOP  mutations. Approximately 25 % 
of prostate cancers have private or unclear drivers       
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A critical point for the practicing pathologist 
to consider is that although studies may iden-
tify variants that show impressive statistically 
signifi cant associations (often assessing tens 
of thousands of cases and controls), such 
highly signifi cant results do not equate to 
clinical signifi cance. For example, in an effort 
to personalize serum PSA cutpoints for pros-
tate cancer detection, Gudmundsson et al. 
identifi ed six SNPs that were associated with 
serum PSA levels, each at a signifi cance of 
 p  < 3.0E- 10 [ 54 ]. However, using a model 
incorporating serum PSA together with these 
identifi ed SNPs compared to PSA alone only 
increased the AUC by 0.5 % and 1.4 %, 
respectively, in two test cohorts. The limited 
increase in AUC in part refl ects the modest 
effects of the identifi ed SNPs on PSA levels. 
Similar fi ndings of limited clinical impact 
have been frequently identifi ed in several 
other GWAS studies [ 55 ]. 

 An alternative strategy made feasible by 
the decreased cost of sequencing, which is 
allowing the interrogation of thousands of 
genomes from “case” and “control” patients, is 
to identify rare variants that may be more 
strongly associated with cancer development. 
As an example, through sequencing the 
17q21-22 region which had previously been 
linked to prostate cancer through pedigree 
analysis of families with hereditary prostate 
cancer, Ewing et al. identifi ed the same non- 
synonymous mutation in  HOXB13  (p.G84E), 
which co-segregated with prostate cancer in 
each family [ 56 ]. This rare variant (carrier 
frequency estimate 0.1–1.5 %) has consis-
tently shown higher odds ratios (~3–10×) for 
associations with prostate cancer (including 
early onset and familial cancer) compared to 
variants identifi ed by GWAS studies (odds 
ratios typically 1.1–1.5). Similar fi ndings in 
other contexts will likely be enabled by WES/
WGS efforts [ 57 ] and will likely defi ne new 
“high-risk” criteria that then impact which 
patients undergo screening and subsequent 
biopsy for the pathologist to interpret.  

    Multigene Panels in Prostate 
Cancer 
 Using gene expression profi ling using DNA 
microarrays, much has been learned about 
common gene expression alterations in 

 various cancer types. However, this technique 
is diffi cult to perform on routinely processed 
formalin fi xed paraffi n embedded (FFPE) tis-
sue, and is better suited for use with fresh or 
frozen tissue, which severely limits its clinical 
utility. As a research tool, DNA microarrays 
provide unique insight into cancer classifi ca-
tion, and have been used in the breast, for 
example, to develop consistent gene classifi -
ers validated across several studies. Although 
expression clusters have been investigated 
and identifi ed in prostate cancer [ 58 ,  59 ], 
robust and reproducible classifi ers based on 
the clustering of tens to thousands of genes 
have not been consistently identifi ed. Despite 
that limitation, studies using DNA microar-
rays have identifi ed genes and pathways of 
interest and potential prognostic signatures 
[ 60 ,  61 ]. Myriad diagnostics has developed a 
40-gene qPCR panel (Polaris™), which may 
modestly improve on the ability of standard 
clinicopathologic data to predict death from 
prostate cancer [ 62 ,  63 ]. This panel, which 
includes 40 cell cycle genes, has been shown 
to have potential utility in both radical pros-
tatectomy and needle core biopsy specimens. 
Genomic Health has recently announced 
the Oncotype DX ®  Prostate Cancer Assay, 
which measures expression of several genes 
using reverse transcription polymerase chain 
reaction (RT-PCR) from FFPE needle biopsy 
tissue [ 64 ], similar to the currently avail-
able Oncotype DX ®  Breast Cancer Assay. 
Likewise, GenomeDx has reported a 
genomic-clinical classifi er model 
(Decipher™)using expression profi ling data 
from Affymetrix exon microarray analysis of 
FFPE isolated RNA that reportedly showed 
improved performance compared to a clini-
cal model for predicting clinical recurrence 
[ 65 ,  66 ]. 

 For such expression-signature based classi-
fi ers to be routinely used in clinical practice, a 
number of conditions should be met. First, 
assays should be able to use standard, clini-
cally relevant samples (FFPE tissues). Second, 
they need to be validated in prospective, 
independent tissue cohorts. If the assay is 
intended to be used to stratify risk among 
men under consideration of active surveil-
lance (delaying defi nitive therapy), it should 
be applicable to prostate biopsy tissues and 
must account for potentially unsampled 
higher grade and/or multifocal prostate 
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 cancer, which may not be represented in the 
diagnostic tissue. Similarly, if assays are to be 
used to predict “aggressiveness” after prosta-
tectomy (commonly determined by bio-
chemical recurrence), it would be highly 
desirable that the data generated from the 
assay would actually infl uence treatment, 
such as addition or dose modifi cation of radi-
ation therapy, or addition or modifi cation of 
the length of anti-androgen therapy. Lastly, it 
is imperative that the assay adds to the best 
available clinicopathologic model presently 
used for predicting the outcome of interest in 
a clinically meaningful way, rather than only 
being statistically independent of known clin-
icopathologic parameters.  

    Whole-Genome and Exome 
Sequencing in Prostate Cancer 
 As of fall 2013, WGS of over 60 prostate can-
cers has been reported [ 29 ,  67 ]. These studies 
and several exome-sequencing studies have 
helped further elucidate the genomic land-
scape of prostate cancer. Importantly, WGS 
has illuminated that prostate cancers harbor 
large numbers of rearrangements, many 
involving known cancer-associated genes. 
A distinctive “closed chain” pattern of 
 rearrangement has also been identifi ed, 
 characterized by complex exchanges within 

and between chromosomes with no net loss 
of genetic material, resulting in unique, bal-
anced combinations of chimeric chromo-
somes [ 29 ]. These features were commonly 
found in  ETS  +  prostate cancers, with  ETS  
members being involved in the closed chains, 
further supporting  ETS  gene fusions as defi n-
ing a distinct molecular subtype. 

 By combining previous array CGH 
(aCGH) and SNP copy number profi ling 
studies with copy number data from sequenc-
ing based studies, the emerging portrait of the 
prostate cancer genome suggests that focal 
gains or losses and point mutations are rela-
tively infrequent ( PTEN  loss and  SPOP  and 
 TP53  mutations being the most frequent), 
with rearrangements and broad gains/losses 
playing important roles (Fig.  26.4 ).

       Sequencing of Advanced 
Prostate Cancer for Precision 
Medicine 
 Patients with high grade or advanced prostate 
cancer are frequently treated with androgen 
deprivation therapy (medical castration), 
using drugs such as leuprolide and fl utamide. 
These treatments frequently lead to a clini-
cally meaningful, long term response, with 
many patients achieving more than 5 years of 
disease control. However, all patients will 

  Figure 26-4    Copy number changes in prostate cancer. Genome-wide copy number profi les from 545 prostate 
cancers from four studies were visualized using the Oncomine Powertools DNA Copy Number Browser (pow-
ertools.oncomine.com). The sum of the log2 copy number for each segmented sample is plotted in genomic 
order (see legend for chromosomes). The locations of genes harboring recurrent copy number gains/losses or 
mutations are indicated       
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eventually become resistant to standard 
androgen deprivation therapies, a state known 
as castration resistant prostate cancer 
(CRPC). This aggressive state of the disease is 
associated with high mortality, and was previ-
ously thought to be androgen independent. 
However, studies evaluating the mechanisms 
of castrate resistance have demonstrated 
intense selection for maintenance of andro-
gen signaling, using varying mechanisms 
including increased  AR  expression, upregula-
tion of androgen synthesizing enzymes within 
cancer cells, development of splice variants of 
 AR , and the development of truncated, for-
merly androgen-dependent proteins that act 
independently of AR binding [ 68 ]. Such 
observations subsequently led to the hypoth-
esis that many CRPCs are still dependent on 
androgen signaling. The latter has been borne 
correct as demonstrated through the effi cacy 
of next-generation anti-androgen signaling 
drugs, including abiraterone and enzalu-
tamide, in post-chemotherapy CRPC patients. 

 In other solid tumors, such as lung cancer, 
molecular testing is often utilized for selec-
tion of optimal medical therapy in patients 
with advanced disease [ 69 ]. Given that CRPC 
is an aggressive disease state amenable to 
treatment with agents targeting novel aspects 
of prostate cancer biology, it is likely that 
molecular testing will play an increasing role 
in the management of advanced prostate can-
cer in the near future. In keeping with this, in 
an effort to understand driving genetic events 
in CRPC, Grasso et al. performed an integra-
tive analysis, including exome sequencing, of 
50 lethal CRPCs obtained during rapid 
autopsy, which allows for procurement of 
fresh frozen tissues [ 30 ]. This study con-
fi rmed alterations in genes known to harbor 
aberrations in CRPC, including amplifi cation 
and mutation of  AR , and loss and deletion of 
 TP53  and  PTEN . Mutations were also identi-
fi ed frequently in chromatin/histone remod-
eling genes, including several members of the 
 MLL  complex. Perhaps more importantly, a 
substantial number of patients, despite having 
clinical resistance to androgen deprivation, 
showed strong expression of the  TMPRSS2 - 
ERG     gene fusion, indicating active  AR  signal-
ing. Such a profi le of androgen signaling 
assessment including expression of  AR  and 
target genes,  ETS  gene fusion genomic and 
transcript status and presence of  AR  copy 

number alterations and mutations may be 
used in the future to select and predict 
responses to novel anti-androgen drugs. 

 Furthermore, several patients with CRPC 
analyzed by Grasso et al. harbored mutations 
in potentially targetable genes [ 30 ]. For exam-
ple, one individual had homozygous  BRCA2  
deletions, in addition to a statistically signifi -
cant increase in mutations consistent with dis-
ruption of the DNA repair mechanism, 
suggesting potential response to poly(ADP-
ribose) polymerase family (PARP) inhibitors 
[ 70 ]. Another case showed high level copy 
gain of cyclin-dependent kinase 4 ( CDK4 ), 
suggesting possible benefi t from a CDK4 
inhibitor. Given the lack of prevalent targeta-
ble alterations in CRPC, other than those 
affecting  AR , and the presence instead of rare 
targetable driving mutations (e.g.,  RAF  altera-
tions), therapy may need to be individualized 
for small subsets of patients with CRPC (“pre-
cision” or “personalized” medicine). An exam-
ple of such an effort is the MI-ONCOSEQ 
study launched at the University of Michigan. 
In this ongoing study, comprehensive exome 
and transcriptome sequencing is performed in 
patients with advanced cancers (including 
CRPC patients), for whom available treat-
ment options have been exhausted. Patients 
meet with genetic counselors, and sequencing 
results are discussed at a multidisciplinary 
tumor board in an effort to discuss potentially 
actionable alterations that could be targeted 
with established or investigational agents. 
Most recently, this program has been used to 
identify an androgen driven  FGFR2  fusion in 
a patient with CRPC, which could be targeted 
by both FGFR family inhibitors as well as 
anti- androgens [ 25 ]. 

 The majority of genomic studies per-
formed on prostate cancer have used fresh or 
frozen tissue, which is a suboptimal specimen 
for widespread clinical use. Sequencing based 
assays that are compatible with FFPE tissues 
are more applicable for routine use. For 
example, the company Foundation Medicine 
has developed a multiplexed sequencing/
copy number assay that can be performed 
from FFPE [ 71 ]. Beltran et al. have recently 
used this assay to sequence 3,320 exons from 
182 cancer-associated genes, as well as 37 
introns in 14 commonly rearranged genes in a 
series of 45 prostate cancers including a 
 subset of CRPCs [ 28 ]. Their results were 
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consistent with previous studies, showing 
amplifi cations of  PTEN  and  MYC ,  TMPRSS2 - 
ERG     gene fusions,  TP53  mutations, and  AR  
amplifi cations in CRPC in similar frequencies 
as previously described. Such an assay is desir-
able, because it could provide nearly all useful 
ancillary genomic data on a cancer specimen 
from FFPE in a single assay. An important 
caveat is that optimal therapy selection may 
require assessment of both the genome and 
the transcriptome, in an effort to understand 
current driving aberrations. For example, per-
haps the most important information to 
assess in CRPC is  AR  signaling status. 
Genomic identifi cation of  AR  amplifi cation 
or mutation, or evidence of  TMPRSS2 - ER G 
rearrangements, do not necessarily inform on 
 AR  signaling status. That is, CRPCs with evi-
dence of active androgen signaling (retained 
expression of  AR  and of  AR  regulated genes, 
including  ERG ) may be candidates for more 
aggressive androgen deprivation therapy, irre-
spective of genomic status of  AR  and 
 TMPRSS2 - ERG , while those with androgen 
signaling loss (and no expression of  AR  or 
 TMPRSS2 - ERG ) may not.  

    Genomic/Transcriptomic 
Alterations for Early Detection 
of Prostate Cancer 
 Screening for prostate cancer with serum 
PSA is currently controversial, and several 
professional organizations in the USA have 
recommended against general screening. PSA 
has both sensitivity and specifi city limitations 
and leads to the detection of a signifi cant pro-
portion of small indolent prostate cancers 
that would not otherwise have become clini-
cally relevant during a man’s lifetime. Hence, 
intense efforts and resources are being spent 
on biomarkers for the early detection of pros-
tate cancer in pursuit of a better screening 
approach. 

 Prostate Health Index (PHI), a combina-
tion of serum PSA, free PSA, and [-2] pro- 
PSA, has been FDA approved for risk 
stratifi cation in the pre-biopsy setting and 
outperforms serum PSA or free PSA alone 
[ 72 ]. An inherent limitation in this test is that 
[-2] pro-PSA, the most cancer specifi c of the 
three markers, shows at least weak expression 

in >70 % of benign prostate epithelium, 
 consistent with PSA and its derivatives being 
more prostate specifi c than prostate cancer 
specifi c [ 73 ]. 

 The two most advanced urine based bio-
markers for prostate cancer are  PCA3  and 
 TMPRSS2 : ERG. PCA3  is a noncoding RNA 
expressed in prostate cancer and HGPIN [ 74 –
 78 ], that is detectable in the urine of patients 
with this cancer [ 79 ]. Progensa ®  is a currently 
available commercial clinical assay for urine 
 PCA3  measurement, which calculates a score 
based on the ratio of  PCA3  RNA to PSA 
mRNA in urine samples collected following 
“attentive” digital rectal exam. Progensa ®  was 
cleared by the Food and Drug Administration 
(FDA) for use in determining whether men 
with a negative prostate biopsy (triggered 
most commonly by PSA screening) should 
obtain a repeat biopsy. Using the urine  PCA3  
assay score at a cutoff of 25, a negative result 
has a 90 % negative predictive value (NPV) 
for prostate cancer [ 80 ]. Repeat biopsy in 
men with a negative urine  PCA3  study can 
thus be avoided.  PCA3  has also been shown 
to outperform serum PSA in predicting the 
presence of cancer in fi rst time prostate biop-
sies, and incorporation into multivariate mod-
els such as the Prostate Cancer Prevention 
Trial Prostate Cancer Risk Calculator 
(PCPTRC) improves performance [ 81 ]. 

  TMPRSS2 - ERG  gene fusion transcripts 
have also been detectable in the urine of 
patients with  ERG  +  prostate cancer [ 79 ,  82 ]. 
Like  PCA3 , models including urine 
 TMPRSS2 - ERG  measurement have shown 
improvement over traditional predictors. For 
example, in a recent report urine  TMPRSS2 - 
ERG     and  PCA3  combined with the variables 
in the PCPTRC had improved performance 
for the detection of prostate cancer (AUC 
0.75–0.79) over the PCPTRC derived risk 
alone (AUC 0.64–0.66) [ 83 ]. Similar perfor-
mance of urine  TMPRSS2 - ERG  has been 
observed in multiple cohorts using different 
assays [ 84 – 86 ], including an assay analogous 
to the Progensa  PCA3  assay, which can be 
performed on the same urine specimen sent 
for  PCA3  testing. Importantly, analysis of 
ERG by IHC in prostatectomy samples paired 
with the testing of urine samples demon-
strates that the urine  TMPRSS2 - ERG  score 
(calculated similarly to the Progensa  PCA3  
score) is strongly correlated to the total  ERG+  
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tumor dimension [ 87 ], and at  present there is 
no known biologic explanation for continued 
elevation of urine  TMPRSS2 - ERG     following 
prostatectomy except for residual prostate 
cancer. 

 The use of urine as a biocompartment for 
 TMPRSS2 - ERG  and  PCA3  detection high-
lights the utility of other sources besides tis-
sues and serum for interrogating the cancer 
genome. For example, the quantity of circu-
lating tumor cells (CTCs) detectable in the 
blood of patients with metastatic prostate 
cancer, and their change in number in 
response to therapy, can be prognostic [ 88 , 
 89 ]. Perhaps more importantly, detection of 
important genetic driving events, such as  AR  
amplifi cation and signaling status,  PTEN  loss 
and  TMPRSS2 - ERG  rearrangement status, 
have all been demonstrated in CTCs [ 48 ,  90 –
 93 ], suggesting that such specimens may be 
utilized for genetic interrogation when tissue 
is not readily available. Similarly, the analysis 
of circulating free DNA in plasma or urine 
also allows for interrogation of the cancer 
genome given the depth of sequencing cover-
age enabled by second and third generation 
NGS platforms, and preliminary results sug-
gest potential utility in prostate cancer [ 94 –
 96 ]. Lastly, Olmos et al. and Ross et al. have 
each shown that two separate expression sig-
natures derived from whole blood collected 
from patients with CRPC are prognostic, 
with such signatures likely refl ecting host 
response rather than tumor characteristics 
directly [ 97 ,  98 ]. Given the advances made in 
both CTC and sequencing technologies, we 
anticipate that interrogation of non-tissue 
based biospecimens will play an increasingly 
relevant role in the future.   

    The Molecular Pathology 
of Bladder Cancer  

 The majority of bladder cancers are urothelial 
carcinomas, which have widely diverse histo-
pathologic features and clinical behavior. 
Noninvasive low-grade papillary urothelial 
carcinoma progresses to invasive cancer in 
only a minority of cases, while fl at urothelial 
carcinoma in situ has a much higher risk of 
progression to invasive cancer. Similarly, 

while patients with invasive urothelial 
 carcinoma confi ned to the lamina propria 
(pathologic stage pT1) have a relatively good 
prognosis and are candidates for conservative 
therapy, patients with invasive disease involv-
ing the muscularis propria or beyond (patho-
logic stage T2 or greater, known as locally 
advanced disease) have high mortality rates 
and require aggressive therapy. 

 Current oncogenetic models in urothelial 
carcinomas suggest two separate molecular 
routes for superfi cial and muscle invasive dis-
ease [ 99 ,  100 ]. The fi rst route is defi ned by 
early, activating point mutations in  FGFR3 , 
RAS family genes,  PIK3CA  or other onco-
genes. These early changes are correlated with 
papillary noninvasive tumors and superfi cially 
(i.e., lamina propria only) invasive disease. 
A small fraction (~15 %) in this group subse-
quently develop loss of function of  TP53 , 
 RB1 ,  PTEN , or other tumor suppressor genes, 
resulting in progression to muscle-invasive 
carcinoma, which may ultimately lead to 
metastasis and death. In the second route, loss 
of function of tumors suppressor genes occurs 
early, without preceding mutations in  FGFR3 , 
RAS family genes, or  PIK3CA . This route is 
associated with “fl at” urothelial carcinoma in 
situ as a precursor lesion and a higher risk of 
progression to invasive carcinoma. Evidently, 
these associations between initiating events 
and subsequent behavior are not absolute. 

    Single Genes in Bladder Cancer 
    FGFR3 AND TP53 

 Despite the above delineated pathways of 
cancer progression, robust molecular classifi -
cations for urothelial carcinoma have not 
been fully defi ned. For example, although 
 FGFR3  (mut)  and  TP53  (mut)  tumors appear to 
defi ne different pathways of tumor progres-
sion, many  FGFR3  (mut)  tumors develop muta-
tions in  TP53 . In fact,  TP53  mutations are 
thought to be a major molecular route by 
which many  FGFR3  (mut)  tumors progress to 
invasive disease. As a single biomarker,  FGFR3  
mutational status has good performance for 
predicting which patients will develop locally 
advanced disease. Burger et al. have recently 
described that  FGFR3  mutation is protective 
against progression in patients with high 
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grade pTa/pT1 urothelial carcinoma. 
Progression free survival at 5 years was 100 % 
for patients with high grade disease and 
 FGFR3  mutation, but approximately 45 % 
for those with high grade disease without it 
[ 101 ]. Mutational status was not as useful in 
evaluating urothelial carcinomas as a whole, 
however, as multivariate analysis including 
tumor grade showed that  FGFR3  mutational 
status was not a statistically signifi cant pre-
dictor of progression. 

 Although the association of  TP53  muta-
tion with aggressive urothelial cancer sup-
ports an important functional role, studies of 
 TP53  as a biomarker have been somewhat 
disappointing.  TP53  mutational status only 
modestly improves on standard clinicopatho-
logic data (pathological stage, presence of 
angiolymphatic invasion, concomitant fl at 
urothelial carcinoma in situ (CIS), patient 
age, patient gender, and chemotherapy status) 
for the prediction of disease recurrence and 
cancer specifi c mortality in a cohort of 
patients with invasive bladder urothelial car-
cinoma [ 102 ]. Similarly,  TP53  mutational 
status, as a single biomarker, only modestly 
improves the ability to predict time to pro-
gression from pT1 to muscle-invasive disease 
in patients with high grade urothelial carci-
noma (e.g., HR 1.47), and no such predictive 
value seems to be present in pTa tumors 
[ 103 ]. Despite this lack of demonstrated clin-
ical utility, mutations in  TP53  are diverse in 
urothelial carcinoma, and more sophisticated 
 TP53  analysis may yield better results in the 
future. For example, George et al. have shown 
both clinical outcome and p53 status by IHC 
are associated with specifi c (i.e., location of 
exon, and single vs. multiple mutations)  TP53  
gene mutations. Specifi cally, single mutations 
in exon 5 were shown to be associated with 
wild-type p53 expression by IHC and less 
aggressive behavior. In contrast, tumors with 
multiple  TP53  mutations showed p53 over-
expression by IHC in most cases and aggres-
sive tumor behavior. Tumors with single 
mutations in exon 8 of  TP53  also showed p53 
overexpression in most cases but intermedi-
ately aggressive tumor behavior [ 104 ].  

    KI-67 

 Immunoexpression of proliferation marker 
Ki-67 has shown modest prognostic value. 

A large recent trial indicated that Ki-67 
 independently improved prediction of dis-
ease recurrence and cancer specifi c survival in 
multivariate model including pathologic 
stage, grade, presence of angiolymphatic inva-
sion, concurrent fl at CIS, age, and gender 
[ 105 ]. This study also reported that addition 
of Ki-67 status to a standard multivariable 
model enhanced its predictive accuracy by 
2.9 % for disease recurrence and 2.4 % for 
cancer-specifi c survival.  

    OTHER SINGLE GENES IN BLADDER 
CANCER 

 Additional novel single gene biomarkers also 
have promise. For example, increased expres-
sion of the Cancer-Testis antigens MAGE-A3, 
NY-ESO-1, and LAGE-1, determined by 
quantitative RT-PCR (qRT-PCR), has been 
shown to correlate with shorter progression 
free survival [ 106 ]. Amplifi cation of HER2/
neu, a member of the EGFR family, has 
been shown to correlate with increased risk 
of progression from Ta/T1 to locally advanced 
disease [ 107 ].   

    Molecular Subtyping of Bladder 
Cancer 
 Lindgren et al. were among the fi rst to high-
light the considerable molecular diversity in 
urothelial carcinomas in two consecutive 
studies evaluating gene expression profi les by 
DNA microarray, chromosomal analysis by 
aCGH and mutational status of targeted 
genes in a large cohort of urothelial carci-
noma. The fi rst study unveiled the presence 
of three groups of urothelial carcinomas 
(Clusters I–III) based on unsupervised gene 
expression profi le hierarchical clustering 
[ 108 ]. Cluster I was characterized by low 
expression of cell cycle genes, frequent 
 FGFR3  mutations, lack of  TP53  mutations, 
and no losses of chromosome 9. The majority 
(73 %) of cases in this group showed low 
grade histology. Cluster III showed overex-
pression of cell cycle genes, no  FGFR3  muta-
tions, frequent  TP53  mutations, and frequent 
losses of chromosome 9. No cases in this clus-
ter showed low grade histology. Cluster II was 
the largest cluster, and exhibited features 
intermediate between Clusters I and 
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III. In their subsequent study involving a 
 subset of the original cohort, the authors 
were able to group tumors into two groups 
(MS1 and MS2), based on mutational status 
of genes in several pathways, including cell 
cycle related genes [ 109 ]. As is expected from 
reducing a three group classifi er to one with 
only two groups, MS1 tumors carried fre-
quent  FGFR3  mutations, but  TP53  mutations 
were present in several cases. MS2 tumors 
were likewise enriched in  TP53  mutations, 
although some had  FGFR3  mutations. MS2 
showed much greater chromosomal instabil-
ity, seen by increased focal genomic amplifi -
cations.  HRAS  and  KRAS  mutations were 
seen equally in MS1 and MS2. More impor-
tantly, this study used genes in its clustering 
to create multigene prognostic models, which 
were useful in predicting behavior in sub-
groups of patients. Specifi cally, a gene signa-
ture based on these clusters was able to 
predict time to metastasis in a group of 
patients with high grade disease undergoing 
cystectomy (cumulative proportion metasta-
sis free 0.90 vs. 0.45 at 60 months).  

    Multigene Panels 
in Bladder Cancer 
 Because urothelial carcinomas harbor sub-
stantial molecular diversity, single gene assays 
may not capture molecular subsets large 
enough to be clinically meaningful. Therefore, 
multigene assays may provide greater insight 
into molecular abnormalities in a given tumor, 
and appear to have greater ability to predict 
disease behavior than assays evaluating any 
single gene. Several gene panels have been 
described. For example, Dyrskjøt et al. 
describe a 12-gene qRT-PCR expression 
panel, based on multiple incarnations and dis-
tillations of previous, larger panels described 
by the same group. The 12-gene panel had 
strong performance for the ability to predict 
progression from non-muscle-invasive cancer 
to locally advanced disease (HR 7.4, multi-
variate model including stage, grade, and 
treatment) [ 110 ]. Importantly, the full model 
incorporating the 12-gene panel with clinical 
variables showed improved predictive power 
over the 12-gene score alone and over clinical 
variables alone (Harrell’s C was 82 % for the 

full model, 75 % for the 12-gene panel alone, 
and 72 % for clinical variables alone). 
However, this represents optimum prediction 
and was not independently validated. 
Similarly, this assay was performed on fresh 
frozen tissue, which limits direct clinical 
translation. 

 Gene expression panels have also been 
used to predict recurrence. For example, 
Shariat et al. report a three antibody IHC 
panel (p53, p27, and Ki-67) associated with 
disease recurrence and disease specifi c mor-
tality in patients undergoing cystectomy 
[ 111 ]. Dobosq et al., using a 110-gene qRT- 
PCR panel, found three genes ( PPARG , 
STATHMIN, and CAVEOLIN-2 ) to be asso-
ciated with early recurrence in patients with 
low-grade, noninvasive urothelial carcinoma 
[ 112 ]. Panels predicting disease stage and 
lymph node status have also been described 
[ 113 ], including a 20-gene panel associated 
with lymph node positivity in cystectomy 
patients [ 114 ]. In a recent meta-analysis, 
Riester et al. evaluated numerous gene signa-
tures from prior studies, in an attempt to 
defi ne a gene signature that can improve 
upon established clinicopathologic nomo-
grams for predicting survival in bladder can-
cer patients undergoing cystectomy [ 115 ]. 
A 20-gene panel was proposed among genes 
consistently showing correlation with survival 
across studies. 

 Markers predicting response to neoadju-
vant chemotherapy in urothelial bladder car-
cinoma are also actively sought. Takata et al. 
reported a 14-gene qRT-PCR panel discov-
ered using expression profi ling of transure-
thral resection (TUR) specimens prior to 
neoadjuvant M-VAC (methotrexate, vinblas-
tine, doxorubicin, and cisplatin) treatment 
[ 116 ]. The same group identifi ed a 12-gene 
qRT-PCR panel using genome-wide expres-
sion profi ling that is associated with response 
to combined gemcitabine and carboplatin 
(GC) neoadjuvant chemotherapy [ 117 ]. 
Interestingly, although the M-VAC panel and 
GC panel contain no overlapping genes, both 
panels contain genes in the soluble carrier 
group ( SLC16A3  and  SLC22A18  in M-VAC 
and GC panels, respectively.). 

 Unfortunately, the vast majority of these 
predictors suffer from the same limitations 
as those described for prostate, including 
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lack of validation in independent sample 
sets, and they have not been shown to add to 
the best available clinical models. As large 
efforts like the TCGA identify additional 
molecular subtypes and the ability to incor-
porate DNA based lesions, we anticipate 
that the predictive ability of such assays will 
likely improve.  

    Whole-Genome and Exome 
Sequencing in Bladder Cancer 
 Fewer WGS studies have been performed on 
urothelial carcinoma compared to prostate 
cancer, although TCGA data is expected 
soon. In the largest study to date, WGS was 
performed in nine urothelial carcinomas, fol-
lowed by selective mutational analysis of 
WGS identifi ed outlier mutations in a sepa-
rate series of 88 tumors [ 118 ]. Consistent 
with previous studies, frequent mutations 
were seen in  TP53  (21 %),  RB1  (11 %),  HRAS  
(10 %),  FGFR3  (9 %) and  KRAS  (6 %). None 
of the analyzed tumors contained simultane-
ous mutations in  TP53  and  FGFR3 , or  TP53  
and  HRAS . More importantly, a high (59 %) 
mutation rate was identifi ed in chromatin 
remodeling genes, a fi nding not previously 
described. Mutations of chromatin and his-
tone modifi ers is likely to be a near uniform 

fi nding in cancer, as such genes are commonly 
mutated in cancers of diverse histologic ori-
gin, including prostate and kidney. 

 Recently, WGS has been performed on a 
patient with metastatic urothelial carcinoma 
demonstrating a durable response to mTOR 
inhibitor agent everolimus [ 119 ]. Somatic 
loss-of-function mutations were identifi ed in 
 TSC1 , a known regulator of  mTOR  pathway 
activation. Subsequent targeted mutational 
analysis in a larger cohort (109 bladder can-
cers) revealed an 8 %  TSC1  mutation rate 
that also correlated with response to everoli-
mus. This study demonstrates a potential 
method for identifying genes associated with 
therapy response, which could function as a 
future. 

 Preliminary analysis of copy number alter-
ations in bladder cancer points to a more 
focal copy number gain and loss compared to 
other genitourologic malignancies (Fig.  26.5 ). 
 CDKN2A  is the most frequently deleted 
gene in bladder cancer. Loss of this gene 
locus on chromosome 9p21 has been 
exploited in urine multitarget FISH assays 
such as UroVysion. Unlike prostate and kid-
ney cancers, bladder cancer shows focal high 
level amplifi cations of receptor tyrosine 
kinases such as  ERBB2  and  EGFR  in a mutu-
ally exclusive manner (Fig.  26.6 ). The ampli-
fi cation levels of the latter are similar to 

  Figure 26-5    Copy number changes in bladder cancer. Genome-wide copy number profi les from 99 bladder can-
cers from a single study (TCGA) were visualized using the Oncomine Powertools DNA Copy Number Browser. The 
sum of the log2 copy number for each segmented sample is plotted in genomic order (see legend for chromo-
somes). The location of genes harboring recurrent copy number gains/losses or mutations are indicated       
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  Figure 26-6    High level copy gains in  EGFR  and  ERBB2  in bladder cancer. ( a ) Estimated copy number for  ERBB2  
across profi led cancer types, visualized using the Oncomine Powertools Integrated Gene Viewer (powertools.
oncomine.com). The  red line  indicates four copies. The table shows a frequency of >4 copies across all profi led 
cases present in the Oncomine database. Genitourinary cancers are bolded. ( b ) As in ( a ), except for  EGFR . ( c ) 
 ERBB2  and  EGFR  show mutually exclusive high level copy number gains in bladder cancer.  ERBB2  and  EGFR  copy 
number data (log2) for all 99 profi led TCGA bladder cancers downloaded from the Oncomine database (  www.
oncomine.com    ) are plotted       
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those encountered breast and lung cancers, 
where such aberrations play a driving role 
and are targetable [ 120 ]. It is expected that 
further interrogation of the bladder cancer 
genome will identify additional mutations 
and gene fusions that may drive cancer 
behavior or serve as prognostic or predictive 
markers.

        Multigene Panels in Bladder 
Cancer for Early Detection/
Recurrence Monitoring 
 Urothelial carcinomas have been shown to 
harbor frequent gains of chromosome 3q, 7p, 
and 17q, and, as indicated above, frequent 
deletions of the 9p21 locus harboring 
 CDKN2A . A multicolor FISH based urine 
assay, UroVysion, has been developed based 
on these abnormalities. Several studies have 
demonstrated the utility of multitarget FISH 
assays in urine samples with the goal of pre-
dicting recurrence of urothelial carcinoma in 
the surveillance setting with an overall sensi-
tivity of 81–87 % and a specifi city of 92–97 % 
[ 121 ,  122 ]. These sensitivities are superior to 
standard urine cytology, which has a sensitiv-
ity of ~30–70 % [ 123 ,  124 ]. The specifi city of 
such multitarget FISH assays has also been 
consistently shown to be comparable to stan-
dard urine cytology [ 125 – 128 ]. The 
UroVysion assay has also been approved by 
the US FDA for primary screening for uro-
thelial carcinoma in patients with hematuria 
[ 129 ]. Urine microsatellite, methylation, and 
targeted mutational analyses have also shown 
potential in monitoring patients with urothe-
lial carcinoma [ 130 ]. The potential of NGS 
and digital PCR based urine assays promises 
further advancement in early bladder cancer 
detection.  

    Molecular Pathology of Kidney 
Cancer 
 Renal cell carcinomas (RCC) account for the 
majority of renal malignancies. Clear-cell RCC 
is the most common histologic type followed 
by papillary and chromophobe RCC. We will 
focus primarily on clear-cell RCC.  

    Single Genes in Kidney Cancer 
     VHL  

 The majority of clear-cell RCCs harbor 
abnormalities in the  VHL  gene located on 
chromosome 3p25, and inactivation of  VHL  
is the single most common abnormality in 
clear-cell RCCs. The frequency of somatic 
mutations in  VHL  is as high as 80 %, as 
reported in a recent study employing  sensitive 
high-throughput methods [ 131 ]. The major-
ity (80 %) of mutations in this study 
were deletions, insertions, and missense 
mutations. Loss of 3p is also seen in ~80 % of 
clear- cell RCCs [ 132 – 134 ], (see Fig.  26.7 ). 
Homozygous inactivation of  VHL  involving a 
3p deletion of one allele in association with 
inactivating mutation of the second  VHL  
allele is common [ 133 ].  VHL  encodes a 
member of the ubiquitin ligase complex, 
which participates in the controlled degrada-
tion of numerous cellular proteins, including 
HIF1α and HIF2α. HIF1 and HIF2 are a tran-
scription factors (dimers composed of α and β 
subunits) that mediate the cellular response 
to tissue hypoxia. When activated, HIF1 and 
HIF2 stimulate angiogenesis and cellular pro-
liferation via increased production of VEGF, 
erythropoietin, PDGF, TGF-α, and other 
mediators [ 135 ].

   Deletions of 3p can be detected reliably 
with FISH. Importantly, 3p deletions are not 
seen in other variants of RCC, such as papil-
lary RCC and chromophobe RCC. Therefore, 
3p loss detectable by FISH is useful as a 
 specifi c diagnostic biomarker for clear-cell 
RCC in cases that pose diagnostic diffi culty 
[ 136 ,  137 ].  

     PBRM1  

 A recent exome sequencing study by Varela 
et al. identifi ed  PBRM1 , which encodes a 
chromatin remodeling enzyme, as another 
commonly mutated gene in clear-cell RCCs, 
with truncating mutations seen in 41 % 
(92/227) of cases [ 138 ]. The majority of 
mutations were either indels or nonsense 
mutations.  PBRM1  is a member of the 
 SWI / SNF  chromatin remodeling complex 
involved in the maintenance of DNA stability 
and the regulation of gene transcription. 
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 PBRM1  resides on chromosome 3p, 
 centromeric to  VHL . Hence, in addition to 
 VHL , losses of 3p usually result in loss of one 
copy of  PBRM1 . Similar to  VHL , homozy-
gous inactivation of  PBRM1  via concomitant 
3p loss and  PBRM1  mutation in the sec-
ond allele is a common occurrence in clear-
cell RCC. Also similar to  VHL , the majority 
of  PBRM1  (mut)  cases (95 % in the above 
Varela et al. study) express the hypoxia 
 phenotype [ 138 ].  

    INHERITED SYNDROMES AND SINGLE 
GENE MUTATIONS IN NON-CLEAR- 
CELL RENAL CELL CARCINOMA 

 Although we have focused predominantly on 
somatic alterations in this chapter, assessment 
of the germ line for variants predisposing or 
causally associated with specifi c cancers will 
likely become more commonplace with the 
advent of routine NGS of the genome. For 
example, hereditary leiomyomatosis and 
renal cell carcinoma (HLRCC) syndrome is 
caused by a germ-line mutation in the fuma-
rate dehydrogenase gene ( FH ), and is 

 associated with an increased incidence of 
RCCs and cutaneous leiomyomata [ 139 ]. 
Although the syndrome predisposes to sev-
eral RCC histologic types, a peculiar type of 
RCC with papillary architecture, prominent 
“cherry like” nucleoli, and perinucleolar clear-
ing has been associated with this germ-line 
defect. Other germ-line mutation syndromes 
associated with increased familial risk of RCC 
include von Hippel–Lindau syndrome as a 
result of germ-line mutations in tumor sup-
pressor  VHL  [ 140 ]; hereditary papillary renal 
cell carcinoma syndrome (HPRCC) due to 
germ-line activating mutations in the  MET  
proto-oncogene on chromosome 7 [ 141 ], and 
Birt–Hogg–Dubé syndrome associated with 
germ-line mutations in the  BHD  gene which 
encodes the folliculin protein [ 142 ]. 

 Single gene mutations have also been 
described in sporadic non-clear-cell RCCs. 
For example, sporadic papillary RCCs have 
been shown to harbor activating  MET  muta-
tions in a small fraction of cases, similar to 
their hereditary counterparts [ 143 ,  144 ]. 
Recurrent gains of chromosomes 7 and 17 are 
also frequently identifi ed in sporadic  papillary 

  Figure 26-7    Copy number changes in kidney cancer. Genome-wide copy number profi les from 643 kidney can-
cers (predominantly clear-cell carcinoma) from two studies were visualized using the Oncomine Powertools DNA 
Copy Number Browser. The sum of the log2 copy number for each segmented sample is plotted in genomic order 
(see legend for chromosomes). The location of genes harboring recurrent copy number gains/losses or mutations 
are indicated       
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RCC [ 136 ,  145 ], as is overexpression of the 
protein product of  MET  [ 146 ]. 

 Finally, a special type of RCC is defi ned by 
recurrent chromosomal translocations involv-
ing members of the  MiTF - TFE  genes family 
[ 147 ,  148 ]. The  MiTF - TFE  family of renal car-
cinomas contain balanced translocations of 
one member of the basic helix-loop-helix zip-
per transcription factors, most commonly 
 TFE3  on chromosome Xp11 and  TFEB  on 
chromosome 6p21. The most common trans-
location partners are  ASPL  (chromosome 
17q25) and  PRCC  (chromosome 1q21). 
Tumors of this type frequently have a unique 
papillary architecture with abundant clear 
cytoplasm, are high grade, disproportionately 
affect younger patients, and are associated 
with high rates of metastasis. Diagnosis is 
 usually confi rmed using well-established  TFE3  
and  TFEB  break-apart FISH assays [ 149 – 152 ]. 
Immunohistochemical assessment of TFE3, 
TFEB, and CATHEPSIN K proteins have also 
been used, albeit with less accuracy.  

    WHOLE-GENOME AND EXOME 
SEQUENCING IN RENAL CELL 
CARCINOMA 

 In addition to identifi cation of mutation in 
 PBRM1 , exome sequencing studies of clear- 
cell RCC have shown frequent mutations in 
other chromatin/histone modifying genes. 
Among the most frequently identifi ed are the 
histone methylases  MLL2  and  SETD2 , and 
the histone demethylases  UTX  and  JARID1C  
( KDM5C ) [ 138 ,  153 ,  154 ]. Collectively, 
mutations in these genes are seen in nearly 
15 % of clear-cell RCC [ 138 ]. Mutations are 
commonly missense, splice site, or indels, 
consistent with a tumor suppressive function. 
Histone modifi cation is a primary method of 
gene expression regulation and as with uro-
thelial carcinoma and prostate cancer, aber-
rant modifi cation of histone complexes 
appears to contribute to abnormal gene 
expression in a sizable fraction of clear-cell 
RCCs. A recently published molecular char-
acterization of clear-cell RCC by TCGA 
Research Network has corroborated the 
importance of chromatin remodeling genes 
in clear-cell RCC, and has further demon-
strated mutations in the SWI/SNF chromatin 

remodeling complex (which includes 
PBRM1) may have profound effects on 
numerous other pathways [ 155 ]. The TCGA 
study also found recurrent mutations in the 
PI(3)K/AKT pathway, as well as frequent 
mutations in genes involved in cellular 
metabolism. 

 A smaller group of clear-cell RCCs harbor-
ing truncating mutations in  NF2  has also 
been identifi ed by exome sequencing [ 153 ]. 
 NF2  is a tumor suppressor.  NF2  germ-line 
mutations are associated with neurofi broma-
tosis type 2, a syndrome characterized by 
 predisposition to benign and malignant 
peripheral nerve sheath tumors, meningio-
mas, and gliomas. While the majority of 
tumors with  SETD2  or  JARID1C  mutations 
in this study showed either  VHL  mutations 
and/or the hypoxia phenotype, none of the 
clear-cell RCC harboring  NF2  mutations 
appear to contain  VHL  mutations or show 
the hypoxia phenotype [ 153 ]. These fi ndings 
suggest that  NF2  mutated clear-cell RCC 
may represent a distinct molecular subtype. 

 As mentioned above, the ubiquitin- 
mediated proteolysis pathway (UMPP) 
includes  VHL , and functions in the controlled 
degradation of many cellular proteins, includ-
ing the HIFs. Recurrent mutations in several 
members of the UMPP pathway have been 
identifi ed in clear-cell RCCs. Guo et al. 
sequenced all 135 genes in the UMPP path-
way in a set of 98 clear-cell RCC, and found 
mutations in a member of that pathway in 
50 % of tumors [ 156 ]. Comprehensive analy-
sis of the clear-cell RCC genome demon-
strates few focal aberrations, with nearly 
universal broad loss of chromosome 3p, as 
well as broad gains and losses of other chro-
mosomes (Fig.  26.7 ).   

    Molecular Prediction 
of Treatment Response 
in Kidney Cancer 
 Traditionally, chemotherapy has not proven to 
be effective in clear-cell RCC. Immunotherapy 
with interleukin-2 (IL-2) and interferon-α 
(INF-α) is effective in a small subset (~10 %) 
of metastatic clear-cell RCCs but is limited 
by its high toxicity profi le [ 157 ]. More 
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recently, immunotherapy has been largely 
replaced by newer treatment strategies tar-
geting VEGF/VEGFR including small mole-
cule inhibitors of VEGFR and other tyrosine 
kinases (e.g., sorafenib and sunitinib) and 
monoclonal antibodies directed against circu-
lating VEGF (e.g., bevacizumab). Targeted 
therapy response rates in clear-cell RCC are 
higher than seen with immunotherapy 
(~40 % vs. 10 %, respectively), although 
 toxicity is still an issue [ 158 ]. 

 Predictors of response to VEGF targeted 
therapy are beginning to emerge. Choueiri 
et al. have recently showed that loss-of- 
function mutations in  VHL  were associated 
with improved response to VEGF targeted 
therapy (51 % vs. 31 % response rate) [ 159 ]. 
In contrast,  VHL  inactivation by other means 
was not associated with response, as all pooled 
patients with  VHL  inactivation did not show 
a statistically signifi cant difference in response 
rate compared to those with wild-type  VHL . 
CA-IX (a zinc metalloenzyme upregulated 
by  HIF ) expression in clear-cell RCCs has 
been shown to correlate with response to 
INF-α [ 160 ], however CA-IX expression has 
not been reported to have a predictive 
response to sorafenib or sunitinib [ 161 ]. 

 A subset of clear-cell RCCs demonstrate 
overexpression of members of the mTOR 
pathway which induces cellular prolifera-
tion and represses apoptosis. Phosphorylated 
Akt and S6 (phos-Akt and phos-S6) may be 
used as markers of pathway activation. 
 PTEN  is an upstream suppressor of the 
mTOR pathway. Small molecular inhibitors 
of the mTOR pathway have been developed 
(e.g., temsiroliumus, everolimus). These 
have shown superior overall survival and 
progression free survival compared to immu-
notherapy in clear-cell RCC [ 162 ], and 
improved progression free survival in a 
group of patients undergoing progression 
with VEGF inhibitor therapy [ 163 ]. Elevated 
phos-S6 and phos- Akt expression, as mea-
sured by IHC was associated with improved 
response to temsirolimus in one recent 
study. Patients with higher phos-S6 and/or 
phos-Akt expression demonstrated greater 
objective response rates. Higher phos-S6 
was also associated with greater median 
overall survival [ 164 ]. In contrast,  expression 

of  CA - IX  and  VHL  mutational status 
showed no association with response to 
mTOR inhibitors [ 164 ].  PTEN  and  HIF1α  
expression have similarly shown no associa-
tion with response [ 165 ].  

    Molecular Pathology of Testis 
and Penile Cancers 
 Tumors of the testis and penis have received 
considerably less attention regarding genomic 
analysis compared to those of the prostate, 
bladder, and kidney. However, molecular 
 perturbations described in both offer unique 
insights into tumor behavior and treatment 
response. The following is a brief discussion 
of some salient molecular alterations in these 
two organs. 

 Germ cell malignancies account for the 
great majority of testicular tumors, with sem-
inoma being the predominant histologic type. 
As expected in germ cell lineage, seminomas 
express markers of totipotency, including 
 OCT 3 / 4  and  NANOG  [ 166 ,  167 ]. They also 
frequently show 12p gains, most commonly 
as isochromosome 12p [ 168 ]. In contrast to 
other solid tumors,  TP53  mutations are rare 
[ 169 ,  170 ]. Seminomas, as well as the major-
ity of other testicular germ cell tumors, are 
extraordinarily responsive to chemotherapy 
and radiation with DNA damaging agents 
such as cisplatin, etoposide, and bleomycin 
with cure rates well exceeding 90 %. This is 
thought to be related to a strong propensity 
for germ cells to undergo apoptosis as a result 
of DNA damage [ 170 ]. Although relatively 
uncommon, chemotherapy resistance is well- 
known and is associated with microsatellite 
instability (MSI) and  BRAF  mutations [ 171 , 
 172 ]. The mechanism of the resistance to 
chemotherapy is unclear, but may be related 
to diminished ability of tumors harboring 
these alterations to successfully complete 
programmed cell death. 

 Squamous cell carcinoma (SCC) repre-
sents the majority of malignant penile neo-
plasms. Like their cervicovaginal and 
oropharyngeal counterparts, a subset of 
penile SCC is associated with high-risk 
human papilloma virus (HPV) infection. As 
in other sites, high-risk HPV DNA becomes 
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integrated into the host cell genome, leading 
to production of the viral proteins E6 and E7. 
These induce cellular proliferation by inacti-
vation of  TP53  and  RB1 , which are associated 
with increased expression of p16 ( CDKN2A ). 
The immunophenotype of many HPV associ-
ated tumors is, therefore,  TP53  − /RB − /p16 + , 
and p16 may be used as a surrogate marker 
for HPV infection. As in the oropharynx 
[ 173 ], p16 +  penile SCC has been shown to 
have better prognosis than p16 −  SCC, dem-
onstrating improved cancer specifi c survival 
[ 174 ]. Interestingly, penile SCCs with basa-
loid morphology are p16 + , but have a worse 
prognosis than conventional penile SCC 
[ 175 ], which stands in contrast to the 
improved prognosis seen in SCC with this 
morphology in the oropharynx. Identifi cation 
of the molecular underpinnings of SCC in 
the penis is in its earliest stages. Further work 
will likely reveal important molecular classi-
fi ers, which will almost certainly include p16/
HPV status.   

    Conclusion 

 Our increased understanding of the cancer 
genome will likely impact patients with all 
types of malignancies of the genitourinary 
tract. This includes identifi cation of novel 
groups of “high-risk” patients who will then 
undergo biopsy after abnormal screening or 
imaging, to patients with advanced cancer 
who may undergo comprehensive whole- 
genome/transcriptome sequencing to opti-
mize therapy. Similarly, although 
immunohistochemistry will remain an 
important methodology to rapidly interro-
gate expression of markers that may identify 

specifi c molecular subtypes in existing 
 workfl ows (for diagnosis, prognosis, or pre-
diction), we anticipate that genitourinary 
pathologists of the future will need to be 
familiar with diverse assays, including FISH, 
qRT-PCR, and NGS, in order to meet the 
demands of patients and referring physicians. 
An overview of the biospecimens, assays, and 
clinical indications discussed above is illus-
trated in Fig.  26.8 . In this chapter, we pro-
vide an overview of the biomarkers and 
techniques that will likely have the most 
immediate clinical impact in genitourinary 
pathology. Nevertheless, the pace of genomic 
discovery almost guarantees that the most 
important biomarkers and techniques to 
impact clinical practice may be yet to be 
discovered.

        Acknowledgements 

 S.A.T. was supported by a Career 
Development Award from the University of 
Michigan Prostate Cancer S.P.O.R.E. and has 
been supported by the Prostate Cancer 
Foundation. S.A.T. is a co-inventor on a 
patent issued to the University of Michigan 
on ETS fusions in prostate cancer. The 
diagnostic fi eld of use has been licensed to 
Gen-Probe, Inc., who has sublicensed certain 
rights to Ventana Medical Systems. S.A.T. are 
co-inventors on a patent fi led by the 
University of Michigan on SPINK1 in prostate 
cancer. The diagnostic fi eld of use has been 
licensed to Gen-Probe, Inc., who has 
sublicensed certain rights to Ventana Medical 
Systems. S.A.T. is a consultant and has 
received honoraria from Ventana Medical 
Systems.  

Molecular Pathology of Genitourinary Cancers: Translating the Cancer Genome to the Clinic  |  455



Su
rv
iv
al

Time

Biospecimens

1

2

3
4

5

6

7

8
910

11

12

13

14
15

16
17

18
19

20

21
22

X
Y

PHYHIPL

DOPEY2
AT

XN
1

TBC1D5

D
PY

SL
3

U
N

C79

FMN2

ZIC2

TMPRSS2:ERG

CTDSPL2:CORO2B

NDUFB11:MORC4

HNRNPH1:C5ORF60

M
ET

PC
A

1
PC

A
2

PC
A

3
PC

A
4

PC
A

5
PC

A
6

PC
A

7
PC

A
8

PC
A

9
PC

A
10

ETS fusion
SPOP
CHD1

SPINK1
PTEN
TP53

RB1
AR

ATM
BRCA2

Assays

Clinical Utility

a

b

c

d

e

f

g

h

i

j

k

l

tctagagaggactcgatcatgattggaca
tctagagaggactcgatcatgattggaca
  tagagaggactcgatcatgattggacatc
   agagaggactcgatcttgattggacatc
   agagaggactcgatcatgattggacatc
       aggactcgatcttgattggacatcgca
       aggactcgatcatgattggacatcgca
          actcgatcttgattggacatcgcagatt
          actcgatcatgattggacatcgcagatt
         

  Figure 26-8    Current and future genomic applications in genitourinary pathology. Examples of biospecimens, 
assays and the clinical utility of genomic applications in genitourinary pathology are shown. A variety of specimen 
types can be utilized for interrogating the cancer genome, including ( a ) routine tissue specimens, ( b ) blood (as a 
source of protein, circulating tumor cells, or free nucleic acids), and ( c ) urine (as a source of protein, tumor cells, 
or free nucleic acids). These samples can be used for a variety of analyses, including ( d ) IHC (an ERG positive 
prostate cancer lymph node metastasis is shown), ( e ) FISH for rearrangements (Split probes showing a  BRAF  rear-
ranged prostate cancer cell), or ( f ) copy number (Urovision FISH in a bladder cancer cell), gene expression or copy 
number profi ling by microarrays or ( g ) qRT-PCR, or ( h ) NGS of the cancer genome/transcriptome. Such assays are 
applicable in numerous clinical scenarios, including ( i ) predicting response to therapy, ( j ) outcome, ( k ) basic 
molecular subtyping (driving alterations in prostate cancer are shown), or ( l ) comprehensive interrogation of geni-
tourinary cancer genomes and transcriptome (circus plot for visualizing the cancer genome, including point muta-
tions/indels, copy number alterations, and gene fusion)       

 



   REFERENCES 

    1.    Siegel R, Naishadham D, Jemal A. Cancer statis-
tics, 2012. CA Cancer J Clin. 2012;62(1):
10–29.  

    2.    Gleason DF. Classifi cation of prostatic carcino-
mas. Cancer Chemother Rep. 1966;50(3):
125–8.  

   3.    Mellinger GT, Gleason D, Bailar 3rd J. The his-
tology and prognosis of prostatic cancer. J Urol. 
1967;97(2):331–7.  

    4.    Uemura H, Hoshino K, Sasaki T, Miyoshi Y, 
Ishiguro H, Inayama Y, et al. Usefulness of the 
2005 International Society of Urologic Pathology 
Gleason grading system in prostate biopsy and 
radical prostatectomy specimens. BJU Int. 
2009;103(9):1190–4.  

     5.    Park K, Tomlins SA, Mudaliar KM, Chiu Y-L, 
Esgueva R, Mehra R, et al. Antibody-based 
detection of ERG rearrangement-positive pros-
tate cancer. Neoplasia. 2010;12(7):590–8.  

    6.    Rubin MA, Maher CA, Chinnaiyan 
AM. Common gene rearrangements in prostate 
cancer. J Clin Oncol. 2011;29(27):3659–68.  

    7.    Furusato B, Tan S-H, Young D, Dobi A, Sun C, 
Mohamed AA, et al. ERG oncoprotein expres-
sion in prostate cancer: clonal progression of 
ERG-positive tumor cells and potential for 
ERG-based stratifi cation. Prostate Cancer 
Prostatic Dis. 2010;13(3):228–37.  

    8.    Braun M, Goltz D, Shaikhibrahim Z, Vogel W, 
Böhm D, Scheble V, et al. ERG protein expres-
sion and genomic rearrangement status in pri-
mary and metastatic prostate cancer: a 
comparative study of two monoclonal antibod-
ies. Prostate Cancer Prostatic Dis. 2012;15(2):
165–9.  

   9.    Tomlins SA, Rhodes DR, Perner S, Dhanasekaran 
SM, Mehra R, Sun X-W, et al. Recurrent fusion 
of TMPRSS2 and ETS transcription factor genes 
in prostate cancer. Science. 2005;310(5748):
644–8.  

     10.    Tomlins SA, Bjartell A, Chinnaiyan AM, Jenster 
G, Nam RK, Rubin MA, et al. ETS gene fusions 
in prostate cancer: from discovery to daily clini-
cal practice. Eur Urol. 2009;56(2):275–86.  

    11.    Kumar-Sinha C, Tomlins SA, Chinnaiyan 
AM. Recurrent gene fusions in prostate cancer. 
Nat Rev Cancer. 2008;8(7):497–511.  

    12.    Yoshimoto M, Joshua AM, Chilton-Macneill S, 
Bayani J, Selvarajah S, Evans AJ, et al. Three- 
color FISH analysis of TMPRSS2/ERG fusions in 
prostate cancer indicates that genomic microde-
letion of chromosome 21 is associated with rear-
rangement. Neoplasia. 2006;8(6):465–9.  

    13.    Rosen P, Sesterhenn IA, Brassell SA, McLeod 
DG, Srivastava S, Dobi A. Clinical potential of 
the ERG oncoprotein in prostate cancer. Nat 
Rev Urol. 2012;9(3):131–7.  

   14.    Van Leenders GJLH, Boormans JL, Vissers CJ, 
Hoogland AM, Bressers AAJWM, Furusato B, 
et al. Antibody EPR3864 is specifi c for ERG 
genomic fusions in prostate cancer: implications 
for pathological practice. Mod Pathol. 2011;
24(8):1128–38.  

    15.    Falzarano SM, Zhou M, Carver P, Tsuzuki T, 
Simmerman K, He H, et al. ERG gene rearrange-
ment status in prostate cancer detected by 
immunohistochemistry. Virchows Arch. 2011;
459(4):441–7.  

     16.    Furusato B, Tan S-H, Young D, Dobi A, Sun C, 
Mohamed AA, et al. ERG oncoprotein expres-
sion in prostate cancer: clonal progression of 
ERG-positive tumor cells and potential for 
ERG-based stratifi cation. Prostate Cancer 
Prostatic Dis. 2010;13(3):228–37.  

    17.    Shah RB, Tadros Y, Brummell B, Zhou M. The 
diagnostic use of ERG in resolving an “atypical 
glands suspicious for cancer” diagnosis in pros-
tate biopsies beyond that provided by basal cell 
and α-methylacyl-CoA-racemase markers. Hum 
Pathol. 2012;44:786–94.  

    18.    Park K, Dalton J, Narayanan R, Barbieri CE, 
Hancock M, Bostwick DG, et al. TMPRSS2:ERG 
gene fusion predicts subsequent detection of 
prostate cancer in patients with high-grade pros-
tatic intraepithelial neoplasia. J Clin Oncol. 
2014;32:206–11.  

     19.    Tomlins SA, Rhodes DR, Yu J, Varambally S, 
Mehra R, Perner S, et al. The role of SPINK1 in 
ETS rearrangement-negative prostate cancers. 
Cancer Cell. 2008;13(6):519–28.  

    20.    Leinonen KA, Tolonen TT, Bracken H, Stenman 
U-H, Tammela TLJ, Saramäki OR, et al. 
Association of SPINK1 expression and 
TMPRSS2:ERG fusion with prognosis in 
endocrine- treated prostate cancer. Clin Cancer 
Res. 2010;16(10):2845–51.  

   21.    Grupp K, Diebel F, Sirma H, Simon R, 
Breitmeyer K, Steurer S, et al. SPINK1 expres-
sion is tightly linked to 6q15- and 5q21-deleted 
ERG-fusion negative prostate cancers but unre-
lated to PSA recurrence. Prostate. 2013;
73(15):1690–8.  

   22.    Bismar TA, Yoshimoto M, Duan Q, Liu S, Sircar 
K, Squire JA. Interactions and relationships of 
PTEN, ERG, SPINK1 and AR in castration- 
resistant prostate cancer. Histopathology. 
2012;60(4):645–52.  

    23.    Lippolis G, Edsjö A, Stenman U-H, Bjartell A. A 
high-density tissue microarray from patients 
with clinically localized prostate cancer reveals 
ERG and TATI exclusivity in tumor cells. 
Prostate Cancer Prostatic Dis. 2013;16(2):
145–50.  

      24.    Barbieri CE, Baca SC, Lawrence MS, Demichelis 
F, Blattner M, Theurillat J-P, et al. Exome 
sequencing identifi es recurrent SPOP, FOXA1 

Molecular Pathology of Genitourinary Cancers: Translating the Cancer Genome to the Clinic  |  457



and MED12 mutations in prostate cancer. Nat 
Genet. 2012;44(6):685–9.  

     25.    Wu Y-M, Su F, Kalyana-Sundaram S, Khazanov 
N, Ateeq B, Cao X, et al. Identifi cation of targe-
table FGFR gene fusions in diverse cancers. 
Cancer Discov. 2013;3(6):636–47.  

   26.    Palanisamy N, Ateeq B, Kalyana-Sundaram S, 
Pfl ueger D, Ramnarayanan K, Shankar S, et al. 
Rearrangements of the RAF kinase pathway in 
prostate cancer, gastric cancer and melanoma. 
Nat Med. 2010;16(7):793–8.  

   27.    Wang X-S, Shankar S, Dhanasekaran SM, Ateeq 
B, Sasaki AT, Jing X, et al. Characterization of 
KRAS rearrangements in metastatic prostate 
cancer. Cancer Discov. 2011;1(1):35–43.  

    28.    Beltran H, Yelensky R, Frampton GM, Park K, 
Downing SR, Macdonald TY, et al. Targeted 
next-generation sequencing of advanced pros-
tate cancer identifi es potential therapeutic tar-
gets and disease heterogeneity. Eur Urol. 2012;
63:920–6.  

     29.    Berger MF, Lawrence MS, Demichelis F, Drier Y, 
Cibulskis K, Sivachenko AY, et al. The genomic 
complexity of primary human prostate cancer. 
Nature. 2011;470(7333):214–20.  

       30.    Grasso CS, Wu Y-M, Robinson DR, Cao X, 
Dhanasekaran SM, Khan AP, et al. The muta-
tional landscape of lethal castration-resistant 
prostate cancer. Nature. 2012;487(7406):
239–43.  

    31.    Cho N-Y, Choi M, Kim B-H, Cho Y-M, Moon 
KC, Kang GH. BRAF and KRAS mutations in 
prostatic adenocarcinoma. Int J Cancer. 2006;
119(8):1858–62.  

   32.    Shen Y, Lu Y, Yin X, Zhu G, Zhu J. KRAS and 
BRAF mutations in prostate carcinomas of 
Chinese patients. Cancer Genet Cytogenet. 
2010;198(1):35–9.  

   33.    Ren G, Liu X, Mao X, Zhang Y, Stankiewicz E, 
Hylands L, et al. Identifi cation of frequent BRAF 
copy number gain and alterations of RAF genes 
in Chinese prostate cancer. Genes Chromosomes 
Cancer. 2012;51(11):1014–23.  

   34.    Mao X, Yu Y, Boyd LK, Ren G, Lin D, Chaplin T, 
et al. Distinct genomic alterations in prostate 
cancers in Chinese and Western populations sug-
gest alternative pathways of prostate carcinogen-
esis. Cancer Res. 2010;70(13):5207–12.  

   35.    Miyagi Y, Sasaki T, Fujinami K, Sano J, Senga Y, 
Miura T, et al. ETS family-associated gene fusions 
in Japanese prostate cancer: analysis of 194 
 radical prostatectomy samples. Mod Pathol. 
2010;23(11):1492–8.  

    36.    Magi-Galluzzi C, Tsusuki T, Elson P, Simmerman 
K, LaFargue C, Esgueva R, et al. TMPRSS2-ERG 
gene fusion prevalence and class are signifi cantly 
different in prostate cancer of Caucasian, 
African-American and Japanese patients. 
Prostate. 2011;71(5):489–97.  

    37.    Jenkins RB, Qian J, Lieber MM, Bostwick 
DG. Detection of c-myc oncogene amplifi cation 
and chromosomal anomalies in metastatic pros-
tatic carcinoma by fl uorescence in situ hybrid-
ization. Cancer Res. 1997;57(3):524–31.  

      38.    Li Y, Su J, DingZhang X, Zhang J, Yoshimoto M, 
Liu S, et al. PTEN deletion and heme oxygenase-
 1 overexpression cooperate in prostate cancer 
progression and are associated with adverse clin-
ical outcome. J Pathol. 2011;224(1):90–100.  

    39.    Lotan TL, Gurel B, Sutcliffe S, Esopi D, Liu W, 
Xu J, et al. PTEN protein loss by immunostain-
ing: analytic validation and prognostic indicator 
for a high risk surgical cohort of prostate can-
cer patients. Clin Cancer Res. 2011;17(20):
6563–73.  

    40.    Antonarakis ES, Keizman D, Zhang Z, Gurel B, 
Lotan TL, Hicks JL, et al. An immunohisto-
chemical signature comprising PTEN, MYC, and 
Ki67 predicts progression in prostate cancer 
patients receiving adjuvant docetaxel after pros-
tatectomy. Cancer. 2012;118:6063–71.  

    41.    Krohn A, Diedler T, Burkhardt L, Mayer P-S, De 
Silva C, Meyer-Kornblum M, et al. Genomic 
deletion of PTEN is associated with tumor pro-
gression and early PSA recurrence in ERG 
fusion-positive and fusion-negative prostate can-
cer. Am J Pathol. 2012;181(2):401–12.  

       42.    Reid AHM, Attard G, Brewer D, Miranda S, 
Riisnaes R, Clark J, et al. Novel, gross chromo-
somal alterations involving PTEN cooperate 
with allelic loss in prostate cancer. Mod Pathol. 
2012;25(6):902–10.  

    43.    Cairns P, Okami K, Halachmi S, Halachmi N, 
Esteller M, Herman JG, et al. Frequent inactiva-
tion of PTEN/MMAC1 in primary prostate can-
cer. Cancer Res. 1997;57(22):4997–5000.  

   44.    Dong JT, Sipe TW, Hyytinen ER, Li CL, Heise C, 
McClintock DE, et al. PTEN/MMAC1 is infre-
quently mutated in pT2 and pT3 carcinomas of 
the prostate. Oncogene. 1998;17(15):1979–82.  

     45.    Suzuki H, Freije D, Nusskern DR, Okami K, 
Cairns P, Sidransky D, et al. Interfocal heteroge-
neity of PTEN/MMAC1 gene alterations in mul-
tiple metastatic prostate cancer tissues. Cancer 
Res. 1998;58(2):204–9.  

    46.    Pourmand G, Ziaee A-A, Abedi AR, Mehrsai A, 
Alavi HA, Ahmadi A, et al. Role of PTEN gene in 
progression of prostate cancer. Urol J. 2007;
4(2):95–100.  

    47.    Choucair K, Ejdelman J, Brimo F, Aprikian A, 
Chevalier S, Lapointe J. PTEN genomic deletion 
predicts prostate cancer recurrence and is associ-
ated with low AR expression and transcriptional 
activity. BMC Cancer. 2012;12(1):543.  

     48.    Attard G, Swennenhuis JF, Olmos D, Reid AHM, 
Vickers E, A’Hern R, et al. Characterization of 
ERG, AR and PTEN gene status in circulating 
tumor cells from patients with  castration- resistant 

458  |  Joshua I. Warrick, Scott A. Tomlins



prostate cancer. Cancer Res. 2009;
69(7):2912–8.  

    49.    Sowalsky A, Ye H, Bubley GJ, Balk SP. Clonal 
progression of prostate cancers from Gleason 
grade 3 to grade 4. Cancer Res. 2012;73:
1050–5.  

   50.    Yoshimoto M, Ding K, Sweet JM, Ludkovski O, 
Trottier G, Song KS, et al. PTEN losses exhibit 
heterogeneity in multifocal prostatic adenocarci-
noma and are associated with higher Gleason 
grade. Mod Pathol. 2012;26:435–47.  

   51.    Chaux A, Peskoe SB, Gonzalez-Roibon N, 
Schultz L, Albadine R, Hicks J, et al. Loss of 
PTEN expression is associated with increased 
risk of recurrence after prostatectomy for clini-
cally localized prostate cancer. Mod Pathol. 
2012;25(11):1543–9.  

    52.    Yoshimoto M, Cunha IW, Coudry RA, Fonseca 
FP, Torres CH, Soares FA, et al. FISH analysis of 
107 prostate cancers shows that PTEN genomic 
deletion is associated with poor clinical out-
come. Br J Cancer. 2007;97(5):678–85.  

    53.    Kattan MW. Judging new markers by their abil-
ity to improve predictive accuracy. J Natl Cancer 
Inst. 2003;95(9):634–5.  

    54.    Gudmundsson J, Besenbacher S, Sulem P, 
Gudbjartsson DF, Olafsson I, Arinbjarnarson S, 
et al. Genetic correction of PSA values using 
sequence variants associated with PSA levels. Sci 
Transl Med. 2010;2(62):62ra92.  

    55.    Witte JS. Personalized prostate cancer screening: 
improving PSA tests with genomic information. 
Sci Transl Med. 2010;2(62):62ps55.  

    56.    Ewing CM, Ray AM, Lange EM, Zuhlke KA, 
Robbins CM, Tembe WD, et al. Germline muta-
tions in HOXB13 and prostate-cancer risk. N 
Engl J Med. 2012;366(2):141–9.  

    57.    Gudmundsson J, Sulem P, Gudbjartsson DF, 
Masson G, Agnarsson BA, Benediktsdottir KR, 
et al. A study based on whole-genome sequenc-
ing yields a rare variant at 8q24 associated with 
prostate cancer. Nat Genet. 2012;44(12):
1326–9.  

    58.    Markert EK, Mizuno H, Vazquez A, Levine 
AJ. Molecular classifi cation of prostate cancer 
using curated expression signatures. Proc Natl 
Acad Sci U S A. 2011;108(52):21276–81.  

    59.    Lapointe J, Li C, Higgins JP, van de Rijn M, Bair 
E, Montgomery K, et al. Gene expression profi l-
ing identifi es clinically relevant subtypes of pros-
tate cancer. Proc Natl Acad Sci U S A. 2004;
101(3):811–6.  

    60.    Penney KL, Sinnott JA, Fall K, Pawitan Y, 
Hoshida Y, Kraft P, et al. mRNA expression sig-
nature of Gleason grade predicts lethal prostate 
cancer. J Clin Oncol. 2011;29(17):2391–6.  

    61.    True L, Coleman I, Hawley S, Huang C-Y, 
Gifford D, Coleman R, et al. A molecular corre-
late to the Gleason grading system for prostate 

adenocarcinoma. Proc Natl Acad Sci U S A. 
2006;103(29):10991–6.  

    62.    Cuzick J, Berney DM, Fisher G, Mesher D, 
Møller H, Reid JE, et al. Prognostic value of a cell 
cycle progression signature for prostate cancer 
death in a conservatively managed needle biopsy 
cohort. Br J Cancer. 2012;106(6):1095–9.  

    63.    Cuzick J, Swanson GP, Fisher G, Brothman AR, 
Berney DM, Reid JE, et al. Prognostic value of an 
RNA expression signature derived from cell 
cycle proliferation genes in patients with pros-
tate cancer: a retrospective study. Lancet Oncol. 
2011;12(3):245–55.  

    64.   Klein E, Maddala T, Millward C, Cherbavaz D, 
Falzarano SM, Knezevic D, et al. Development 
of needle biopsy-based genomic test to improve 
discrimination of clinically aggressive from indo-
lent prostate cancer. J Clin Oncol. 2012;30 
(Suppl; abstr 4560).  

    65.   Jenkins R, Bergstralh E, Davicioni E, Karnes J, 
Ballman K, Fink S, et al. Validation of a genomic- 
clinical classifi er model for predicting clinical 
recurrence of patients with localized prostate 
cancer in a high-risk population. J Clin Oncol. 
2012;30 (Suppl 5;abstr 175).  

    66.   Karnes RJ, Ghadessi M, Bergstralh E, Erho N, 
Crisan A, Davicioni E, et al. Validation of a 
genomic classifi er that predicts metastatic dis-
ease progression in men with high risk patho-
logical features post-prostatectomy. J Urol. 189 
(Suppl 4; abstr 2130).  

    67.    Baca SC, Prandi D, Lawrence MS, Mosquera JM, 
Romanel A, Drier Y, et al. Punctuated evolution 
of prostate cancer genomes. Cell. 2013;153(3):
666–77.  

    68.    Loriot Y, Zoubeidi A, Gleave ME. Targeted ther-
apies in metastatic castration-resistant prostate 
cancer: beyond the androgen receptor. Urol Clin 
North Am. 2012;39(4):517–31.  

    69.    Aisner DL, Marshall CB. Molecular pathology of 
non-small cell lung cancer: a practical guide. Am 
J Clin Pathol. 2012;138(3):332–46.  

    70.    Fong PC, Boss DS, Yap TA, Tutt A, Wu P, Mergui- 
Roelvink M, et al. Inhibition of poly(ADP- 
ribose) polymerase in tumors from BRCA 
mutation carriers. N Engl J Med. 2009;361(2):
123–34.  

    71.    Wagle N, Berger MF, Davis MJ, Blumenstiel B, 
Defelice M, Pochanard P, et al. High-throughput 
detection of actionable genomic alterations in 
clinical tumor samples by targeted, massively 
parallel sequencing. Cancer Discov. 2012;
2(1):82–93.  

    72.    Ito K, Miyakubo M, Sekine Y, Koike H, Matsui 
H, Shibata Y, et al. Diagnostic signifi cance of 
[−2]pro-PSA and prostate dimension-adjusted 
PSA-related indices in men with total PSA in the 
2.0–10.0 ng/mL range. World J Urol. 2013;
31(2):305–11.  

Molecular Pathology of Genitourinary Cancers: Translating the Cancer Genome to the Clinic  |  459



    73.    Chan TY, Mikolajczyk SD, Lecksell K, Shue MJ, 
Rittenhouse HG, Partin AW, et al. 
Immunohistochemical staining of prostate can-
cer with monoclonal antibodies to the precursor 
of prostate-specifi c antigen. Urology. 2003;
62(1):177–81.  

    74.    Bussemakers MJ, van Bokhoven A, Verhaegh 
GW, Smit FP, Karthaus HF, Schalken JA, et al. 
DD3: a new prostate-specifi c gene, highly over-
expressed in prostate cancer. Cancer Res. 
1999;59(23):5975–9.  

   75.    De Kok JB, Verhaegh GW, Roelofs RW, 
Hessels D, Kiemeney LA, Aalders TW, et al. 
DD3(PCA3), a very sensitive and specifi c marker 
to detect prostate tumors. Cancer Res. 2002;
62(9):2695–8.  

   76.    Schmidt U, Fuessel S, Koch R, Baretton GB, 
Lohse A, Tomasetti S, et al. Quantitative multi- 
gene expression profi ling of primary prostate 
cancer. Prostate. 2006;66(14):1521–34.  

   77.    Popa I, Fradet Y, Beaudry G, Hovington H, 
Beaudry G, Têtu B. Identifi cation of PCA3 
(DD3) in prostatic carcinoma by in situ hybrid-
ization. Mod Pathol. 2007;20(11):1121–7.  

    78.      Warrick JI, Tomlins SA, Carskadon SL, Young 
AM, Siddiqui J, Wei JT, et al. Evaluation of tissue 
PCA3 expression in prostate cancer by RNA in 
situ hybridization-a correlative study with urine 
PCA3 and TMPRSS2-ERG. Mod Pathol. [Epub 
ahead of print].  

     79.    Salagierski M, Schalken JA. Molecular diagnosis 
of prostate cancer: PCA3 and TMPRSS2:ERG 
gene fusion. J Urol. 2012;187(3):795–801.  

    80.    Hessels D, Klein Gunnewiek JMT, van Oort I, 
Karthaus HFM, van Leenders GJL, van Balken B, 
et al. DD3(PCA3)-based molecular urine analy-
sis for the diagnosis of prostate cancer. Eur Urol. 
2003;44(1):8–15. Discussion 15–16.  

    81.    Ankerst DP, Groskopf J, Day JR, Blase A, 
Rittenhouse H, Pollock BH, et al. Predicting 
prostate cancer risk through incorporation of 
prostate cancer gene 3. J Urol. 2008;180(4):1303–
8. Discussion 1308.  

    82.    Laxman B, Tomlins SA, Mehra R, Morris DS, 
Wang L, Helgeson BE, et al. Noninvasive detec-
tion of TMPRSS2:ERG fusion transcripts in the 
urine of men with prostate cancer. Neoplasia. 
2006;8(10):885–8.  

    83.    Tomlins SA, Aubin SMJ, Siddiqui J, Lonigro RJ, 
Sefton-Miller L, Miick S, et al. Urine 
TMPRSS2:ERG fusion transcript stratifi es pros-
tate cancer risk in men with elevated serum 
PSA. Sci Transl Med. 2011;3(94):94ra72.  

    84.    Leyten GHJM, Hessels D, Jannink SA, Smit FP, 
de Jong H, Cornel EB, et al. Prospective multi-
centre evaluation of PCA3 and TMPRSS2-ERG 
gene fusions as diagnostic and prognostic urinary 
biomarkers for prostate cancer. Eur Urol. 
2012;65:534–42.  

   85.    Cornu J-N, Cancel-Tassin G, Egrot C, Gaffory C, 
Haab F, Cussenot O. Urine TMPRSS2:ERG 
fusion transcript integrated with PCA3 score, 
genotyping, and biological features are corre-
lated to the results of prostatic biopsies in men at 
risk of prostate cancer. Prostate. 2013;73(3):
242–9.  

    86.    Stephan C, Jung K, Semjonow A, Schulze- 
Forster K, Cammann H, Hu X, et al. Comparative 
assessment of urinary prostate cancer antigen 3 
and TMPRSS2:ERG gene fusion with the serum 
[−2] proprostate-specifi c antigen-based prostate 
health index for detection of prostate cancer. 
Clin Chem. 2013;59(1):280–8.  

    87.    Young A, Palanisamy N, Siddiqui J, Wood DP, 
Wei JT, Chinnaiyan AM, et al. Correlation of 
urine TMPRSS2:ERG and PCA3 to ERG+ and 
total prostate cancer burden. Am J Clin Pathol. 
2012;138(5):685–96.  

    88.    Scher HI, Jia X, de Bono JS, Fleisher M, Pienta 
KJ, Raghavan D, et al. Circulating tumour cells as 
prognostic markers in progressive, castration- 
resistant prostate cancer: a reanalysis of IMMC38 
trial data. Lancet Oncol. 2009;10(3):233–9.  

    89.    Danila DC, Fleisher M, Scher HI. Circulating 
tumor cells as biomarkers in prostate cancer. 
Clin Cancer Res. 2011;17(12):3903–12.  

    90.    Stott SL, Hsu C-H, Tsukrov DI, Yu M, Miyamoto 
DT, Waltman BA, et al. Isolation of circulating 
tumor cells using a microvortex-generating 
herringbone- chip. Proc Natl Acad Sci U S A. 
2010;107(43):18392–7.  

   91.    Stott SL, Lee RJ, Nagrath S, Yu M, Miyamoto 
DT, Ulkus L, et al. Isolation and characterization 
of circulating tumor cells from patients with 
localized and metastatic prostate cancer. Sci 
Transl Med. 2010;2(25):25ra23.  

   92.    Danila DC, Anand A, Sung CC, Heller G, 
Leversha MA, Cao L, et al. TMPRSS2-ERG sta-
tus in circulating tumor cells as a predictive bio-
marker of sensitivity in castration-resistant 
prostate cancer patients treated with abiraterone 
acetate. Eur Urol. 2011;60(5):897–904.  

    93.    Miyamoto DT, Lee RJ, Stott SL, Ting DT, 
Wittner BS, Ulman M, et al. Androgen receptor 
signaling in circulating tumor cells as a marker of 
hormonally responsive prostate cancer. Cancer 
Discov. 2012;2(11):995–1003.  

    94.    Leary RJ, Kinde I, Diehl F, Schmidt K, Clouser C, 
Duncan C, et al. Development of personalized 
tumor biomarkers using massively parallel 
sequencing. Sci Transl Med. 2010;2(20):20ra14.  

   95.    Leary RJ, Sausen M, Kinde I, Papadopoulos N, 
Carpten JD, Craig D, et al. Detection of chromo-
somal alterations in the circulation of cancer 
patients with whole-genome sequencing. Sci 
Transl Med. 2012;4(162):162ra154.  

    96.    Heitzer E, Ulz P, Belic J, Gutschi S, Quehenberger 
F, Fischereder K, et al. Tumor-associated copy 

460  |  Joshua I. Warrick, Scott A. Tomlins



number changes in the circulation of patients 
with prostate cancer identifi ed through 
 whole- genome sequencing. Genome Med. 
2013;5(4):30.  

    97.    Olmos D, Brewer D, Clark J, Danila DC, Parker 
C, Attard G, et al. Prognostic value of blood 
mRNA expression signatures in castration- 
resistant prostate cancer: a prospective, two- 
stage study. Lancet Oncol. 2012;13(11):
1114–24.  

    98.    Ross RW, Galsky MD, Scher HI, Magidson J, 
Wassmann K, Lee G-SM, et al. A whole-blood 
RNA transcript-based prognostic model in men 
with castration-resistant prostate cancer: a pro-
spective study. Lancet Oncol. 2012;13(11):
1105–13.  

    99.    Castillo-Martin M, Domingo-Domenech J, 
Karni-Schmidt O, Matos T, Cordon-Cardo 
C. Molecular pathways of urothelial develop-
ment and bladder tumorigenesis. Urol Oncol. 
2010;28(4):401–8.  

    100.    Netto GJ. Molecular biomarkers in urothelial 
carcinoma of the bladder: are we there yet? Nat 
Rev Urol. 2012;9(1):41–51.  

    101.    Burger M, van der Aa MNM, van Oers JMM, 
Brinkmann A, van der Kwast TH, Steyerberg EC, 
et al. Prediction of progression of non-muscle- 
invasive bladder cancer by WHO 1973 and 2004 
grading and by FGFR3 mutation status: a pro-
spective study. Eur Urol. 2008;54(4):835–43.  

    102.    Goebell PJ, Groshen SG, Schmitz-Dräger BJ. 
p53 immunohistochemistry in bladder cancer: a 
new approach to an old question. Urol Oncol. 
2010;28(4):377–88.  

    103.    Van Rhijn BWG, Zuiverloon TCM, Vis AN, 
Radvanyi F, van Leenders GJLH, Ooms BCM, 
et al. Molecular grade (FGFR3/MIB-1) and 
EORTC risk scores are predictive in primary 
non-muscle-invasive bladder cancer. Eur Urol. 
2010;58(3):433–41.  

    104.    George B, Datar RH, Wu L, Cai J, Patten N, Beil 
SJ, et al. p53 gene and protein status: the role of 
p53 alterations in predicting outcome in patients 
with bladder cancer. J Clin Oncol. 2007;25(34):
5352–8.  

    105.    Margulis V, Lotan Y, Karakiewicz PI, Fradet Y, 
Ashfaq R, Capitanio U, et al. Multi-institutional 
validation of the predictive value of Ki-67 label-
ing index in patients with urinary bladder cancer. 
J Natl Cancer Inst. 2009;101(2):114–9.  

    106.    Dyrskjøt L, Zieger K, Kissow Lildal T, Reinert T, 
Gruselle O, Coche T, et al. Expression of 
MAGE-A3, NY-ESO-1, LAGE-1 and PRAME in 
urothelial carcinoma. Br J Cancer. 2012;
107(1):116–22.  

    107.    Chen PC-H, Yu H-J, Chang Y-H, Pan C-C. Her2 
amplifi cation distinguishes a subset of non-
muscle- invasive bladder cancers with a high risk 
of progression. J Clin Pathol. 2012;66:113–9.  

    108.    Lindgren D, Liedberg F, Andersson A, Chebil G, 
Gudjonsson S, Borg A, et al. Molecular 
 characterization of early-stage bladder carcinomas 
by expression profi les, FGFR3 mutation status, 
and loss of 9q. Oncogene. 2006;25(18):
2685–96.  

    109.    Lindgren D, Frigyesi A, Gudjonsson S, Sjödahl G, 
Hallden C, Chebil G, et al. Combined gene 
expression and genomic profi ling defi ne two 
intrinsic molecular subtypes of urothelial carci-
noma and gene signatures for molecular grading 
and outcome. Cancer Res. 2010;70(9):3463–72.  

    110.    Dyrskjøt L, Reinert T, Novoradovsky A, 
Zuiverloon TCM, Beukers W, Zwarthoff E, et al. 
Analysis of molecular intra-patient variation and 
delineation of a prognostic 12-gene signature in 
non-muscle invasive bladder cancer; technology 
transfer from microarrays to PCR. Br J Cancer. 
2012;107(8):1392–8.  

    111.    Shariat SF, Bolenz C, Godoy G, Fradet Y, Ashfaq 
R, Karakiewicz PI, et al. Predictive value of com-
bined immunohistochemical markers in patients 
with pT1 urothelial carcinoma at radical cystec-
tomy. J Urol. 2009;182(1):78–84. Discussion 84.  

    112.    Dubosq F, Ploussard G, Soliman H, Turpin E, 
Latil A, Desgrandchamps F, et al. Identifi cation 
of a three-gene expression signature of early 
recurrence in non-muscle-invasive urothelial cell 
carcinoma of the bladder. Urol Oncol. 2011;30:
833–40.  

    113.    Dyrskjøt L, Thykjaer T, Kruhøffer M, Jensen JL, 
Marcussen N, Hamilton-Dutoit S, et al. 
Identifying distinct classes of bladder carcinoma 
using microarrays. Nat Genet. 2003;33(1):90–6.  

    114.    Smith SC, Baras AS, Dancik G, Ru Y, Ding K-F, 
Moskaluk CA, et al. A 20-gene model for molec-
ular nodal staging of bladder cancer: develop-
ment and prospective assessment. Lancet Oncol. 
2011;12(2):137–43.  

    115.    Riester M, Taylor JM, Feifer A, Koppie T, 
Rosenberg JE, Downey RJ, et al. Combination of 
a novel gene expression signature with a clinical 
nomogram improves the prediction of survival in 
high-risk bladder cancer. Clin Cancer Res. 
2012;18(5):1323–33.  

    116.    Takata R, Katagiri T, Kanehira M, Tsunoda T, 
Shuin T, Miki T, et al. Predicting response to 
methotrexate, vinblastine, doxorubicin, and cis-
platin neoadjuvant chemotherapy for bladder 
cancers through genome-wide gene expression 
profi ling. Clin Cancer Res. 2005;11(7):2625–36.  

    117.    Kato Y, Zembutsu H, Takata R, Miya F, Tsunoda 
T, Obara W, et al. Predicting response of bladder 
cancers to gemcitabine and carboplatin neoadju-
vant chemotherapy through genome-wide gene 
expression profi ling. Exp Ther Med. 2011;
2(1):47–56.  

    118.    Gui Y, Guo G, Huang Y, Hu X, Tang A, Gao S, 
et al. Frequent mutations of chromatin remodeling 

Molecular Pathology of Genitourinary Cancers: Translating the Cancer Genome to the Clinic  |  461



genes in transitional cell carcinoma of the blad-
der. Nat Genet. 2011;43(9):875–8.  

    119.    Iyer G, Hanrahan AJ, Milowsky MI, Al-Ahmadie 
H, Scott SN, Janakiraman M, et al. Genome 
sequencing identifi es a basis for everolimus sen-
sitivity. Science. 2012;338(6104):221.  

    120.    Iyer G, Al-Ahmadie H, Schultz N, Hanrahan AJ, 
Ostrovnaya I, Balar AV, et al. Prevalence and co- 
occurrence of actionable genomic alterations in 
high-grade bladder cancer. J Clin Oncol. 2013;
31(25):3133–40.  

    121.    Halling KC, King W, Sokolova IA, Meyer RG, 
Burkhardt HM, Halling AC, et al. A comparison 
of cytology and fl uorescence in situ hybridiza-
tion for the detection of urothelial carcinoma. J 
Urol. 2000;164(5):1768–75.  

    122.    Sokolova IA, Halling KC, Jenkins RB, Burkhardt 
HM, Meyer RG, Seelig SA, et al. The develop-
ment of a multitarget, multicolor fl uorescence in 
situ hybridization assay for the detection of uro-
thelial carcinoma in urine. J Mol Diagn. 2000;
2(3):116–23.  

    123.    Rife CC, Farrow GM, Utz DC. Urine cytology of 
transitional cell neoplasms. Urol Clin North Am. 
1979;6(3):599–612.  

    124.    Kern WH. The grade and pathologic stage of 
bladder cancer. Cancer. 1984;53(5):1185–9.  

    125.    Bubendorf L, Grilli B, Sauter G, Mihatsch MJ, 
Gasser TC, Dalquen P. Multiprobe FISH for 
enhanced detection of bladder cancer in voided 
urine specimens and bladder washings. Am J 
Clin Pathol. 2001;116(1):79–86.  

   126.    Sarosdy MF, Schellhammer P, Bokinsky G, Kahn 
P, Chao R, Yore L, et al. Clinical evaluation of a 
multi-target fl uorescent in situ hybridization 
assay for detection of bladder cancer. J Urol. 
2002;168(5):1950–4.  

   127.    Skacel M, Fahmy M, Brainard JA, Pettay JD, 
Biscotti CV, Liou LS, et al. Multitarget fl uores-
cence in situ hybridization assay detects 
 transitional cell carcinoma in the majority of 
patients with bladder cancer and atypical or nega-
tive urine cytology. J Urol. 2003;169(6):2101–5.  

    128.    Veeramachaneni R, Nordberg ML, Shi R, Herrera 
GA, Turbat-Herrera EA. Evaluation of fl uores-
cence in situ hybridization as an ancillary tool to 
urine cytology in diagnosing urothelial carci-
noma. Diagn Cytopathol. 2003;28(6):301–7.  

    129.    Sarosdy MF, Kahn PR, Ziffer MD, Love WR, 
Barkin J, Abara EO, et al. Use of a multitarget 
fl uorescence in situ hybridization assay to diag-
nose bladder cancer in patients with hematuria. 
J Urol. 2006;176(1):44–7.  

    130.    Zuiverloon TCM, Beukers W, van der Keur KA, 
Nieuweboer AJM, Reinert T, Dyrskjot L, et al. 
Combinations of urinary biomarkers for 
 surveillance of patients with incident nonmus-
cle invasive bladder cancer: the European 
FP7 UROMOL project. J Urol. 2013;189(5):
1945–51.  

    131.    Nickerson ML, Jaeger E, Shi Y, Durocher JA, 
Mahurkar S, Zaridze D, et al. Improved identifi -
cation of von Hippel-Lindau gene alterations in 
clear cell renal tumors. Clin Cancer Res. 2008;
14(15):4726–34.  

    132.    Kovacs G, Erlandsson R, Boldog F, Ingvarsson S, 
Müller-Brechlin R, Klein G, et al. Consistent 
chromosome 3p deletion and loss of heterozy-
gosity in renal cell carcinoma. Proc Natl Acad Sci 
U S A. 1988;85(5):1571–5.  

    133.    Furge KA, Tan MH, Dykema K, Kort E, Stadler 
W, Yao X, et al. Identifi cation of deregulated 
oncogenic pathways in renal cell carcinoma: an 
integrated oncogenomic approach based on gene 
expression profi ling. Oncogene. 2007;26(9):
1346–50.  

    134.    Zbar B, Brauch H, Talmadge C, Linehan M. Loss 
of alleles of loci on the short arm of chromosome 
3 in renal cell carcinoma. Nature. 1987;
327(6124):721–4.  

    135.       Pfeifer J. Molecular genetic testing in surgical 
pathology. Philadelphia, PA: Lippincott Williams 
& Wilkins; 2006. Chapter 17, Urinary Tract.  

     136.    Hughson MD, Dickman K, Bigler SA, Meloni 
AM, Sandberg AA. Clear-cell and papillary carci-
noma of the kidney: an analysis of chromosome 
3, 7, and 17 abnormalities by microsatellite 
amplifi cation, cytogenetics, and fl uorescence in 
situ hybridization. Cancer Genet Cytogenet. 
1998;106(2):93–104.  

    137.    Barocas DA, Mathew S, DelPizzo JJ, Vaughan Jr 
ED, Sosa RE, Fine RG, et al. Renal cell carcinoma 
sub-typing by histopathology and fl uorescence 
in situ hybridization on a needle-biopsy speci-
men. BJU Int. 2007;99(2):290–5.  

       138.    Varela I, Tarpey P, Raine K, Huang D, Ong CK, 
Stephens P, et al. Exome sequencing identifi es 
frequent mutation of the SWI/SNF complex 
gene PBRM1 in renal carcinoma. Nature. 
2011;469(7331):539–42.  

    139.    Merino MJ, Torres-Cabala C, Pinto P, Linehan 
WM. The morphologic spectrum of kidney 
tumors in hereditary leiomyomatosis and renal 
cell carcinoma (HLRCC) syndrome. Am J Surg 
Pathol. 2007;31(10):1578–85.  

    140.    Solomon D, Schwartz A. Renal pathology in von 
Hippel-Lindau disease. Hum Pathol. 1988;19(9):
1072–9.  

    141.    Dharmawardana PG, Giubellino A, Bottaro 
DP. Hereditary papillary renal carcinoma type 
I. Curr Mol Med. 2004;4(8):855–68.  

    142.    Toro JR, Wei M-H, Glenn GM, Weinreich M, 
Toure O, Vocke C, et al. BHD mutations, clinical 
and molecular genetic investigations of Birt-
Hogg- Dubé syndrome: a new series of 50 fami-
lies and a review of published reports. J Med 
Genet. 2008;45(6):321–31.  

    143.    Schmidt L, Duh FM, Chen F, Kishida T, Glenn 
G, Choyke P, et al. Germline and somatic muta-
tions in the tyrosine kinase domain of the MET 

462  |  Joshua I. Warrick, Scott A. Tomlins



proto-oncogene in papillary renal carcinomas. 
Nat Genet. 1997;16(1):68–73.  

    144.    Schmidt L, Junker K, Nakaigawa N, Kinjerski T, 
Weirich G, Miller M, et al. Novel mutations of 
the MET proto-oncogene in papillary renal car-
cinomas. Oncogene. 1999;18(14):2343–50.  

    145.    Klatte T, Pantuck AJ, Said JW, Seligson DB, Rao 
NP, LaRochelle JC, et al. Cytogenetic and molec-
ular tumor profi ling for type 1 and type 2 papil-
lary renal cell carcinoma. Clin Cancer Res. 
2009;15(4):1162–9.  

    146.    Sweeney P, El-Naggar AK, Lin S-H, Pisters 
LL. Biological signifi cance of c-met over expres-
sion in papillary renal cell carcinoma. J Urol. 
2002;168(1):51–5.  

    147.    Argani P, Olgac S, Tickoo SK, Goldfi scher M, 
Moch H, Chan DY, et al. Xp11 translocation 
renal cell carcinoma in adults: expanded clinical, 
pathologic, and genetic spectrum. Am J Surg 
Pathol. 2007;31(8):1149–60.  

    148.    Camparo P, Vasiliu V, Molinie V, Couturier J, 
Dykema KJ, Petillo D, et al. Renal translocation 
carcinomas: clinicopathologic, immunohisto-
chemical, and gene expression profi ling analysis 
of 31 cases with a review of the literature. Am J 
Surg Pathol. 2008;32(5):656–70.  

    149.    Green WM, Yonescu R, Morsberger L, Morris K, 
Netto GJ, Epstein JI, et al. Utilization of a TFE3 
break-apart FISH assay in a renal tumor consul-
tation service. Am J Surg Pathol. 2013;
37(8):1150–63.  

   150.    Rao Q, Williamson SR, Zhang S, Eble JN, 
Grignon DJ, Wang M, et al. TFE3 break-apart 
FISH has a higher sensitivity for Xp11.2 
translocation- associated renal cell carcinoma 
compared with TFE3 or cathepsin K 
 immunohistochemical staining alone: expanding 
the morphologic spectrum. Am J Surg Pathol. 
2013;37(6):804–15.  

   151.    Mosquera J-M, Dal Cin P, Mertz KD, Perner S, 
Davis IJ, Fisher DE, et al. Validation of a TFE3 
break-apart FISH assay for Xp11.2 translocation 
renal cell carcinomas. Diagn Mol Pathol. 
2011;20(3):129–37.  

    152.    Zhong M, De Angelo P, Osborne L, Keane- 
Tarchichi M, Goldfi scher M, Edelmann L, et al. 
Dual-color, break-apart FISH assay on paraffi n- 
embedded tissues as an adjunct to diagnosis of 
Xp11 translocation renal cell carcinoma and 
alveolar soft part sarcoma. Am J Surg Pathol. 
2010;34(6):757–66.  

      153.    Dalgliesh GL, Furge K, Greenman C, Chen L, 
Bignell G, Butler A, et al. Systematic sequencing 
of renal carcinoma reveals inactivation of histone 
modifying genes. Nature. 2010;463(7279):
360–3.  

    154.    Van Haaften G, Dalgliesh GL, Davies H, Chen 
L, Bignell G, Greenman C, et al. Somatic muta-
tions of the histone H3K27 demethylase gene 

UTX in human cancer. Nat Genet. 2009;
41(5):521–3.  

    155.    Cancer Genome Atlas Research Network. 
Comprehensive molecular characterization of 
clear cell renal cell carcinoma. Nature. 
2013;499(7456):43–9.  

    156.    Guo G, Gui Y, Gao S, Tang A, Hu X, Huang Y, 
et al. Frequent mutations of genes encoding 
ubiquitin-mediated proteolysis pathway compo-
nents in clear cell renal cell carcinoma. Nat 
Genet. 2012;44(1):17–9.  

    157.    Sleijfer S, Bannink M, Van Gool AR, Kruit WHJ, 
Stoter G. Side effects of interferon-alpha ther-
apy. Pharm World Sci. 2005;27(6):423–31.  

    158.    Méndez-Vidal MJ, Martínez Ortega E, Montesa 
Pino A, Pérez Valderrama B, Viciana 
R. Management of adverse events of targeted 
therapies in normal and special patients with 
metastatic renal cell carcinoma. Cancer 
Metastasis Rev. 2012;31 Suppl 1:S19–27.  

    159.    Choueiri TK, Plantade A, Elson P, Negrier S, 
Ravaud A, Oudard S, et al. Effi cacy of sunitinib 
and sorafenib in metastatic papillary and chro-
mophobe renal cell carcinoma. J Clin Oncol. 
2008;26(1):127–31.  

    160.    Atkins M, Regan M, McDermott D, Mier J, 
Stanbridge E, Youmans A, et al. Carbonic anhy-
drase IX expression predicts outcome of inter-
leukin 2 therapy for renal cancer. Clin Cancer 
Res. 2005;11(10):3714–21.  

    161.    Choueiri TK, Regan MM, Rosenberg JE, Oh 
WK, Clement J, Amato AM, et al. Carbonic 
anhydrase IX and pathological features as pre-
dictors of outcome in patients with metastatic 
clear-cell renal cell carcinoma receiving vascular 
endothelial growth factor-targeted therapy. BJU 
Int. 2010;106(6):772–8.  

    162.    Atkins MB, Hidalgo M, Stadler WM, Logan TF, 
Dutcher JP, Hudes GR, et al. Randomized phase 
II study of multiple dose levels of CCI-779, a 
novel mammalian target of rapamycin kinase 
inhibitor, in patients with advanced refractory 
renal cell carcinoma. J Clin Oncol. 2004;
22(5):909–18.  

    163.    Motzer RJ, Escudier B, Oudard S, Hutson TE, 
Porta C, Bracarda S, et al. Effi cacy of everolimus 
in advanced renal cell carcinoma: a double-blind, 
randomised, placebo-controlled phase III trial. 
Lancet. 2008;372(9637):449–56.  

     164.    Cho D, Signoretti S, Dabora S, Regan M, Seeley 
A, Mariotti M, et al. Potential histologic and 
molecular predictors of response to temsiroli-
mus in patients with advanced renal cell 
 carcinoma. Clin Genitourin Cancer. 2007;
5(6):379–85.  

    165.    Figlin RA, de Souza P, McDermott D, Dutcher 
JP, Berkenblit A, Thiele A, et al. Analysis of PTEN 
and HIF-1alpha and correlation with  effi cacy in 
patients with advanced renal cell  carcinoma 

Molecular Pathology of Genitourinary Cancers: Translating the Cancer Genome to the Clinic  |  463



treated with temsirolimus versus interferon-
alpha. Cancer. 2009;115(16):3651–60.  

    166.    Looijenga LHJ, Stoop H, de Leeuw HPJC, de 
Gouveia Brazao CA, Gillis AJM, van Roozendaal 
KEP, et al. POU5F1 (OCT3/4) identifi es cells 
with pluripotent potential in human germ cell 
tumors. Cancer Res. 2003;63(9):2244–50.  

    167.    Cheng L, Sung M-T, Cossu-Rocca P, Jones TD, 
MacLennan GT, De Jong J, et al. OCT4: biological 
functions and clinical applications as a marker of 
germ cell neoplasia. J Pathol. 2007;211(1):1–9.  

    168.    Bosl GJ, Dmitrovsky E, Reuter VE, Samaniego F, 
Rodriguez E, Geller NL, et al. Isochromosome of 
the short arm of chromosome 12: clinically use-
ful markers for male germ cell tumors. J Natl 
Cancer Inst. 1989;81(24):1874–8.  

    169.    Lutzker SG, Mathew R, Taller DR. A p53 dose–
response relationship for sensitivity to DNA 
damage in isogenic teratocarcinoma cells. 
Oncogene. 2001;20(23):2982–6.  

     170.    di Pietro A, de Vries EGE, Gietema JA, Spierings 
DCJ, de Jong S. Testicular germ cell tumours: the 
paradigm of chemo-sensitive solid tumours. Int J 
Biochem Cell Biol. 2005;37(12):2437–56.  

    171.    Mayer F, Gillis AJM, Dinjens W, Oosterhuis JW, 
Bokemeyer C, Looijenga LHJ. Microsatellite 
instability of germ cell tumors is associated with 
resistance to systemic treatment. Cancer Res. 
2002;62(10):2758–60.  

    172.    Honecker F, Wermann H, Mayer F, Gillis AJM, 
Stoop H, van Gurp RJLM, et al. Microsatellite 
instability, mismatch repair defi ciency, and BRAF 
mutation in treatment-resistant germ cell 
tumors. J Clin Oncol. 2009;27(13):2129–36.  

    173.    El-Mofty SK. Human papillomavirus (HPV) 
related carcinomas of the upper aerodigestive 
tract. Head Neck Pathol. 2007;1(2):181–5.  

    174.    Bethune G, Campbell J, Rocker A, Bell D, 
Rendon R, Merrimen J. Clinical and pathologic 
factors of prognostic signifi cance in penile squa-
mous cell carcinoma in a North American popu-
lation. Urology. 2012;79(5):1092–7.  

    175.    Chaux A, Reuter V, Lezcano C, Velazquez EF, 
Torres J, Cubilla AL. Comparison of morpho-
logic features and outcome of resected recurrent 
and nonrecurrent squamous cell carcinoma of 
the penis: a study of 81 cases. Am J Surg Pathol. 
2009;33(9):1299–306.    

464  |  Joshua I. Warrick, Scott A. Tomlins



465
G.J. Netto and I. Schrijver (eds.), Genomic Applications in Pathology,
DOI 10.1007/978-1-4939-0727-4_27, © Springer Science+Business Media New York 2015

        Introduction 

 The uterine corpus represents the most 
 common site for gynecologic malignancies in 
North America and Europe with an estimated 
49,560 new cases and 8,190 deaths in 2013 in 
the United States [ 1 ]. The incidence of endo-
metrial cancer, in particular endometrioid 
adenocarcinoma, is steadily increasing [ 2 – 4 ] 
and is likely to be refl ective of the aging pop-
ulation, the use of hormone-replacement 
therapy, and the increased prevalence of over-
weight and obesity among women. 

 Cancer of the uterine corpus is a heteroge-
neous disease comprising multiple entities 
with distinct risk factors, histopathological fea-
tures, and outcomes. Approximately 75–80 % 
of patients with endometrial carcinomas are 
diagnosed at an early stage (stage I/II; disease 
confi ned to the uterus) and are managed by 
surgery with or without adjuvant radiotherapy 
resulting in a 5-year overall survival rate of 
74–91 % [ 5 ]. Of these early stage carcinomas, 
approximately 15–20 % recur, and despite 
advances in adjuvant chemotherapy and 
 radiation strategies, the outcome of women 

diagnosed with advanced or recurrent disease 
remains poor with a median overall survival of 
5–15 months [ 6 – 8 ]. Malignant mesenchymal 
uterine neoplasms, albeit rare, generally have 
an aggressive clinical behavior, and represent a 
challenge in regards to diagnosis and disease 
management. Thus, there is a need to improve 
current treatment strategies and incorporate 
targeted therapies in standard regimens, and to 
identify those patients with a high risk of 
recurrence and to select the optimal systemic 
treatment for a given patient with uterine can-
cer. Genomic studies aiming to identify spe-
cifi c molecular markers for classifi cation, 
risk-stratifi cation, and therapy decision- 
making are continuing to unveil the repertoire 
of alterations in uterine cancer. The molecular 
profi ling efforts have focused on the most 
common histological subtypes of endometrial 
carcinomas, the endometrioid and serous ade-
nocarcinomas, which we discuss in this chap-
ter. In addition, we provide an overview of the 
recent developments in our understanding of 
the molecular basis of the most common uter-
ine mesenchymal neoplasms, the endometrial 
stromal and smooth muscle tumors.  

   Endometrial Carcinoma 

   Classifi cation and Biomarkers 
of Endometrial Carcinoma 
 For optimal disease management of gyneco-
logical cancers, the extent of disease is deter-
mined on the basis of the International 
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Federation of Gynecology and Obstetrics 
(FIGO) system. To improve the prognostic 
information provided by the FIGO staging, 
the guidelines for endometrial carcinoma 
underwent revision in 2009 [ 9 ] based on the 
knowledge gathered since the fi rst surgical- 
pathological FIGO staging system described 
in 1988. 

 Traditionally, endometrial carcinomas are 
classifi ed based on clinical, epidemiological, 
and “endocrine-metabolic” features into two 
types [ 10 ]: type I tumors, which are of low 
grade and associated with unopposed estrogen 
stimulation and endometrial hyperplasia, and 
type II tumors, which are typically of high 
grade and traditionally thought to be unrelated 
to hormonal factors or hyperplasia. A recent 
pooled analysis of endometrial cancer risk fac-
tors in 14,069 endometrial cancer cases and 
35,312 controls, however, revealed that type I 
and type II endometrial cancers share many 
common etiologic factors, and it has been sug-
gested that the etiology of type II tumors may 
not be completely estrogen- independent [ 11 ]. 
For histologic subtyping of endometrial cancer, 
modifi ed versions of the World Health 
Organization (WHO) [ 12 ] and International 
Society of Gynecological Pathologists classifi -
cations [ 13 ,  14 ] have been used (Table  27.1 ). 
Noteworthy, although malignant carcinosarco-
mas (also called malignant mixed Mullerian 
tumors) are classifi ed as mixed epithelial and 
mesenchymal tumors according to the WHO, 
recent studies have provided evidence to sug-
gest that these neoplasms derive from a trans-
formed epithelial cell and are now considered 
by many in the pathology community as high-
grade carcinomas undergoing sarcomatous dif-
ferentiation [ 15 ], and to some extent, being 
the uterine counterpart of metaplastic carci-
noma of the breast [ 16 ].

   A three-tiered FIGO grading system based 
on architectural pattern and nuclear features 
is used to grade some types of endometrial 
carcinomas, namely endometrioid and muci-
nous adenocarcinomas [ 17 ]. According to the 
percentage of solid non-glandular and non- 
squamous growth, tumors are assigned grade 
1 (≤5 % solid growth), grade 2 (6–50 % of 
solid growth), or grade 3 (>50 % of solid 
growth). The overall grade of grade 1 or 2 
tumors is raised by one if marked nuclear 
atypia is present [ 18 ]. FIGO grading has gen-
erally not been recommended for non- 

endometrioid (i.e., serous and clear cell), 
mixed epithelial, or morphologically hetero-
geneous tumors, due to potential lack of cor-
relation with clinical outcome. Alternative 
grading schemes, such as a binary system irre-
spective of tumor subtype, have been pro-
posed and may be more reproducible in 
practice [ 19 ,  20 ]. 

 In addition to histological type and grade, 
several surgical and pathological parameters, 
including FIGO stage, depth of myometrial 
invasion, lymphovascular invasion, cervical 
involvement, lymph node status, and DNA 
ploidy, have been shown to be predictors of 
prognosis in patients with endometrial carci-
noma [ 21 ], and are used to guide treatment. 
There is no defi nitive consensus, however, as 
to the prognostic and predictive factors to be 
used, and therefore the defi nition of risk 
groups in endometrial cancer is variable [ 22 ]. 

 Whilst there are specifi c, established histo-
logic criteria for the various subtypes of endo-
metrial carcinoma, tumors that demonstrate 
overlapping morphologic features or are 
poorly differentiated continue to pose signifi -
cant diagnostic challenges. Interobserver 
reproducibility in the diagnosis of high-grade 
endometrial carcinoma is limited, even among 
expert gynecologic pathologists [ 23 ]. The dif-
ferential diagnosis of serous versus clear cell or 
serous versus FIGO grade 3 endometrioid car-
cinomas represents the most frequent areas of 
disagreement [ 23 ,  24 ]. In such cases, ancillary 
immunohistochemical studies in conjunction 
with morphologic interpretation have proven 
helpful in tumor classifi cation [ 24 – 26 ] 
(Table  27.2 ). Endometrioid, serous, and clear 
cell carcinomas all express pan-cytokeratins 
(CKs), epithelial membrane antigen (EMA), 
and glycoprotein-associated markers CA125, 
Ber-EP4, and B72.3. All three subtypes are 
also usually CK7-positive and CK20-negative. 
Endometrioid adenocarcinomas, particularly 
those that are low-grade, are typically estrogen 
receptor (ER) and progesterone receptor 
(PR)-positive, display patchy and weak p53 
and p16 expression, have a low proliferation 
index, and are negative for PTEN. It should be 
noted that a subset of grade 3 endometrioid 
carcinomas, however, shows diffuse and strong 
or completely absent p53 staining, indicating 
aberrant protein expression. Serous carcino-
mas typically lack diffuse ER and PR expres-
sion, have a high proliferation index, and show 
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 diffuse and strong p16 and aberrant p53 
 immunoexpression. Clear cell carcinoma is 
often ER- and PR-negative and shows p53, 
p16, and MIB-1 expression profi les that are 
intermediate between endometrioid and 
serous carcinomas (Table  27.2 ). Recently, a 
variant of clear cell carcinoma overexpressing 
p53 has been reported [ 27 ]. HNF-1b is 
expressed in clear cell carcinoma, but not in 
other endometrial adenocarcinomas [ 28 ]. 
Undifferentiated and the undifferentiated 
component of dedifferentiated carcinomas 

show only weak or focal keratin expression, 
but most cases demonstrate intense staining of 
rare cells with EMA and cytokeratin 18 [ 29 ].

      Molecular Genetic Classifi cation 
of Endometrial Cancer  
 The limited reproducibility of the classifi ca-
tion of a subset of high-grade morphologically 
ambiguous endometrial carcinomas coupled 
with burgeoning molecular data on the genetic 

   Table 27-1    Histological Classifi cation of Endometrial Adenocarcinoma   

 World Health 
Organization [ 12 ]  Blaustein [ 14 ]  Clement and Young [ 13 ] 

 Endometrioid 
  Squamous differentiation 
  Villoglandular 
  Secretory 

 Endometrioid 
  Squamous differentiation 
  Villoglandular 
  Secretory 
  Ciliated cell 

 Endometrioid 
 Secretory 
 Typical 
 With papillae 

 Villoglandular 
 Small non-villous papillae 

 Microglandular 
 Sertoliform 
 Tumors with cords and hyalinization 
 With metaplastic changes 

 Squamous differentiation 
 Clear cell change, not otherwise 

specifi ed 
 Surface changes resembling 

syncytial metaplasia or 
microglandular hyperplasia 

 Oxyphilic (or oncocytic) cells 
 With spindled epithelial cells 

(sarcomatoid) 

 Mucinous  Mucinous  Mucinous 

 Serous and serous endometrial 
intraepithelial carcinoma 

 Serous  Serous 

 Clear cell  Clear cell  Clear cell 

 Squamous  Squamous  Squamous 

   Transitional 

 Neuroendocrine tumors  Neuroendocrine 

 Undifferentiated and 
dedifferentiated 

 Undifferentiated  Undifferentiated   

 Mixed (minor component accounts 
for at least 5 % of the tumor) 

 Mixed  Mixed (minor component accounts 
for at least 10 % of the tumor) 

   Lymphoepithelioma-like 
 Hepatoid 
 Giant cell 
 Glassy cell 
With trophoblastic differentiation 
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aberrations found in subsets of endometrial 
cancer has fueled efforts aiming to redefi ne 
the histologic classifi cation of these tumors. 
Endometrioid endometrial cancers have been 
shown to be characterized by a high muta-
tional frequency, mainly targeting  PTEN , 
 PIK3CA ,  KRAS ,  FGFR2 , and  CTNNB1 , and 
by microsatellite instability (MSI)    due to 
 MLH1  promoter hypermethylation [ 30 ] in 
up to 45 % cases (reviewed in [ 31 ]). More 
recently, recurrent mutations in  PIK3R1  and 
 ARID1A  have been reported [ 32 – 34 ]. In con-
trast, serous carcinomas harbor a high fre-
quency of  TP53  and  PPP2R1A  mutations [ 34 , 
 35 ], as well as overexpression and amplifi ca-
tion of  HER2  in a subset of cases [ 36 ,  37 ]. 
Given that (1) frequencies of some mutations 
vary according to histological grade [ 33 ,  38 ], 
(2) mutational profi les of endometrioid and 
serous endometrial carcinomas partially over-
lap, and (3) there is genetic heterogeneity 
within each of these entities, single gene 
mutations or small gene panels, although not 
suffi cient to allow for a purely mutation- based 
classifi cation, may serve as an aid for morpho-
logical classifi cation. In particular, given the 
binary output of mutational analyses, it has 
been suggested that these molecular markers 
may be easier to interpret than immunohisto-
chemical results [ 38 ]. As some molecular 

alterations are preferentially but not exclu-
sively found in serous versus endometrioid 
cancers, such as  HER2  amplifi cation or aber-
rant p53 expression, it may not be entirely 
surprising that these markers are associated 
with prognosis when all types of endometrial 
carcinoma are considered together [ 39 ]. 

 In breast cancer, gene expression profi ling 
has led to a molecular classifi cation of the dis-
ease [ 40 ], and to commercially available 
prognostic gene signatures as predictors of 
outcome and guides for treatment (reviewed 
in [ 41 ]). In endometrial cancer, the evidence 
from microarray-based expression profi ling 
studies suggests that different histological 
subtypes harbor distinct transcriptomic [ 42 –
 44 ] and distinct microRNA profi les [ 45 ], and 
that several genes are overexpressed and 
amplifi ed in specifi c subtypes, such as 
STK15 in serous and clear cell carcinomas 
[ 46 ]. Furthermore, it has been observed that 
at the transcriptomic level, stage I serous can-
cers are similar to stage I, grade 3 endometri-
oid cancers [ 47 ], and that high-grade 
endometrial cancers can be classifi ed into two 
subgroups with distinct molecular alterations 
using a panel of 22 genes involved in the 
PI3K-AKT pathway [ 48 ]. Gene expression 
sets associated with prognosis have also been 
reported, including a risk score stratifying 

    Table 27-2     Immunophenotype of Endometrioid, Serous, and Clear Cell Carcinomas 
of the Uterus   

 Antibody  Endometrioid  Serous  Clear cell 

 ER  Strong, diffuse +  Weak, focal + or −  Weak, focal + or − 

 PR  Strong, diffuse +  Weak, focal + or −  Weak, focal + or − 

 MIB1 (Ki-67)  Low  High  Moderate 

 p53  Focal, weak + (grades 1 
and 2) 

 Strong, diffuse + or completely 
absent (grade 3) 

 Strong, diffuse +, or 
completely absent 

 Moderate + 

 p16  Patchy, variable +  Strong, diffuse +  Moderate + 

 Keratins  CK7+, CK20−  CK7+, CK20−  CK7+, CK20− 

 EMA  +  +  + 

 CA125, Ber-EP4, B72.3  +  +  + 

 PTEN  −  +  + 

 HNF-1b  −  −  + 

   CK  cytokeratin,  EMA  epithelial membrane antigen,  ER  estrogen receptor,  PR  progesterone receptor,  −  negative, 
 +  positive  
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clinically/pathologically intermediate-risk 
endometrial cancer patients into high- and 
low-risk recurrence groups with signifi cant 
differences in time to recurrence [ 49 ]. Gene 
expression profi ling has also yielded gene 
expression clusters that are predictive of 
recurrence in endometrioid and serous can-
cers [ 50 ]. Analysis of endometrial cancers at 
the genomic level using array-based methods 
has revealed that, in contrast to serous carci-
nomas and carcinosarcomas, endometrioid 
endometrial cancers harbor only few gene 
copy number aberrations [ 51 ]. These studies 
have also shown that within the group of 
endometrioid cancers, high levels of chromo-
somal instability are associated with poor 
prognosis [ 52 ]. Unlike breast cancer, how-
ever, due to the small number of cases ana-
lyzed so far and the lack of robust validation 
of gene sets or signatures in independent 
datasets, microarray-based studies are yet to 
yield clinically utilized assays for patients 
with endometrial cancer. 

 Recent advances in high-throughput 
sequencing technologies have allowed for the 
characterization of complete genomes at base 
pair resolution in a time and cost-effective 
manner. Using next generation sequencing 
(NGS) based technologies, whole exome 
sequencing of serous endometrial cancers has 

revealed frequent occurrence of somatic 
mutations in chromatin-remodeling genes 
(e.g.,  CHD4 ) and ubiquitin ligase complex 
genes such as  FBXW7  [ 53 – 55 ], and amplifi -
cation of  CCNE1  [ 54 ,  55 ], a target of 
FBXW7-mediated ubiquitination, in addition 
to previously recognized mutations in  TP53 , 
 PIK3CA , and  PPP2R1A . Recently, The 
Cancer Genome Atlas (TCGA) [ 56 ] group 
performed a comprehensive integrative 
genomic analysis of endometrioid and serous 
endometrial cancers, which identifi ed four 
groups (Table  27.3 ):
    1.    Cancers characterized by microsatellite 

instability (MSI) and associated hyper- 
mutation with a background mutation 
rate approximately tenfold greater than 
non-MSI tumors. These tumors were 
exclusively of the endometrioid type, and 
have few DNA copy number alterations 
and frequent frameshift deletions in 
 RPL22  and  KRAS  mutations.   

  2.    Microsatellite stable endometrioid tumors 
with lower mutation frequency than MSI 
tumors, low copy number changes, and high 
frequency of  CTNNB1  mutations (52 %).   

  3.    A group comprising serous endome-
trial carcinomas and a subset (25 %) of 
the grade 3 endometrioid cases character-
ized by extensive DNA copy number 

   Table 27-3    Genomic Subtypes of Endometrioid Type and Serous Endometrial Carcinoma   

  POLE  
(ultramutated) 

  MSI  
(hypermutated) 

  Copy-number low  
(endometrioid) 

  Copy-number 
high  (serous-like) 

 Mutation rate/Mb  232 × 10 −6   18 × 10 −6   2.9 × 10 −6   2.3 × 10 −6  

 Copy number 
aberrations 

 Few  Few  Few  High 

 Microsatellite 
instability 

 Mixed (high, low, 
stable) 

 High;  MLH1  
promoter 
methylation 

 Stable  Stable 

 Characteristic 
genes mutated 

  POLE    PTEN, RPL22, 
KRAS, ARID5B  

  PTEN, CTNNB1    TP53, FBXW7, 
PPP2R1A  

 Histology  Endometrioid  Endometrioid  Endometrioid  Serous 
 Endometrioid 

 Tumor grade  Mixed (1, 2, and 3)  Mixed (1, 2, and 3)  1 and 2  3 

 Progression-free 
survival 

 Best  Intermediate  Intermediate  Worst 

  Based on whole exome sequencing, gene copy number, and microsatellite instability (MSI) analysis of 248 
endometrioid and serous endometrial cancers by The Cancer Genome Atlas Network [ 56 ]  
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alterations and genomic instability, similar 
to those seen in high-grade serous ovarian 
carcinoma (see separate chapter). Most of 
these tumors were shown to harbor a 
 TP53  mutation and a high frequency of 
 FBXW7  (22 %) and  PP2R1A  (22 %) 
mutations.   

  4.    A small subset of endometrioid endome-
trial carcinomas (7 %) with very high 
mutation rates (“ultra-mutated” group) 
characterized by hotspot mutations in the 
exonuclease domain of  POLE  [ 57 ], the 
catalytic subunit of DNA polymerase epsi-
lon, and a favorable outcome.    
  This integrative genomic analysis allowed 

for the identifi cation of mutations preferen-
tially associated with specifi c subgroups of 
endometrial cancers, such as  ARID5B  muta-
tions in 23.1 % of MSI endometrioid cancers 
versus 5.6 % and 0 % in microsatellite stable 
endometrioid and serous carcinomas, respec-
tively [ 56 ]. However, an overlap in the muta-
tional repertoire between these genomic 
groups was observed as was the genetic het-
erogeneity within a given group (i.e., not all 
cases in a genomically defi ned group har-
bored a specifi c mutation). Furthermore, a 
subset of high-grade endometrioid tumors 
was shown to harbor copy number and muta-
tional profi les similar to those of serous carci-
nomas, providing evidence to suggest that 
these may share a similar biology and be 
driven by similar genetic aberrations, provid-
ing molecular evidence to warrant studies 
investigating whether these tumors could be 
treated similarly.  

   The PI3K Pathway in Endometrial 
Cancer 
 The PI3K/AKT/mTOR pathway is altered in 
the vast majority of endometrioid endometrial 

cancers. The most frequently mutated  member 
genes are  PTEN  (78 %), the main negative 
regulator of the PI3K pathway,  PIK3CA  
(53 %) and  PIK3R1  (37 %), the  catalytic and 
regulatory subunits of PI3K, respectively, and 
 KRAS  (25 %) [ 56 ], which interacts with 
p110alpha (i.e., the catalytic subunit of PI3K) 
[ 58 ]. Furthermore, 42 % of serous carcinomas 
were reported to harbor a  PIK3CA  alteration 
[ 32 ,  56 ]. Unlike in some other cancer types, 
mutations in the PI3K pathway are not mutu-
ally exclusive and coexistence of  PTEN  and 
 PIK3CA  mutations and/or  KRAS  or  PTEN  
and  PIK3R1  and/or  KRAS  mutations in endo-
metrioid endometrial cancers is common [ 32 , 
 33 ,  56 ,  59 ] (Fig.  27.1 ). The functional conse-
quences of harboring multiple co-occurring 
mutations in a tumor and their epistatic inter-
actions are not yet entirely understood. It has 
been suggested that DNA mismatch repair 
(MMR, see below) defi ciency may partly con-
tribute to the high frequency of mutations 
affecting different components of the PI3K 
pathway in endometrioid cancers [ 33 ]; how-
ever this phenomenon seems to be equally 
frequent in MMR profi cient cases [ 56 ]. A sig-
nifi cant proportion of  PIK3R1  alterations 
(p85; regulatory subunit of PI3K) have been 
found to be located within the iSH2 domain 
[ 32 ,  33 ], which mediates the binding of p85 
to p110α and may constitute a mutational 
hotspot [ 60 ]. Given that not all  PIK3R1  muta-
tions demonstrate gain of function in in vitro 
models [ 32 ,  33 ], it is unclear whether they are 
functionally equivalent to activating muta-
tions in  PIK3CA . In addition, the spectrum of 
somatic  PIK3CA  mutations within endome-
trial carcinomas has been found to be more 
varied than that of colorectal and breast can-
cers [ 61 ]. In contrast to colorectal, brain, gas-
tric, or breast cancers, where >75 % of 
alterations have been shown to occur in two 
hotspots in the helical and kinase domains 

  Figure 27-1    Coexisting PI3K pathway mutations in endometrioid endometrial cancer. Endometrial carcinomas of 
endometrioid histology with mutations in  PTEN ,  PIK3CA ,  PIK3R1 , and/or  KRAS  ( blue bars ) were selected from 
The Cancer Genome Atlas study through cBioPortal [ 56 ,  185 ] ( n  = 187), and the patterns of co-occurring mutations 
in these cases are shown.  Blue bars  indicate presence of a mutation       
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[ 62 ], in endometrial cancer,  PIK3CA  
 mutations are distributed throughout the 
gene and somatic, activating mutations in the 
adapter binding domain (ABD), ABD-linker 
region, and C2 domains of p110a are also fre-
quent [ 33 ,  61 ].

   Given the high prevalence of PI3K path-
way aberration in endometrial cancer, clinical 
trials are currently underway to assess the 
effi cacy of inhibitors of this pathway in 
patients with endometrial cancer (reviewed 
in [ 31 ,  39 ,  63 ]). First results from early clini-
cal trials revealed that a subset of 
chemotherapy- naïve patients with advanced 
endometrial cancer are responsive to single 
agent rapamycin analogs (i.e., allosteric 
mTOR inhibitors), and that therapeutic 
responses or stabilization of disease can be 
seen across histological types [ 8 ,  64 – 66 ]. 
These trials also suggest that not only endo-
metrioid but also a subset of serous carcino-
mas may be dependent on the PI3K pathway. 
Predictive markers associated with response 
to mTORC1 inhibitors have yet to be identi-
fi ed. The latter could be due to the small 
number and heterogeneous groups of endo-
metrial cancer patients included in the trials 
to date. In vitro analyses of endometrioid 
endometrial cancer cell lines have suggested 
that inhibitors targeting different compo-
nents of the PI3K pathway may be associated 
with distinct genomic predictors [ 67 ]. 
However, results from ongoing clinical trials 
are eagerly awaited.  

   Lynch Syndrome 
 Although the majority of endometrial can-
cers occur sporadically, approximately 2 % of 
cases arise in the setting of the hereditary 
Lynch syndrome (or also referred to as hered-
itary non-polyposis colorectal carcinoma syn-
drome, HNPCC) [ 68 ,  69 ]. This autosomal 
dominant disease is associated with germline 
mutations in DNA mismatch repair (MMR) 
genes,  MLH1 ,  MSH2 ,  MSH6 , or  PMS2,  as 
well as  EPCAM  deletion resulting in  MSH2  
promoter methylation. The syndrome is asso-
ciated with increased risk of endometrial, 
colorectal, gastric, and other cancers. The risk 
for endometrial cancer is estimated to be up 
to 60 % [ 70 – 72 ]. Genetic alterations in DNA 
MMR genes lead to the accumulation of 

unstable microsatellite sequences throughout 
the genome (i.e., MSI). Women with Lynch 
syndrome who are diagnosed with endome-
trial carcinoma also have an increased risk of 
developing colorectal cancer [ 73 ] and several 
other cancers including breast cancer [ 74 ]; 
thus their recognition is important for family 
screening, early detection or interventions to 
reduce the risk of additional cancers. 

 Identifi cation of individuals with Lynch 
syndrome is based on the Amsterdam and 
Bethesda criteria [ 72 ,  75 ], which, in contrast 
to colorectal cancer, have proven ineffective 
for endometrial cancer patients [ 68 ]. In fact, 
guidelines for the identifi cation of endometrial 
cancer patients who have Lynch syndrome 
have yet to be developed, and different screen-
ing algorithms have been suggested [ 76 ,  77 ]. 

 A defi nite diagnosis of Lynch syndrome is 
established by germline mutational analysis 
of DNA MMR genes  MLH1 ,  MSH2 ,  MSH6 , 
and/or  PMS2 . Also, MSI analysis using poly-
merase chain reaction of two mononucleo-
tide (BAT25, BAT26) and three dinucleotide 
(D2S123, D5S346, D17S250) microsatellite 
markers has been recommended by the 
National Cancer Institute (Bethesda 
Guidelines) for the identifi cation of HNPCC 
patients [ 78 ]. It has been shown, however, 
that a panel of fi ve mononucleotide repeat 
markers rather than mono- and dinucleotide 
markers as used in the Bethesda Guidelines 
may provide a more accurate evaluation of 
tumor MSI in colorectal [ 75 ,  79 ] and endo-
metrial cancers (BAT-25, BAT-26, NR-21, 
NR-24, and NR-27) [ 80 ]. When using the 
fi ve Bethesda markers, high-frequency MSI 
(MSI-H) is present if two or more markers 
show instability, and low-frequency MSI 
(MSI-L) if one marker shows instability. In 
contrast, when using fi ve mononucleotide 
repeat markers, three or more mutant alleles 
are typically required to indicate MSI-H [ 79 ]. 
It should be noted that endometrial cancer 
represents the most common clinical mani-
festation in female  MSH6  germline mutation 
carriers [ 81 ,  82 ]. However, carcinomas with 
 MSH6  mutations may be microsatellite sta-
ble (MSS) or MSI-L [ 76 ,  83 ], and, therefore, 
potentially may be missed by MSI analysis. In 
addition, as mentioned above, a subset of spo-
radic endometrial carcinomas show MSI due 
to  MLH1  promoter methylation, which can-
not be differentiated by MSI analysis. 
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 The role of the pathologist in the 
 identifi cation of patients with Lynch 
syndrome- associated endometrial cancer 
should not be underestimated. Given the cost 
of conventional sequencing of MMR genes 
and the low prevalence of Lynch syndrome in 
patients with endometrial cancer, immuno-
histochemical analysis of the four MMR pro-
teins, which has been shown to be sensitive 
and specifi c for the detection of germline 
MMR abnormalities and of tumors with MSI 
[ 68 ,  84 ], has been advocated in the context of 
endometrial cancers arising (1) in patients 
with personal or family history of Lynch syn-
drome or Lynch syndrome-associated tumors, 
(2) in patients younger than 50 years of age, 
and (3) in patients of any age, whose tumors 
arise in the lower uterine segment, synchro-
nously with ovarian clear cell carcinoma, are 
of de- differentiated/undifferentiated type, 
and/or show tumor heterogeneity, peritu-
moral lymphocytes, or tumor-infi ltrating lym-
phocytes [ 76 ,  77 ]. Loss of MLH1/PMS2 
expression in    the absence of  MLH1  promoter 
methylation, loss of MSH2 and/or MSH6 
expression, and potentially of PMS2 alone 
indicates the presence of an MMR germline 
mutation, and identifi es high-risk Lynch syn-
drome patients to be considered for germline 
testing. 

 With the introduction of cost-effective 
multiplex NGS-based test panels evaluating 
cancer susceptibility genes, including MMR 
genes [ 85 ], one may speculate that in the 
future MMR mutational screening could be 
implemented as a primary screen rather than 
a confi rmatory test in individuals with high 
risk of Lynch syndrome.   

   Uterine Mesenchymal 
Tumors  

 Uterine mesenchymal tumors comprise a 
heterogeneous group of neoplasms, the over-
whelming majority of which are benign 
smooth muscle neoplasms. Malignant mesen-
chymal tumors are rare, accounting for 2–5 % 
of uterine cancers. Differentiation of benign 
mesenchymal lesions from their malignant 
counterparts is crucial due to their distinct 
clinical outcome. Some mesenchymal tumors 

pose diagnostic challenges in surgical pathol-
ogy practice, in particular endometrial stro-
mal tumors and the biologic spectrum of 
smooth muscle tumors, as these may display 
variable and overlapping morphologic fea-
tures. There have been several important 
developments in our understanding of the 
molecular genetics of these tumors over the 
recent years that have improved classifi ca-
tion, diagnosis, and prediction of outcome. 

   Smooth Muscle Tumors 
 Smooth muscle tumors represent the most 
prevalent mesenchymal neoplasms in the 
uterus, and are classifi ed into leiomyoma, 
smooth muscle tumor of uncertain malignant 
potential, and leiomyosarcoma, epithelioid 
and myxoid leiomyosarcoma variants [ 12 ]. 
Leiomyoma represents the vast majority of 
uterine smooth muscle tumors, which fre-
quently affects women of reproductive age 
and is the leading indication for hysterectomy 
in the United States [ 86 ,  87 ]. In contrast, 
leiomyosarcoma and smooth muscle tumor 
of uncertain malignant potential represent 
only a small percentage of these neoplasms 
(40 % of all uterine sarcomas; 1–3 % of all 
uterine malignancies [ 88 ]). Leiomyosarcomas 
are thought to arise independently from leio-
myomas [ 89 ]. They are highly aggressive 
tumors with a 5-year survival of 15–60 % 
[ 90 ]. Diagnostic criteria for leiomyosarcomas 
vary slightly with histologic subtype, but are 
based on a combination of histologic features 
including the presence of moderate to severe 
nuclear atypia, high mitotic rate, and tumor 
cell necrosis [ 91 ]. Neoplasms that do not 
meet histologic criteria for the diagnosis of 
leiomyosarcoma are classifi ed as smooth mus-
cle tumors of uncertain malignant potential. 
There is, however, signifi cant interobserver 
variability in the assessment of these morpho-
logic features as well as of the mitotic index 
[ 92 ,  93 ]. 

 Immunohistochemical makers are of lim-
ited help in distinguishing the different 
groups of smooth muscle tumors. Hormone 
receptors are positive in the vast majority of 
leiomyomas, and up to 60 % of leiomyosarco-
mas can express ER and PR [ 94 – 100 ]. p16 
and p53 expression is usually present in leio-
myosarcomas; however these markers can 

472  |  Sarah Chiang, Luciano G. Martelotto, Britta Weigelt



also be detected in the leiomyoma variant 
with bizarre nuclei and less frequently in 
smooth muscle tumors of uncertain malig-
nant potential [ 101 – 111 ]. MIB1 (Ki-67) 
expression, a marker of proliferation, can be 
elevated in leiomyosarcoma, leiomyoma with 
bizarre nuclei, and mitotically active leiomy-
oma [ 104 ,  108 – 110 ]. Therefore, immunohis-
tochemical markers are of limited utility in 
reliably discriminating between benign and 
malignant smooth muscle tumors. 

 Over the past years, various genetic aberra-
tions have been discovered in uterine smooth 
muscle tumors. These include recurrent 
mutations in mediator complex subunit 12 
( MED12 ), which have been reported in up to 
80 % of conventional uterine leiomyomas 
[ 88 ,  112 – 118 ].  MED12  is a component of 
the mediator complex involved in the tran-
scription of RNA polymerase II-dependent 
genes [ 119 ], and also plays a role in the Wnt/
β-catenin and Hedgehog signaling pathways 
[ 120 ,  121 ], and in the regulation of  Nanog  
and  Nanog  target genes [ 122 ].  MED12  muta-
tions have also been found in a subset of 
 leiomyoma variants, including cellular leio-
myomas [ 123 ], leiomyomas with bizarre 
nuclei [ 117 ], and mitotically active leiomyo-
mas [ 123 ]. In contrast, mutations in  MED12  
are less frequently found in smooth muscle 
tumors of uncertain malignant potential [ 88 , 
 123 ] and leiomyosarcomas [ 88 ,  114 ,  117 , 
 118 ]. However, the number of samples ana-
lyzed to date remains relatively small. As 
mentioned above, it is generally thought that 
leiomyosarcomas arise independently from 
leiomyomas [ 89 ]; however the presence of 
 MED12  mutations in a subset of leiomyosar-
comas suggests that a small subgroup of leio-
myosarcomas may, in fact, originate from 
leiomyomas. 

 Somatic mutations in fumarate hydratase 
( FH ), which encodes an enzyme of the tricar-
boxylic acid cycle, are found in a small subset 
of sporadic (i.e., nonhereditary) leiomyomas 
[ 124 ]. In addition, leiomyomas have been 
shown to harbor the recurrent t(12;14)
(q15;q23–24) translocation in approximately 
10 % of cases or other 12q14–15 chromo-
somal rearrangements involving the  HMGA2  
and  RAD51B  loci, rearrangements involving 
6p21 and Xq22 (affecting  COL4A5  and 
 COL4A6 ), deletions of 7q, and trisomy 12, 
among other genetic aberrations [ 125 ,  126 ] 

(Table  27.4 ). Interestingly, complex chromo-
somal rearrangements resembling chro-
mothripsis [ 127 ] have recently been 
documented in these benign tumors, and a 
subset of physically distinct uterine leiomyo-
mas from the same patient have been shown 
to be clonally related [ 126 ]. These observa-
tions suggest that even hallmarks of cata-
strophic genetic events, such as chromothripsis, 
cannot be employed to differentiate benign 
from malignant smooth muscle tumors.

   Leiomyosarcomas often display high lev-
els of genetic instability, so much so that no 
identical karyotypes were found in 68 cases 
published in the literature between 1994 
and 2004 (reviewed in [ 89 ]). Although chro-
mosomal alterations involving 1p transloca-
tions and deletions [ 128 ] and  TP53  mutations 
[ 129 ,  130 ] have been reported in a subset of 
leiomyosarcomas, no single highly recurrent 
genetic aberration has been identifi ed to 
date. Furthermore, it is currently unclear 
whether the genetic alterations recently 
described in leiomyomas, such as the chro-
mosomal rearrangements affecting  COL4A5  
and  COL4A6  [ 126 ], are unique to benign 
lesions. 

 In summary, no reliable immunohisto-
chemical or molecular markers have been 
identifi ed for the discrimination between 
benign and malignant smooth muscle tumors. 
The role of these ancillary markers is limited. 
If used at all, the above markers should be 
used in conjunction with thorough histologic 
analysis to establish a defi nitive diagnosis.  

   Endometrial Stromal Tumors 
 Endometrial stromal tumors are rare neo-
plasms that are classifi ed into endometrial 
stromal nodule (ESN), low-grade and high-
grade endometrial stromal sarcoma (ESS), 
and undifferentiated uterine sarcoma (US) 
according to the latest WHO classifi cation 
[ 12 ]. Both ESNs and low-grade ESSs are 
composed of bland cells resembling prolifera-
tive endometrial stromal cells and can exhibit 
a number of variant  histologic features. ESNs 
are benign and have well-circumscribed bor-
ders without invasion of surrounding tissue in 
contrast to ESS that demonstrates infi ltrative 
growth and vascular invasion. Low-grade 
ESSs are relatively indolent with a 10-year 
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overall survival rate ranging from 65 to 76 % 
[ 131 ]. High-grade ESSs, a newly recognized 
subset of ESS, may exhibit a high-grade round 
cell component in addition to a low-grade 
ESS and appear to have a prognosis interme-
diate between low-grade ESS and UUS. 
UUSs, previously known as uterine endome-
trial sarcomas by the WHO, demonstrate sig-
nifi cant cytologic atypia, bear no morphologic 
similarity to endometrial stroma, often dem-
onstrate destructive myometrial invasion, and 
have a poor prognosis (median overall sur-
vival 1–3 years) [ 131 – 134 ]. Given the het-
erogeneity observed within UUS tumors, 
some authors have suggested further subtyp-
ing of UUS into uniform (UUS-U) and pleo-
morphic types (UUS-P) to stratify 
morphologically endometrial stromal tumors 
into those that demonstrate uniform cyto-
logic atypia with enlarged, hyperchromatic 

nuclei and prominent nucleoli and those that 
exhibit marked nuclear pleomorphism, 
respectively [ 135 ]. The clinical and biological 
signifi cance of UUS-U and UUS-P remains to 
be fully determined. 

 Ancillary immunohistochemical studies 
may be useful in the diagnosis of endometrial 
stromal tumors. A panel of markers including 
CD10 and smooth muscle markers such as 
desmin, h-caldesmon, and HDAC8 has been 
recommended to discriminate ESNs and 
ESSs from smooth muscle tumors [ 136 – 138 ]. 
It should be noted that the expression of 
these markers should be interpreted in con-
junction with tumor morphology given that 
areas of smooth muscle differentiation may 
express any of the aforementioned smooth 
muscle markers. Markers that are usually 
expressed in ovarian sex cord stromal tumors 
can also be found in “sex cord-like” foci of 

    Table 27-4     The Most Recurrent Genomic Aberrations in Sporadic Uterine Mesenchymal 
Tumors   

 Chromosomal 
rearrangement 

 Gene copy number 
aberration 

 Mutated 
gene 

 Leiomyoma  t(12;14)(q15;q23–24) 
and other 12q14–15 

 (involving  HMGA2  
and  RAD51B ) 

 6p21 
 Chromothripsis 

 del(7)(q22q32) 
 Trisomy chromosome 12 

  MED12  
  FH  

 Leiomyosarcoma  Complex and frequent 
 1p 

 Complex and frequent 
 1p deletions 

  TP53  

 Endometrial stromal nodule  t(7;17)(p15;q21) 
( JAZF1 - SUZ12 ) 

 Endometrial stromal sarcoma  t(7;17)(p15;q21) 
( JAZF1 - SUZ12 ) 

 t(6;7)(p21;p15) 
( JAZF1-PHF1 ) 

 t(6;10;10)(p21;q22;p11) 
( PHF1-EPC1 ) 

 t(1;6)(p34;p21) 
( MEAF6-PHF1)  

 der(22)t(X;22)(p11;q13) 
 (ZC3H7B-BCOR)  

 t(10;17)(q22;p13) 
( YWHAE – FAM22A / B ) 

 Undifferentiated uterine 
sarcoma 

 t(7;17)(p15;q21) 
( JAZF1 - SUZ12 ) 

 t(10;17)(q22;p13) 
( YWHAE – FAM22A / B ) a  

 Complex karyotype
Multiple numerical and 

structural aberrations 

  TP53  

   a YWHAE-FAM22A/B rearranged tumors are now recognized as high-grade ESSs in the new 2014 WHO classifi cation [ 12 ]  
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endometrial stromal tumors. The latter 
include inhibin, calretinin, CD99, melan A, 
and WT-1 [ 139 – 145 ]. In addition, low-grade 
ESSs frequently express ER and PR [ 135 , 
 146 – 150 ], nuclear β-catenin [ 135 ,  151 – 154 ], 
EGFR [ 155 – 157 ], and c-kit [ 156 ,  158 ], and 
less frequently androgen receptor [ 159 ], aro-
matase [ 160 ], PDGF-α, PDGF-β, or VEGF 
[ 158 ,  161 ]. It should be noted, however, that 
mutations in  KIT ,  PDGFR-α ,  PDGFR-β , or 
 EGFR  have not been detected in ESS [ 156 , 
 157 ]; hence, the proteins they encode are 
unlikely to constitute optimal therapeutic 
targets for ESS. Cyclin D1 is diffusely 
expressed in high-grade ESSs that exhibit 
high-grade round cell morphology and harbor 
specifi c genetic alterations (i.e.,  YWHAE-
FAM22  fusion; see below). ER and PR expres-
sion is present in the low-grade component of 
these tumors, but absent in round cell areas. 

 Compared to ESS, the immunohistochem-
ical profi le of UUS is less well established 
(reviewed in [ 162 ]). ER and PR are expressed 
in up to 50 % of UUS-U, but not in UUS-P 
[ 135 ,  150 ,  163 ]. Most UUS-U and approxi-
mately one-third of UUS-P express nuclear 
β-catenin, whereas overexpression of p53 is 
more often associated with UUS-P than 
UUS-U [ 135 ,  150 ,  163 ]. Cyclin D1 immuno-
expression has been found only rarely in 
UUS-U [ 164 ]. 

 Endometrial stromal tumors are character-
ized by recurrent chromosomal transloca-
tions (Table  27.4 ), including the t(7;17)
(p15;q21), t(6;7)(p21;p15), t(6;10;10)
(p21;q22;p11), t(10;17)(q22;p13), t(1;6)
(p34;p21), and der(22)t(X;22)(p11;q13) 
which result in the formation of the chimeric 
transcripts  JAZF1-SUZ12 ,  PHF1-JAZF1 , 
 EPC1-PHF1 ,  YWHAE-FAM22 ,  MEAF6- 
PHF1  , and  ZC3H7B-BCOR , respectively 
(reviewed in [ 162 ]). When present, gene 
fusions appear to be mutually exclusive and 
have been observed in both conventional 
endometrial stromal tumors and less fre-
quently those that display variant morphol-
ogy. The fusion of  JAZF1  and  SUZ12  (also 
known as  JJAZ1 ) is the most common genetic 
alteration in endometrial stromal tumors and 
has been reported in 68 % of ESNs, 43 % of 
ESSs, and 9 % of UUSs [ 135 ,  162 ,  165 – 171 ]. 
 PHF1-JAZF1  and  EPC1-PHF1  rearrange-
ments have been observed in 10 % and 6 % of 
ESSs, respectively [ 162 ,  170 ,  172 ].  MEAF6- 

PHF1   and  ZC3H7B-BCOR  gene fusions have 
recently been characterized in rare low-grade 
ESSs [ 173 ,  174 ], and also  PHF1  and  JAZF1  
rearrangements without known partners have 
also been observed [ 170 ,  171 ].  YWHAE-
FAM22  fusions have been recently described 
in ESSs harboring high-grade areas as well as 
in UUS-Us [ 149 ,  163 ,  175 ,  176 ], although its 
frequency among endometrial stromal tumors 
is not yet known. 

 The functions of the chimeric proteins 
resulting from the various gene rearrange-
ments identifi ed in endometrial stromal 
tumors are not resolved at this time. The most 
common fusion joins the fi rst three exons of 
 JAZF1 , the function of which is relatively 
unknown, to the last 15 exons of  SUZ12  
( JJAZ1 ), a component of the polycomb 
repression complex 2 [ 177 ]. Low levels of 
 JAZF1-SUZ12  mRNA, which are thought to 
arise from trans-splicing of precursor mRNAs 
for  JAZF1  and  SUZ12  genes, and the JAZF1- 
SUZ12 protein have been detected in normal 
endometrial stromal cells lines and in normal 
late-secretory and early-proliferative phase 
endometrium [ 177 ,  178 ]. Based on these 
fi ndings, it has been suggested that acquisi-
tion of the  JAZF1-SUZ12  fusion via chromo-
somal translocation may be an early event in 
the pathogenesis of endometrial stromal 
tumors. Expression of  JAZF1-SUZ12  has 
been shown to promote cell proliferation 
in vitro, however only when accompanied by 
suppression of endogenous wild-type SUZ12 
(from the unarranged allele) [ 177 ]. 
Interestingly, the non-rearranged wild-type 
 JAZF1  allele is active in ESNs but silenced in 
ESSs harboring the  JAZF1-SUZ12  fusion, 
providing evidence to suggest that ESSs arise 
from ESNs via genetic or epigenetic silencing 
of the non-rearranged allele [ 177 ]. The pres-
ence of  JAZF1-SUZ12  fusion in rare UUSs 
also raises the possibility that a small subset 
of UUSs originate from ESNs and ESSs via 
dedifferentiation [ 135 ,  165 ]; it should be 
noted, however, that the vast majority of 
UUSs are unlikely to stem from ESNs, given 
that these tumors appear to be genetically 
distinct. 

 Several studies have sought to correlate 
specifi c variant histologic features and gene 
fusions in endometrial stromal tumors. Only 
the recently characterized  YWHAE-FAM22  
fusion transcripts, derived from the t(10;17) 
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rearrangement, appear to be associated with 
specifi c clinicopathologic features.  YWHAE- 
FAM22   fusions have been shown to lead to 
nuclear accumulation of the functionally 
intact 14-3-3ε ( YWHAE ) protein-interaction 
domain, thereby likely redirecting known 
cytoplasmic 14-3-3ε protein interactions 
with phosphoserine-containing proteins to 
the nuclear compartment [ 175 ]. The puta-
tive mechanisms of action of chimeric 
 products involving  MEAF6 ,  EPC1 ,  PHF1 , 
 ZC3H7B , and  BCOR  remain to be deter-
mined. The  YWHAE-FAM22  fusion gene has 
been reported in ESSs and UUS-Us with 
high-grade round cell areas with increased 
mitotic activity, tumor cell necrosis, and adja-
cent low-grade fi broblastic or fi bromyxoid 
areas [ 149 ,  163 ,  175 ]. Rare tumors harboring 
this novel gene fusion may also demonstrate 
rosettes, pseudoglandular/pseudopapillary 
patterns, or sex cord differentiation [ 149 , 
 179 ]. It should be noted that whilst the 
 YWHAE- FAM22   fusion has also been 
described in a subset of clear cell sarcomas of 
the kidney [ 180 ,  181 ], it has not been found 
in  conventional low-grade ESS or other uter-
ine and  non- gynecological mesenchymal 
tumors, adenosarcomas, or carcinosarcomas 
[ 175 ]. The fi broblastic component of tumors 
harboring  YWHAE-FAM22  fusion shares a 
similar immunoprofi le with conventional 
low-grade ESS and expresses CD10, ER, and 
PR. Importantly, however, CD10 is typically 
negative and hormone receptors are often 
absent or only focally weakly-to-moderately 
expressed in the high-grade round cell areas. 
By gene expression profi ling,  CCND1  (cyclin 
D1) has also been reported to be differen-
tially expressed between  YWHAE-FAM22  
rearranged tumors and conventional low-
grade ESSs, with cyclin D1 being a sensitive 
and specifi c diagnostic marker for the identi-
fi cation of stromal sarcomas harboring the 
t(10;17) translocation [ 164 ]. The mechanism 
leading to cyclin D1 overexpression in 
 YWHAE-FAM22  rearranged tumors remains 
to be elucidated. 

 The characterization of the genetic under-
pinning of uterine mesenchymal neoplasms is 
providing fertile ground for the development 
of molecular genetic tests for their accurate 
diagnosis, opportunities for the development 
of immunohistochemical surrogate markers 
for the presence of these genetic aberrations, 

and novel targeted therapies. With the efforts 
of the TCGA, the International Cancer 
Genome Consortium (ICGC), and individual 
investigators, a wealth of data on the genetic 
aberrations found in rare types of uterine can-
cers will be available. These data will be 
instrumental to fi nd answers for questions 
that have puzzled pathologists for decades, 
including the actual nature and molecular 
drivers of carcinosarcomas (i.e., mixed epi-
thelial and mesenchymal tumors), as well as 
the similarities and differences between uter-
ine tumors and their ovarian counterparts, 
including sex cord stromal tumors and 
adenosarcomas.   

   Conclusions 

 In the past, endometrial cancer was perceived 
as a “benign disease” given the large propor-
tion of women with low-risk disease and high 
cure rates [ 182 ]. Advances in our understand-
ing of uterine cancer revealed the complexity 
of the disease, in particular at the molecular 
level. This information may result in a refi ne-
ment of the taxonomy of uterine neoplasms 
and in the identifi cation of genetic biomark-
ers required for the introduction of molecular 
target-based therapy for the treatment of 
women with this disease. The ongoing efforts 
to characterize the genetic landscapes of can-
cers are expected to provide further insights 
into cancers of the uterine corpus and lead to 
the introduction of genomic applications for 
endometrial cancer in the near future. The 
insights from the integrated genomic charac-
terization of endometrial carcinoma by the 
TCGA [ 56 ] have called the distinct nature of 
type I and type II endometrial cancers into 
question. In fact, these two subsets of endo-
metrial cancers are highly heterogeneous, and 
similarities between entities classifi ed as type 
I or type II have been documented. 

 It is probable that with the burgeoning 
information on the genetic makeup of differ-
ent types of endometrial cancer, a combined 
morphological and molecular classifi cation 
will emerge, which may result in more accu-
rate diagnosis, in particular, of high-grade 
lesions. Based on the results of the integrative 
analysis carried out by TCGA, one may 
 envision that  POLE  sequencing analysis, or 
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potentially an immunohistochemistry assay 
suffi ciently accurate to identify  POLE  
mutant lesions, may be used to identify 
patients with a favorable expected outcome, 
who would be candidates for more conserva-
tive systemic treatment approaches. In con-
trast, the presence of  TP53  mutations in 
endometrioid endometrial cancers may 
defi ne the subset of endometrioid carcino-
mas with a serous-like aggressive behavior. In 
addition, a proof-of-principle study has dem-
onstrated that endometrial and ovarian can-
cer cells can be detected through massively 
parallel sequencing analysis of DNA 
extracted from routine liquid-based cervical 
cytological specimens, which may constitute 
a fi rst step towards a new generation of can-
cer screening tests [ 183 ]. 

 The recent identifi cation of recurrent 
mutations and fusion genes in uterine mesen-
chymal tumors is expected to lead to the 
development of molecular tests, based on in 
situ hybridization, reverse transcriptase (RT)-
PCR, and RNA-sequencing, or even immuno-
histochemical tests, such as cyclin D1 
expression for the detection of high-grade 
ESS harboring  YWHAE-FAM22  rearrange-
ments [ 164 ]. 

 We anticipate that diagnostic and predic-
tive biomarkers based on the genetic features 
of endometrioid cancers and subsets of mes-
enchymal tumors are likely to be incorpo-
rated into the armamentarium of diagnostic 
gynecological pathologists in the near future. 
Furthermore, immunohistochemical markers 
to identify prognostically and therapeutically 
distinct subsets of uterine disease are likely to 
be developed and incorporated to pathology 
practice. 

 Finally, the integration of biomarker assess-
ment and/or routine tissue collection in clini-
cal trials testing novel targeted agents should 
be encouraged, and this source of biological 
material is absolutely essential for the identi-
fi cation of predictive markers. To date, in par-
ticular PI3K pathway and FGFR2 inhibitors 
are thought to have great potential as targeted 
therapies in subsets of patients with endome-
trial carcinoma (reviewed in [ 31 ,  39 ,  63 , 
 184 ]). It should be noted, however, that from 
a clinical perspective, the patients most in 
need for more effective therapies are those 
with advanced, recurrent, or metastatic dis-
ease. Genomic studies, however, have so far 

focused on the analysis of primary tumors. 
Conversely, early clinical trials are usually 
performed in pretreated patients with 
advanced disease. Therefore, germane to the 
realization of the potential of precision 
 medicine is that studies ascertaining whether 
the genetic landscapes of metastatic endome-
trial cancer are similar or distinct from those 
of early lesions are carried out.     
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         Introduction 

 Overall survival rates for women with 
advanced epithelial ovarian cancer (EOC) 
have remained unchanged over the past three 
decades, and fewer than 40 % of patients 
remain alive at 5 years after diagnosis [ 1 ]. 
This outcome has not been altered by the use 
of complex cytotoxic chemotherapy combi-
nations [ 2 – 4 ]. The reasons for this may be 
explained by the unique biology and genomic 
characteristics of EOC. Here we review key 
approaches to diagnosis and stratifi cation that 
are now needed to advance the fi eld. New 
classifi cations have been developed following 
recent insights into the cell of origin of the 
different subtypes of EOC and their most 
critical driver events. The most important 
clinical questions for the pathologist remain 
how to unequivocally classify EOC and 
which additional genomic data may identify 

individuals with high chance of response or 
risk of relapse. This chapter concentrates on 
recent molecular insights that are likely to 
be highly relevant to clinical care over the 
next 5 years.  

    Cell of Origin of EOC 

 Genomic classifi ers for cancer are strongly 
determined by the cell of origin of carci-
noma. Arguably, longstanding confusion 
about the cellular origins of EOC has hin-
dered the development of strong morpho-
logical and molecular classifi cations. 
Previously, the prevailing model was that 
EOC arose from  metaplastic changes in the 
normal ovarian epithelium (NOE) and could 
arise from structural epithelial abnormalities 
on the surface of the ovary, such as clefts and 
inclusion cysts (reviewed in [ 5 ]). Trans-
differentiation of the NOE into high-grade 
serous ovarian cancer (HGSOC), endometri-
oid, and mucinous subtypes was hypothe-
sized to follow developmental pathways of 
Müllerian differentiation in the fallopian 
tube, endocervix, and endometrium, respec-
tively. Dubeau [ 5 ] fi rst suggested that “ovar-
ian” cancers might arise from the secondary 
Müllerian system, including endosalpingiosis, 
endometriosis, and para-ovarian and para-
tubal cysts. Evidence that pre-invasive lesions 
of HGSOC were present in the distal fallo-
pian tube was discovered by meticulous 
pathological studies on the fi mbria of women 
with  BRCA1  or  BRCA2  mutations collected 
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after risk- reducing surgery [ 6 – 12 ]. Similar 
studies on sporadic HGSOC cases showed 
that tubal intraepithelial carcinomas (TICs) 
could be identifi ed in 75 % of cases and that 
these fallopian tube lesions were underdiag-
nosed by standard histopathological exami-
nation [ 13 ]. The same  TP53  mutations were 
also shown in TIC and ovarian metastases 
which provided strong evidence for a single 
clonal origin for HGSOC arising in the tubal 
epithelium [ 10 ,  13 ]. These studies now 
strongly implicate TIC in the fallopian tube 
(and potentially in endosalpingiosis tissues) 
as the cells of origin for HGSOC. 

 The epidemiological risk factors for endo-
metrioid and ovarian clear-cell adenocarci-
noma (OCCA) are distinctly different from 
HGSOC and, in particular, are strongly linked 
to endometriosis [ 14 ,  15 ].  ARID1A  was inde-
pendently identifi ed by two groups as a key 
driver in clear-cell and endometrioid 
EOC. Next-generation sequencing (NGS) of 
RNA and DNA revealed inactivating muta-
tions in 46–57 % and 30 % of cases, respec-
tively [ 16 ,  17 ]. Loss of  ARID1A  expression 
and  ARID1A  or  PIK3CA  mutation had also 
been demonstrated in endometriosis tissue 
contiguous with OCCA [ 16 ,  18 ]. This fur-
ther supports the notion that endometriosis 
tissue is the precursor lesion.  ARID1A  
encodes BAF250a which is a component of 
the SWI/SNF nucleosome remodeling com-
plex (reviewed in [ 19 ]).  

    Molecular Classifi cation 
of EOC  

    The Importance of Morphology 
and Immunohistochemical 
Markers 
 The pathological classifi cation of EOC was 
last revised by the World Health Organization 
(WHO) in 2003 [ 20 ] and has not yet been 
revised in line with the newer data for cell of 
origin described above. New recommenda-
tions will be published in 2014 that will sim-
plify the classifi cation into fi ve major types: 
HGSOC, OCCA, endometrioid, mucinous, 
and low-grade serous carcinoma. The major-
ity of endometrioid EOC will be regarded as 
low-grade neoplasms. A major motivation for 

these changes has been the need to improve 
reproducibility of diagnosis [ 21 ]. The 2003 
WHO classifi cation (largely unchanged from 
1973) is descriptive and importantly lacks 
specifi c criteria to distinguish between dis-
ease entities, leading to poor reproducibility, 
particularly between serous and endometri-
oid carcinoma, mixed versus pure cell types, 
and poorly differentiated tumors. These mor-
phological challenges are compounded when 
the starting material is limited, such as from 
small radiologically guided biopsy specimens. 
Three main defi ciencies that exist in previous 
classifi cations have now been addressed: 

 Firstly, diagnostic criteria for the fi ve major 
types have been refi ned, based on morphol-
ogy and specifi c immunohistochemical mark-
ers. The impetus for this change can be traced 
to a seminal study, which tested for variation 
between subtypes in the expression of 21 bio-
markers and correlation with stage and prog-
nosis across a population-based cohort of 500 
ovarian carcinomas [ 22 ]. The expression of 
20 biomarkers was signifi cantly different 
 between  subtypes, but invariant across differ-
ent stages of disease  within  each subtype. This 
suggested that subtypes are reproducible and 
distinct disease entities. The data also demon-
strated that the subtype of EOC had the larg-
est effect on prognosis. For example, 9 of the 
21 biomarkers had prognostic value when 
applied across the entire cohort, but only 
three remained informative when analyzed 
by subtype-specifi c expression. The prolifera-
tion marker Ki-67 had previously been 
reported to be a poor prognostic marker in 
EOC, but was not prognostic  within  any of 
the subgroups. Thus, Ki-67 is a surrogate 
marker for HGSOC, and its apparent poor 
prognostic effect across all cases was due to 
the worse prognosis of HGSOC compared to 
other subtypes. A similar confounding effect 
was seen for the HGSOC-specifi c marker 
WT1, which was a poor prognostic marker 
overall, but was favorable within the HGSOC 
cases. These fi ndings provided strong evi-
dence for biological and survival differences 
between high-grade serous neoplasms and 
the lower-grade endometrioid and clear-cell 
subtypes. More importantly, they also showed 
that correct analysis of biomarker data in 
EOC requires stratifi cation by subtype. 

 Secondly, the requirement for grading 
of EOC (as well, moderate and poorly 
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 differentiated) has been removed, owing to 
its poor reproducibility between pathologists 
[ 23 – 25 ] and because grade does not provide 
additional prognostic information indepen-
dent of histological type. For example, in a 
study of 605 stage 1 or 2 EOC cases, tumor 
subtype and substage (stage IA or IB) had 
stronger prognostic value than grade [ 26 ] and 
stratifying HGSOC into grade 2 or 3 in cases 
from a randomized trial of different duration 
of adjuvant chemotherapy did not provide 
signifi cant prognostic information [ 27 ]. 
Histological grade and subtype are covariates, 
but differences in grade do not reproduce the 
variability in outcome between subtypes—
especially given the differences in stage at 
presentation. A comprehensive pathology 
review of 1,009 EOC cases showed that 
HGSOC accounted for 88 % of stage III/IV 
cancers and 36 % of stage I/II cancers [ 21 , 
 24 ]. By contrast, low-stage EOCs were sig-
nifi cantly enriched for endometrial and clear- 
cell subtypes (27 % versus 3 % and 26 % 
versus 5 %, respectively) compared to cases 
with stage III/IV disease. Therefore, the major 
differences are determined by the underlying 
biology of the EOC subtype and the only 
important distinction is between high-grade 
and low-grade serous carcinoma. 

 Thirdly, a minimal panel of immunohisto-
chemical markers for classifying ovarian can-
cer subtype has been identifi ed using nominal 
logistic regression analysis from tissue micro-
array data sets [ 28 ]. Expression of nine mark-
ers (CDKN2A, DKK1, HNF1B, MDM2, 
PGR, TFF3, TP53, VIM, and WT1) was the 
most predictive of EOC subtype when tested 
on a training set of 744 cases and 81 indepen-
dent cases ( κ  = 0.85 and 0.78, respectively) 
[ 28 ]. Use of these markers in the Calculator 
for Ovarian Subtype Probability (COSP) 
score results in a probability score for each 
subtype and it has been used to evaluate large 
research cohorts [ 29 ]. The proposed 2014 
WHO classifi cation for EOC will recom-
mend use of WT1 as the main positive marker 
for serous carcinoma (low and high grade). 
Although the COSP is not part of the 2014 
WHO recommendations, it represents the 
gold standard for EOC classifi cation and 
should be used in cases of diagnostic diffi culty 
instead of less discriminant markers such as 
CK7, CK20, and CA125. This is particularly 
important when only a small sample is 

 available from an image-guided core biopsy 
and a non-EOC diagnosis needs to be 
excluded. This clinical situation is now more 
common owing to increased used of neoadju-
vant chemotherapy which can cause diffi cul-
ties in accurate tumor typing [ 30 ]. 

 Taken together, these data show that sub-
types of EOC differ in cell of origin, epide-
miology, natural history and biology. It is 
therefore logical to view them as distinct and 
different diseases, and the term “subtype” 
should be deprecated as it implies a common 
tissue of origin. As genomically targeted ther-
apies for endometrioid and clear-cell ovarian 
cancer are not currently in the clinic as stan-
dard of care treatments, the remainder of this 
chapter will concentrate on potential bio-
markers for personalized treatment 
approaches in HGSOC and their relation-
ship with platinum and PARP inhibitor sensi-
tivity and resistance.  

    Expression Analysis 
 Initial attempts to defi ne prognostic and pre-
dictive signatures for chemoresistance in 
EOC focused on the use of expression micro-
array studies [ 31 – 41 ]. These studies have had 
little success in identifying useful biomarkers 
[ 42 – 44 ]. This is in marked contrast to similar 
efforts in breast cancer, where expression pro-
fi ling of a relatively small number of cases 
provided new molecular classifi cations with 
prognostic value, that have been quickly 
applied in research and in the clinic [ 45 ,  46 ]. 
These expression signatures are dominated 
by the transcriptional effects of estrogen 
receptor (ER), progesterone receptor (PR) 
and ERBB2 mediated pathways. Although it 
is assumed that HGSOC most closely resem-
bles triple negative breast cancer (see [ 47 ] 
and below), a large analysis of 2,933 EOCs 
showed that strong PR staining was indepen-
dently associated with improved disease- 
specifi c survival in HGSOC [ 48 ]. This 
provides strong evidence for the possible util-
ity of measuring ER and PR in HGSOC, but 
trials are needed to determine if these mark-
ers are predictive for hormonal therapy. 

 Expression profi ling has defi ned four main 
molecular subtypes in HGSOC, described as 
C1 (high stromal response), C2 (high immune 
signature), C4 (low stromal response), and 
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C5 (mesenchymal, low immune signature) 
[ 41 ,  47 ]. Although reproducible, the prog-
nostic effects of these signatures are weaker 
than that of the ER/PR expression discussed 
above and have not had clinical impact. 
Substantial expansion of the classifi cations 
identifi ed by Tothill has recently been per-
formed by the cancer genome atlas (TCGA) 
[ 49 ]. Importantly, this has shown that indi-
vidual HGSOC samples can show multiple 
subtype signatures, which questions the prog-
nostic utility of classifying cases into mutually 
exclusive groups. The expression signatures 
are strongly modulated by stroma and infi l-
trating immune cells, and future work will 
need to study purifi ed HGSOC cells to 
understand if classifi ers exist. 

 By contrast, parallel proteomic analysis on 
412 HGSOC samples with reverse phase 
protein arrays provided improved prognostic 
information as compared to expression signa-
tures [ 50 ]. Refi nement of the protein signa-
ture showed that fi ve proteins (AR, BID, 
phosphorylated TAZ, phosphorylated EGFR, 
and HSP70) were associated with longer pro-
gression free survival (PFS) and increased 
expression in the low risk group. Four pro-
teins (STAT5α, phosphorylated PKCα, phos-
phorylated MEK1 and EEF2) were associated 
with shorter PFS and increased expression in 
the high-risk group. AR may be a compelling 
marker and should now be tested across large 
sample sets using tissue microarrays.  

    Mutational Spectrum of High- 
Grade Serous Ovarian Carcinoma 
 The Cancer Genome Anatomy project has 
provided the most comprehensive mutation 
survey of fresh-frozen samples from HGSOC 
[ 47 ]. Whole exome sequencing from 489 
HGSOC cases has confi rmed profound muta-
tional heterogeneity between patients and 
confi rmed relatively few recurrent gene 
mutations, particularly in the tumor suppres-
sor genes  TP53 ,  BRCA1 ,  BRCA2 , and  NF1 . 
Of note, oncogenic mutations in  EGFR , 
 PIK3CA ,  BRAF , and  KRAS  are extremely 
infrequent and may account for less than 1 % 
of mutations seen in HGSOC cases. These 
results differ from those obtained by 
Sequenom sequencing of 203 advanced stage 
HGSOC cases from FFPE specimens [ 51 ] 

which suggested that 56 % (113/203) of 
tumor samples harbored candidate mutations 
in 112 oncogenes. The most common somatic 
oncogene mutations were found in  EGFR  
(9.4 %),  KRAS  (4.5 %),  PDGRFα  (4.5 %), 
 KIT  (3 %), and  PIK3CA  (3 %). At present, 
the reasons for this discrepancy are unclear. 
The depth of sequencing coverage for the 
somatic samples from TCGA may be limit-
ing, but it is notable that no other groups 
have reported such a high mutation rate for 
these oncogenes. Where sequencing is being 
routinely carried out on EOC specimens, 
there is utility for screening  BRAF  and  KRAS  
(along with  TP53 , see below) as this can pro-
vide diagnostically relevant information for 
low-grade serous carcinomas.  

    Mutations in  TP53  are Ubiquitous 
in High-Grade Serous Ovarian 
Carcinoma 
 The  TP53  gene encodes the p53 tumor sup-
pressor protein and is among the most fre-
quently mutated genes in human cancer [ 52 , 
 53 ]. The frequency of  TP53  mutation is dif-
ferent between EOC subtypes [ 54 – 57 ]. 
Demonstration that  TP53  mutation is ubiqui-
tous in HGSOC was fi rst provided by Sanger 
sequencing results from 145 women with 
serous neoplasms [ 58 ]. Mutations were iden-
tifi ed in 119 of 123 HGSOC cases (96.7 %) 
and 19 % of the mutations were present in 
exons 2–4 and 9–11, explaining the higher 
percentage of mutations seen in comparison 
to earlier studies. Whole exome sequencing 
by the Cancer Genome Atlas project also 
confi rmed near-100 % mutation rate. These 
studies underscore the essential role that 
 TP53  mutation has as an early driver muta-
tion for HGSOC and are consistent with the 
fi ndings of p53 accumulation and mutation in 
fallopian tube p53 signature foci and TICs 
[ 12 ]. However, the fact that signature foci in 
the fallopian tube may have  TP53  mutation, 
but do not develop into TICs, suggests that 
loss of p53 function is required but not suffi -
cient for the development of HGSOC. 

 Determining  TP53  mutational status 
should now be considered for all women with 
HGSOC although, at present, this result is 
not predictive of outcome. Firstly, presence of 
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 TP53  mutation provides diagnostic 
 information and excludes low-grade serous 
carcinoma. Secondly, the type of mutation 
may give prognostic information. As in other 
cancers, approximately 50 % of  TP53  muta-
tions in HGSOC are missense and null muta-
tions (including nonsense, frameshift, and 
splice site mutations) account for about 30 % 
[ 47 ,  58 ]. Loss of p53 protein by immunohis-
tochemistry in HGSOC (which suggests a 
nonsense mutation) appears to be a poor 
prognostic factor, as compared with cases 
with strong nuclear staining (which suggests a 
missense mutation) which have a reduced 
risk of recurrence (HR 0.71, 95 % CI 0.51–
0.99) [ 59 ]. This fi nding is supported by an 
earlier publication that showed with Sanger 
sequencing that nonsense mutations had 
worse outcome, but larger cohorts are needed 
to confi rm a defi nite adverse prognostic effect 
[ 59 ,  60 ]. Thirdly,  TP53  mutation-specifi c 
therapy is now available or will soon be placed 
into early phase trials [ 61 – 64 ] and precise 
knowledge of the type of mutation will be 
important for eligibility or stratifi cation.  

    High-Grade Serous Carcinoma is 
Defi ned by Profound Structural 
DNA Aberrations 
 In contrast to the relative lack of recurrent 
oncogenic mutation, the TCGA analysis 
showed profound and recurrent copy number 
aberrations (CNAs). In particular, previously 
described large regional aberrations were 
confi rmed (8 gains; 22 losses) and the major-
ity of these were present in >50 % of cases. 
Recurrent focal CNAs were identifi ed in 63 
regions including  CCNE1 ,  MYC , and 
 MECOM  genes. These data demonstrate that 
HGSOC is distinct from other epithelial can-
cers, such as breast cancer, in that oncogenic 
drivers result from complex copy number 
changes and not from classical mutations in 
oncogenes. 

 Amplifi cation of  CCNE1 , which encodes 
the cell cycle checkpoint protein cyclin E, 
may be a therapeutic target. A previous 
study of 118 HGSOC cases showed that 
amplifi cation of chromosome 19q12 was a 
strong negative prognostic factor and corre-
lated with platinum resistance [ 65 – 67 ]. As 
well as  CCNE1 , this region also includes the 

anti- apoptotic oncogene  C19orf2  (also 
known as  URI ). Knockdown of  CCNE1  in 
EOC cell lines with 19q12 amplifi cation 
paradoxically increased cisplatin resistance 
in short-term assays, although it did result in 
reduced clonogenic survival, suggesting an 
oncogenic effect [ 68 ]. Studies of the effects 
of amplifi cation or overexpression of  C19orf2  
in vitro and in vivo showed increased cispla-
tin resistance, mediated by increased S6K1-
BAD survival signaling [ 69 ]. Mechanistic 
insights into platinum resistance in  CCNE1 -
amplifi ed cases have come from siRNA 
screens showing that  BRCA1  and members 
of the ubiquitin pathway are required for 
survival in cancers that have  CCNE1  ampli-
fi cation [ 70 ]. Use of CDK2 inhibitors in 
these cases may therefore be a relevant ther-
apeutic approach [ 71 ]. 

 Given the strong prognostic effect of 
19q12 amplifi cation, it is important that 
patients are stratifi ed for this marker using 
assays to test for amplifi cation of the region 
or overexpression of Cyclin E. However, 
determining which is the most important 
driver oncogene (and therefore therapeutic 
target) will require highly specifi c pharmaco-
logical inhibitors and biomarker-driven clini-
cal trials.   

    Homologous Recombination 
and High-Grade Carcinoma  

     BRCA1/2  Mutation Has a Strong 
Survival Effect 
 In comparison to other epithelial cancers, 
HGSOC shows the highest sensitivity to 
platinum-based chemotherapy and initial 
response rates are 70–80 % when surgery is 
combined with chemotherapy. Uniquely, a 
substantial proportion of patients with 
relapsed disease will respond to re-treatment 
with platinum chemotherapy. The time inter-
val between diagnosis and development of 
progressive disease is the strongest predictor 
of response rates to re-treatment, and is used 
clinically to defi ne “platinum-resistant” and 
“platinum-sensitive” relapsed disease [ 72 ]. 
Despite the critical importance of platinum 
therapy, primary and acquired resistance is 
still poorly understood [ 73 ]. 
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 The relative hypersensitivity of HGSOC 
to treatment may be explained by high rates 
of intrinsic homologous recombination defi -
ciency (HRD). Carboplatin induces inter- 
and intra-strand cross-linking that results in 
both single- and double-strand DNA breaks. 
In normal cells, double strand break damage 
can be repaired by either error-free homolo-
gous recombination (HR) or by the error- 
prone non-homologous end-joining (NHEJ) 
pathway. Cancer cells that lack BRCA1 or 
BRCA2 function cannot carry out HR repair 
and are therefore very sensitive to platinum- 
induced DNA damage that induces apop-
totic death. 

  BRCA1  and  BRCA2  mutation carriers 
predominantly develop HGSOC, and previ-
ous data obtained from all EOC subtypes 
may underestimate the prevalence of these 
mutations in this subgroup. Recent studies of 
 BRCA1  and  BRCA2  in HGSOC patients 
have shown combined germ-line mutation 
rates of 3–23 %, and additional pathogenic 
somatic mutations can also be found in non- 
carrier cases [ 47 ,  74 – 76 ]. This is correlated 
with signifi cantly longer survival in HGSOC 
patients with  BRCA1  or  BRCA2  germ-line 
mutations as compared with non-carriers [ 74 , 
 77 – 79 ]. A large collaborative study has 
recently shown that 5-year overall survival 
was 36 % for non-carriers ( n  = 2,666), 44 % 
for  BRCA1  carriers ( n  = 909), and 52 % for 
 BRCA2  carriers ( n  = 304). Highly signifi cant 
survival differences remained after additional 
adjustment for major prognostic factors 
( BRCA1 : HR, 0.73;  BRCA2 : HR, 0.49; 
 P  < .001 for both) [ 80 ]. 

 These fi ndings have important implica-
tions for the development of predictive bio-
markers for women with HGSOC as they 
suggest that cases with  BRCA1/2  mutations 
will have longer progression-free survival and 
be over-represented in the clinically defi ned 
platinum-sensitive relapsed group (progres-
sion more than 6 months from primary treat-
ment). Support for this hypothesis is 
provided by the Australian Ovarian Cancer 
Study (AOCS) of 1,001 cases, in which 
 BRCA1  or  BRCA2  carriers had improved 
rates of progression- free as well as overall 
survival [ 76 ]. Carriers were less frequent in 
patients who progressed in less than 6 
months from primary treatment (platinum-

resistant group). Mutation-negative patients 
who responded to multiple courses of 
platinum- based treatment were more likely 
to carry somatic  BRCA1/2  mutations. 
Therefore, biomarkers based on  BRCA1  and 
 BRCA2  sequencing may be highly predictive 
for outcome and now should be included for 
stratifi cation in clinical trials. It is likely that 
this testing will be provided by the medical 
genetics service in most hospitals, but somatic 
sequencing of  BRCA1  and  BRCA2  may be 
coordinated by the molecular pathologist.  

    Functional Tests for Homologous 
Recombination May be a Strong 
Predictive Biomarker for HGSOC 
 Recent publications have suggested that 
HRD may be a common mutator phenotype 
in HGSOC patients. As discussed above, 
more than 10 % of HGSOC cases may have 
germ-line or somatic  BRCA1/2  mutations 
that will cause HRD. In addition, familial 
non- BRCA1/2  cases are enriched for muta-
tions in HR pathway genes, including 
 RAD51C  [ 81 ,  82 ],  RAD51D  [ 83 ] and  BRIP1  
[ 84 ], suggesting that there is common 
involvement of DNA repair enzymes in the 
pathogenesis of HGSOC. Also, using a func-
tional assay of HR status based on RAD51 
focus formation after in vitro DNA damage, 
direct testing was performed on 24 primary 
cultures of EOC and showed that 16 (64 %) 
were HR defi cient and this was highly corre-
lated with in vitro response to PARPi [ 85 ]. A 
similar rate was predicted from the analysis 
carried out by the TCGA using survival data 
and mutation status in candidate HR-related 
genes [ 47 ].   

    Intratumoral Heterogeneity 
in HGSOC May Contribute 
to Platinum Resistance  

 Although platinum resistance has been inten-
sively studied using in vitro models, there is 
only limited evidence that mechanisms com-
monly seen in cell lines, involving altered 
apoptosis pathways, increased drug excretion 
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or tolerance to DNA adducts, occur in clinical 
samples [ 73 ]. The importance of HRD in 
determining platinum sensitivity is under-
scored by studies showing that in a small pro-
portion of  BRCA1  and  BRCA2  carriers, 
resistance is caused by revertant or secondary 
mutations that restore somatic BRCA1 or 
BRCA2 protein function [ 86 – 90 ]. Although 
it is unknown if these mutations predate plat-
inum treatment, their existence strongly 
argues that the acquisition of a resistant phe-
notype involves selection effects. 

 It has been proposed that genetic hetero-
geneity could explain the development of 
drug resistance in HGSOC [ 91 ] based on the 
demonstration of divergent evolution 
between sensitive and resistant subclones 
from three cases of HGSOC [ 92 ]. The genetic 
changes in the cell lines derived before and 
after clinical resistance developed were 
incompatible with a simple linear model, and 
the most parsimonious explanation was that 
resistant lineages were present as a minor 
subpopulation of the tumor mass at the time 
of fi rst therapy [ 91 ,  92 ]. The possibility that 
signifi cant genetic heterogeneity existed 
within many cancers was originally proposed 
by Nowell in 1976 and demonstrated using 
cytogenetic methods in 1978 [ 93 ,  94 ]. 
However, it is only recently that the degree 
and types of genetic variation present within 
an individual’s cancer could be accurately 
characterized through the advances of NGS 
and high accuracy single nucleotide polymor-
phism (SNP) comparative genomic hybrid-
ization (CGH) arrays [ 91 ,  92 ,  95 – 102 ]. Loss 
of heterozygosity data have provided evi-
dence for genetic heterogeneity in HGSOC 
[ 95 ,  96 ] and more detailed studies have 
shown that subclonal populations preexist in 
epithelial tumors [ 97 ,  98 ,  103 ,  104 ] and 
undergo treatment-related selection in leuke-
mias [ 105 – 107 ], breast cancer [ 99 ], and renal 
cancer [ 108 ]. Therefore, characterizing which 
HGSOC cases may have intratumoral genetic 
heterogeneity may be critical to predict the 
risk of treatment failure, particularly when 
there is clonal diversity for the cells contain-
ing the “actionable” mutation [ 86 ,  107 – 109 ]. 

 There is strong evidence that selective 
effects can explain drug resistance in hemato-
logical cancers [ 110 ,  111 ]. Point mutations 

conferring resistance to imatinib have been 
shown to be present at low frequency before 
treatment in both acute lymphocytic leuke-
mia and chronic myeloid leukemia. At relapse, 
these mutations are present in high frequency 
in the leukemic blasts [ 105 – 107 ]. In acute 
lymphocytic leukemia, a higher frequency of 
resistant mutations in the initial presenting 
disease is directly correlated with shorter 
remission [ 105 ]. Similar changes have been 
shown in breast cancer using NGS of primary 
and relapsed disease in a single case of lobular 
breast cancer. Relapse-specifi c mutations 
could be detected at a frequency of 1–13 % in 
the primary tumor 7 years before disease 
recurrence [ 99 ]. 

 Intratumoral genetic heterogeneity in 
HGSOC has been demonstrated both within 
a region of tumor and between metastatic 
sites [ 95 ,  96 ,  112 ]. These genetic differences 
could be expected to alter chemosensitivity. 
Consistent with this, variable in vitro 
responses to a variety of chemotherapeutic 
agents were observed in primary EOC cells 
obtained from different metastatic sites from 
the same individual, suggesting the existence 
of genetically or epigenetically diverse sub-
populations [ 113 ]. Similar differential effects 
on response have also been shown during 
chemoradiation of advanced cervical cancer 
[ 91 ]. In three out of ten cases there were dis-
tinct genetic subpopulations before treat-
ment and these regions showed differential 
responses to chemo-radiotherapy, leading to 
mixed response and selection of resistant dis-
ease. Studies of cell lines derived before and 
after relapse in three cases of HGSOC have 
found that presentation and resistant disease 
are not linearly genetically related, showing 
that the relapsed genotype cannot have arisen 
by direct descent from a dominant clone at 
disease presentation [ 92 ]. These studies sug-
gest a hypothesis for platinum-resistant dis-
ease in HGSOC where strong selection for a 
minor resistant clonal population occurs, 
rather than genetic progression from presen-
tation disease. These models may also be rel-
evant in platinum-sensitive disease as it will 
be important to determine whether revertant 
mutations in  BRCA1  and  BRCA2  exist before 
treatment, as is seen for  ABL  mutations in 
chronic myeloid leukemia. 
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    Understanding Tumor 
Heterogeneity and Platinum 
Resistance in HGSOC Requires 
Sequential Biopsy and Plasma 
Studies 
 In order to understand how platinum resis-
tance evolves in HGSOC it is now essential 
to undertake genomic comparisons of sequen-
tial tissues and plasma circulating tumor 
DNA (ctDNA) from diagnosis to relapsed/
progressive disease. Image-guided core biopsy 
(IGCB) of ovarian cancer, either under ultra-
sound or CT guidance, is safe and feasible and 
is the standard of care for diagnosis of patients 
with suspected ovarian cancer, particularly 
prior to neoadjuvant chemotherapy [ 114 , 
 115 ]. However, re-biopsy of relapsed 
HGSOC tissue is not a standard of care and 
the cost for each biopsy may be signifi cant. 
Although studies on malignant cells from 
abdominal ascites can offer a less morbid 
approach to assaying relapsed disease, only a 
small proportion of patients with relapsed 
disease will have ascites that can be aspirated. 
In addition, malignant cells in ascites do not 
allow examination of tumor stroma and 
tumor vasculature, which can both pro-
foundly affect tumor biology.  

    Circulating Tumor DNA Can 
Be Used to Identify Mutations 
and Track Tumor Evolution 
 Although CT and serum CA125 are the stan-
dard of care for estimating disease burden 
and response in HGSOC, there is an urgent 
need for cheap and sensitive blood-based 
markers to provide molecular measures of 
response and to identify minimal residual dis-
ease. Circulating DNA in plasma and serum 
contains tumor-specifi c sequences that have 
recently been exploited in small numbers of 
patients as personalized biomarkers. Evidence 
that cancer patients had higher levels of cir-
culating free DNA in serum was fi rst shown 
in 1977 [ 116 ], which prompted exploratory 
studies using total DNA as a potential bio-
marker in several cancers, including EOC 
[ 117 ]. However, these assays were not spe-
cifi c and had confounding effects that pre-
vented reliable clinical use. 

 Mutation-specifi c assays of ctDNA can be 
developed by genotyping or sequencing the 
tumor followed by the design of allele- or 
mutation-specifi c PCR-based assays to detect 
tumor DNA. The feasibility of this approach 
has been demonstrated by accurate quantita-
tion of dynamic changes in ctDNA from 
colorectal cancer, non-small-cell lung cancer, 
breast cancer, and osteosarcoma, using assays 
developed for tumor specifi c mutations and 
rearrangements [ 104 ,  118 – 121 ]. These early 
data suggest that ctDNA dynamics compare 
favorably with other diagnostic modalities, 
including serum tumor markers and CT 
imaging. Use of ctDNA is potentially very 
important for studies in HGSOC because the 
detection of circulating tumor cells (CTC) 
has been very diffi cult. Using the Veridex 
CellSearch system only 14 % of patients with 
advanced EOC had more than two CTCs 
(median 0) indicating that CTC counts are 
too insensitive to be used as a measure of 
response [ 122 ]. 

 Tagged-amplicon deep sequencing (TAm- 
Seq) was developed as a method that can 
amplify and directly sequence large genomic 
regions from low counts of fragmented DNA 
and has shown ability to identify mutations in 
the plasma of patients with HGSOC [ 123 ]. 
Using primers to amplify 5,995 bases cover-
ing  TP53 ,  EGFR ,  BRAF , and  KRAS  to screen 
plasma obtained from 38 HGSOC patients 
with high levels of ctDNA it was possible to 
identify mutations in  TP53  at allelic frequen-
cies of 2–65 %. In one patient with relapsed 
HGSOC, a de novo mutation in  EGFR  was 
identifi ed that was present at very low fre-
quency in the tumor mass 15 months prior to 
disease relapse. TAm-Seq was also used to 
monitor the dynamics of ten mutations in 
plasma DNA of a single patient with meta-
static breast cancer. Previous studies have fol-
lowed one to two mutations in an individual 
patient [ 104 ,  118 ] but tracking multiple 
mutations could provide critical insights into 
clonal evolution and may increase the robust-
ness for tumor monitoring by mitigating the 
effects of sampling noise or mutational drift. 
This work demonstrates that TAm-Seq of 
ctDNA offers the potential for a “liquid 
biopsy” that can be used for personalized 
genomic profi ling and to explore clonal evo-
lution and the potential of differential 
response to treatment. This has recently been 
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demonstrated by the use of ctDNA to detect 
the emergence of subclonal  KRAS  mutations 
as the cause for secondary resistance to cetux-
imab [ 124 ,  125 ].   

    Conclusions 

 The emerging molecular data indicate that 
EOC is a group of distinct diseases, each with 
different clinical and epidemiological charac-
teristics. Previous work to identify predictive 
and prognostic biomarkers has been greatly 
weakened by the inclusion of different ovar-
ian subtypes. Platinum resistance in HGSOC 
may represent a distinct molecular subtype, 
but further work is required to defi ne the 
driver mutations in this disease and the 
mechanisms of intrinsic resistance. The use of 
PARP inhibitors in platinum-sensitive 
HGSOC heralds the real possibility of cura-
tive strategies based on maintenance treat-
ment. However, understanding how platinum 
sensitivity may be lost in HGSOC will require 
genomic comparison of sequential tissues 
taken at diagnosis and at time of relapse. 
Stratifi ed medicine for EOC, particularly for 
platinum-sensitive disease, is now feasible but 
will require much wider access to  BRCA1  
and  BRCA2  testing for women with HGSOC 
and genomic tests of HRD in tumor tissue.     
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         Introduction 

 Sarcomas account for approximately 1 % of 
all malignancies. The 2013 WHO classifi ca-
tion [ 49 ] recognizes over 70 types of soft tis-
sue neoplasms. During the last few years, 
genomic alterations which are of diagnostic, 
prognostic, and/or predictive value have been 
detected in sarcomas. As a result, the devel-
opment of molecular methods to subclassify 
sarcoma subtypes became warranted because 
molecular signatures may pinpoint potential 
areas of interest for diagnostic tools, predic-
tion of clinical outcomes, and potential 
response to therapeutic targets. 

 In general, sarcomas can be subdivided 
into two different morphological subgroups: 

tumors with a non-pleomorphic morphology 
and those with a pleomorphic phenotype. 
The non-pleomorphic sarcomas more often 
carry specifi c molecular aberrations whereas 
pleomorphic sarcomas frequently have a 
complex karyotype. Sarcomas with such 
complex karyotypes account for approxi-
mately 50 % of all soft tissue sarcomas. 

 Three major types of genomic alterations 
occur in sarcomas: reciprocal translocations 
(~15 %), specifi c mutations (~25 %), and 
amplifi cations (~10 %). The chromosomal 
translocations lead to the formation of chime-
ric fusion genes the protein products of which 
function either as transcription factors, auto-
crine growth factors, or tyrosine kinases. 
Specifi c mutations are found preferentially in 
genes encoding tyrosine kinases. Amplifi cations 
mainly affect genes which encode important 
players in cell cycle control. 

 This chapter presents an overview of the 
genomic applications that currently play an 
increasingly important role in the diagnostic 
and treatment decision algorithms of soft tis-
sue sarcomas. Soft tissue tumors are classifi ed 
in Table  29.1 . Table  29.2  depicts the various 
genomic aberrations that have been well rec-
ognized in sarcoma subtypes. Subtypes for 
which such conclusive molecular data are still 
missing (e.g., smooth muscle, pericytic, 
chondro- osseous, and nerve sheath tumors) 
are not listed. The vast majority of benign soft 
tissue tumors are also excluded whereas some 
neoplasms with intermediate biologic behav-
ior are included.
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        Adipocytic Tumors 

    Atypical Lipomatous Tumor/
Well-Differentiated Liposarcoma 
and Dedifferentiated 
Liposarcoma 
    CLINICOPATHOLOGICAL FEATURES 

 Atypical lipomatous tumors (ALT)/well- 
differentiated liposarcomas (WDLS) 
 constitute approximately 40–45 % of all 
 liposarcomas. They arise mainly in middle- 
aged adults [ 23 ,  42 ] and occur predominantly 
in the deep soft tissues of the limbs followed 

in frequency by the retroperitoneum, the 
paratesticular region, and the mediastinum 
[ 23 ]. ALT/WDLS are locally aggressive but 
do not carry a potential for metastasis. The 
distinction between ALT and WDLS is clini-
cal where lesions arising in surgically accessi-
ble sites are referred to as ALT and those 
arising in deeper surgically less amenable sites 
(and therefore enduring more frequent local 
relapses) are termed WDLS. Dedifferentiated 
liposarcomas (DDLS) arise in the same group 
of patients at comparable sites with a 
 signifi cant predominance in the retroperito-
neum. Approximately 90 % of DDLS arise de 
novo, whereas 10 % develop in recurrences of 
ALT/WDLS [ 23 ]. DDLS develop metastases 
in up to 20 % of the cases, thus contributing 
in part to the aggressive behavior of ALT/
WDLS following recurrence [ 68 ,  107 ]. 
Consistent with their genetic hallmark (see 
below), most ALT/WDLS and DDLS immu-
nohistochemically show positive nuclear 
staining with antibodies against MDM2 and 
CDK4 [ 23 ,  158 ].  

    GENOMIC ALTERATIONS 

 ALT/WDLS and DDLS are genetically char-
acterized by the presence of supernumerary 
rings and giant marker chromosomes contain-
ing amplifi ed sequences originating from the 
chromosomal region 12q14–15. The ampli-
con displays considerable heterogeneity, con-
taining numerous oncogenes [ 79 ,  80 ].  MDM2  
is consistently amplifi ed, acting as an antago-
nist to p53 by targeting the protein for degra-
dation via its ubiquitin ligase function and 
through inhibition of its transcriptional acti-
vation function [ 23 ]. Almost 90 % of tumors 
display co-amplifi cation of  CDK4 , leading to 
cell cycle progression via RB phosphoryla-
tion. Tumors with  MDM2  amplifi cation lack-
ing co-amplifi cation of  CDK4  have been 
shown to be associated with a more mature 
histological phenotype and a better prognosis 
[ 78 ]. DDLS have been reported to be genom-
ically more complex than ALT/WDLS [ 170 ].  

    PROGNOSIS AND TREATMENT 

 Completely excised ALT/WDLS arising in 
surgically amenable sites only rarely recur 

   Table 29-1     Chapter Content with Soft 
Tissue Tumor Classifi cation   

 Adipocytic tumors 
  Atypical lipomatous tumor/well-differentiated 

liposarcoma; dedifferentiated liposarcoma 
  Myxoid liposarcoma 
  Pleomorphic liposarcoma 

 Fibroblastic/myofi broblastic tumors 
  Desmoid-type fi bromatosis 
  Giant cell fi broblastoma 
  Dermatofi brosarcoma protuberans 
  Solitary fi brous tumor 
  Infl ammatory myofi broblastic tumor 
  Infantile fi brosarcoma 
  Low-grade fi bromyxoid sarcoma 
  Sclerosing epithelioid fi brosarcoma 

 So-called fi brohistiocytic tumors 
  Tenosynovial giant cell tumor, localized/diffuse 

type 

 Skeletal-muscle tumors 
  Embryonal rhabdomyosarcoma 
  Alveolar rhabdomyosarcoma 

 Vascular tumors 
  Haemangioendothelioma 
  Angiosarcoma 

 Tumors of uncertain differentiation 
  Synovial sarcoma 
  Epithelioid sarcoma 
  Alveolar soft part sarcoma 
  Clear cell sarcoma of soft tissue 
  Extraskeletal myxoid chondrosarcoma 
  Desmoplastic small round cell tumor 
  Extrarenal rhabdoid tumor 
 Gastrointestinal stromal tumors (GIST) 
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   Table 29-2    Genomic Aberrations in Soft Tissue Tumors   

 Tumor entity  Genomic aberration  Fusion gene, mutated gene 

 Alveolar rhabdomyosarcoma (ARMS)  t(2;13)(q35;q14) 
 t(1;13)(p36;q14) 
 t(2;2)(p23;q36) 
 t(X;2)(q13;q36) 

  PAX3-FOXO1A  
  PAX7-FOXO1A  
  PAX3-NCOA1  
  PAX3-FOXO4  

 Alveolar soft part sarcoma (ASPS)  t(X;17)(p11;q25)   ASPSCR1-TFE3  

 Angiomatoid fi brous histiocytoma 
(AFH) 

 t(12;16)(q13;p11) 
 t(2;22)(q33;q12) 
 t(12;22)(q13;q12) 

  TLS-ATF1  
  EWS1R-CREB1  
  EWS1R-ATF 1  

 Angiosarcoma (ASA)  Missense mutation 
 Amplifi cation 

  KDR ,  FLT4  
  c-MYC  

 Clear cell sarcoma (CCS)  t(12;22)(q13;q12) 
 t(2;22)(q33;q12) 

  EWS1R-ATF1  
  EWS1R-CREB1  

 Congenital fi brosarcoma (CGFS)  t(12;15)(p13;q25)   ETV6-NTRK3  

 Dermatofi brosarcoma protuberans 
(DFSP) 

 t(17;22)(q22;q13) 
 der(22)t(17;22) 
 Ring chromosome 

  COL1A1-PDGFB  

 Desmoplastic small round cell tumor 
(DSRCT) 

 t(11;22)(p13;q12)   EWS1R-WT1  

 Endometrial stromal sarcoma (ESS)  t(7;17)(p15;q21) 
 t(10;17)(q22;p13) 

  JAZF1-JJAZ1  
  YWHAE-FAM22A/B  

 Epithelioid hemangioendothelioma 
(EHE) 

 t(1;3(p36.3;q25) 
 t(X;11) 

  WWTR1-CAMTA1  
  YAP1-TFE3  

 Epithelioid sarcoma    (EWS)  Intragenic deletions   SMARCB1/INI1  

 Ewing sarcoma (ES)  t(11;22)(q24;q12) 
 t(21;22)(q22;q12) 
 t(7;22)(p22;q12) 
 t(17;22)(q12;q12) 
 t(2;22)(q33;q12) 
 t(16;21)(p11;q22 

  EWS1R-FLI1  
  EWS1R-ERG  
  EWS1R-ETV1  
  EWS1R-E1AF  
  EWS1R-FEV  
  FUS-ERG  

 Extrarenal rhabdoid tumor (ERT)  Homozygous inactivation 
by deletion 

  hSNF/INI1/SMARCB1/BAF47  
or  SMARCA4 (BRG1)  loss 

 Extraskelettal myxoid chondrosarcoma 
(EMCS) 

 t(9;22)(q22;q12) 
 t(9;17)(q22;q11) 
 t(3;9)(q12;q22) 
 t(9;17)(q22;q11) 

  EWS1R-CHN  
  TAF2N-CHN  
  TFG-NR4A3  
  TCF12-NR4A3  

 Fibromatosis (desmoid type)  CTNNB1 mutations, APC 
mutations 

 missense mutations 

 Gastrointestinal stromal tumor (GIST)  mutations   KIT ,  PDGFRA ,  SDH ,  NF1 ,  BRAF  
or other genes 

 Infl ammatory myofi broblastic tumor 
(IMFT) 

 t(2p23)  div.  ALK  fusion partners 

 Low-grade fi bromyxoid sarcoma (LGFS) 
 Sclerosing epithelioid fi brosarcoma 

(SEF) 

 t(7;16)(q33–34;p11) 
 t(11;16)(p11;p11) 

  FUS-CREB3L2  
  FUS-CREB3L1  
  EWS1R-CREB3L1  

(continued)
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after complete excision, whereas retroperito-
neal, mediastinal, or paratesticular lesions 
have a higher frequency of local recurrence 
[ 23 ]. ALT/WDLS are associated with a vari-
able risk of dedifferentiation that is related to 
site of origin. The risk is estimated to be less 
than 5 % in lesions arising in the limbs and 
higher than 20 % in those arising in the retro-
peritoneum [ 23 ]. DDLS recur locally in more 
than 40 % of the cases and lead to distant 
metastases in up to 20 % [ 68 ,  107 ]. Overall 
mortality is estimated to be 30–40 % at 5 
years [ 23 ]. Whereas complete surgical exci-
sion with wide margins represents the treat-
ment of choice, recent trials have documented 
a favorable progression-free rate in patients 
with  CDK4 -amplifi ed WDLS/DDLS upon 
treatment with a small molecule CDK4/
CDK6 inhibitor [ 37 ] and efforts to target 
MDM2, thereby activating the p53 pathway, 
are also ongoing [ 142 ].   

    Myxoid Liposarcoma 
    CLINICOPATHOLOGICAL FEATURES 

 Myxoid liposarcoma (MLS) represents 
15–20 % of liposarcomas and arises mainly in 
the deep soft tissues of the extremities, par-
ticularly the thigh [ 89 ] during the fourth and 
fi fth decades of life. Thirty to forty percent of 
the patients develop distant metastases, fre-
quently involving other soft tissue sites. 
Presence of more than 5 % tumor cells with 

round cell differentiation has been used to 
defi ne high histological grade and is associ-
ated with an unfavorable outcome [ 7 ,  89 ].  

    GENOMIC ALTERATIONS 

 MLS is characterized by reciprocal transloca-
tions t(12;16)(q13;p11) that result in  FUS - 
DDIT3     ( CHOP ) gene fusions, which are 
present in over 95 % of cases [ 24 ,  138 ]. In rare 
instances, alternative t(12;22)(q13;q12) trans-
locations are found resulting in  EWS - DDIT3     
fusion oncogenes [ 5 ,  25 ,  127 ].  FUS  and  EWS  
encode RNA-binding proteins involved in tran-
scriptional control; DDIT3 binds C/EBP tran-
scription factors through their highly conserved 
leucine zipper domain and inhibits their func-
tion in adipocytic differentiation.  FUS - DDIT3  
functions by inhibiting adipogenesis and main-
taining immature adipocytes in a continuous 
cycle of proliferation without differentiation. 
There is strong evidence to suggest that these 
translocations are the primary oncogenic event 
in MLS [ 40 ]. Recent large-scale genomic 
approaches documented activation of the 
PIK3/AKT signaling cascade in MLS with 
mutations in the  PIK3CA  gene found in 18 % 
of cases in addition to rare inactivating muta-
tions in the  PTEN  tumor suppressor gene. 
Importantly, patients whose tumors harbored 
mutations in PIK3CA had a shorter disease-
specifi c survival [ 10 ,  35 ]. Alternative mecha-
nisms leading to PIK3/AKT pathway activation 
include HGF/MET and RET signaling [ 118 ].  

Table 29-2 (continued)

 Tumor entity  Genomic aberration  Fusion gene, mutated gene 

 Myxoinfl ammatory fi broblastic sarcoma 
(MIFS) 

 t(1;10)(p22;q24) 
 Ring chromosome 

 Deregulation of  FGF8 + NPM3  
 Amplifi cation of  VGLL3  

 Solitary fi brous tumor/
hemangiopericytoma (SFT) 

 der(12)(q13–15)   NAB2-STAT6  

 Synovial sarcoma (SS)  t(X;18)(p11;q11) 
 t(X;18)(p11;q11) 
 t(X;18)(p11;q11) 
 t(X;20)(p11;q13) 

  SS18-SSX1  
  SS18-SSX2  
  SS18-SSX4  
  SS181-SSX1  

 Tenosynovial giant cell tumor (TGCT)  t(1;2)(p13;q37)   CSF-COL6A3  

 Well-differentiated liposarcoma 
(WDLS)/atypical lipomatous tumor 
(ALT) 

 Ring chromosome/giant 
marker 

 Amplifi cation of  MDM2 ,  CDK4 , 
 HMGA2 ,  GLI1  
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    PROGNOSIS AND TREATMENT 

 Increased round cell histologic content, pres-
ence of necrosis, and alterations of the p53 
tumor suppressor gene are associated with 
unfavorable outcome. MLS is associated with 
an overall favorable 5-year disease-free sur-
vival (85 %). Variability of the  DDIT3  trans-
location does not affect prognosis [ 7 ]. 

 Complete excision with wide tumor-free 
margins is the treatment of choice. MLS 
without round cell differentiation is particu-
larly radiosensitive and patients treated with 
adjuvant or neoadjuvant radiotherapy achieve 
98 % fi ve-year local control. Potential novel 
treatment agents include Trabectedin, the 
cytotoxic activity of which is ascribed to 
binding the minor groove of DNA. Trabectedin 
effi cacy in leiomyosarcomas and liposarcomas 
is currently under investigation in a phase III 
trial (NCT01343277) [ 146 ].   

    Pleomorphic Liposarcoma 
    CLINICOPATHOLOGICAL FEATURES 

 Pleomorphic liposarcomas (PLS) are rare 
tumors accounting for 5 % of sarcomas with 
adipocytic differentiation. PLS affect patients 
older than 50 years [ 8 ]. Most cases arise in the 
deep soft tissues of the extremities, the lower 
extremity being involved more frequently. 
Thirty to fi fty percent of patients develop 
metastases with lung and pleura representing 
the preferred sites of metastatic spread.  

    GENOMIC ALTERATIONS 

 PLS display complex genomic rearrange-
ments with some recurrent losses reported 
concerning the chromosomal regions 
13q14.2, 17q11.2, and 17p13.1, where the 
 RB ,  NF1 , and  TP53  tumor suppressor genes 
are located [ 10 ,  152 ,  169 ].  

    PROGNOSIS AND TREATMENT 

 Larger tumor size, central and deep locations, 
and high mitotic activity are associated with a 
worse prognosis. Overall, 40–50 % tumor- 
associated mortality is reported and a 5-year 
survival rate of 60–65 % is achieved [ 56 ,  74 ]. 
Treatment modalities include complete exci-
sion with wide tumor-free margins, chemo-
therapy, and radiotherapy.    

    Fibroblastic/Myofi broblastic 
Tumors  

    Desmoid-Type (Deep) 
Fibromatosis 
    CLINICOPATHOLOGICAL FEATURES 

 Fibromatoses are myofi broblastic prolifera-
tions with infi ltrative growth pattern and 
high recurrence rate that lack metastatic 
potential. Cases can occur in the context of 
familial adenomatous polyposis (FAP) coli 
syndrome where they more often behave 
aggressively compared to sporadic desmoids, 
occasionally leading to death. Their overall 
incidence is 2–4 new cases per 100,000/year 
[ 87 ]. Immunohistochemically, the spindle 
cells may express smooth muscle actin but 
not desmin. They are negative for KIT recep-
tor (CD117), DOG1, and CD34 which is 
essential to differentiate fi bromatosis from 
gastrointestinal stromal tumors (GIST). The 
most important diagnostic marker is β-catenin 
which is typically expressed not only in the 
cytoplasm but also in the nucleus, the latter 
observation being crucial [ 171 ].  

    GENOMIC ALTERATIONS 

 At the molecular level, a sporadic mutation 
in the  CTNNB1  gene which encodes 
β-catenin is frequently detectable by selec-
tive sequencing of exon 3 [ 75 ,  76 ]. Apart 
from constituting a subunit of the cadherin 
protein complex β-catenin acts as an intra-
cellular signal  transducer in the Wnt signal-
ing pathway. In the case of a mutation in 
exon 3, β-catenin cannot be degraded and is 
translocated into the nucleus where it accu-
mulates and acts as a transcription factor 
[ 171 ] (Fig.  29.1 ). Alternatively, germline 
mutations in the  APC  (adenomatous polyp-
osis coli) gene can lead to a nuclear accumu-
lation of β-catenin [ 101 ,  121 ] and thus to 
fi bromatosis. The risk for patients with    FAP 
to develop a fi bromatosis is 2.56/1,000 per-
sons per year and increases with repeated 
surgical procedures.

       PROGNOSIS AND TREATMENT 

 The prognosis of fi bromatosis is not predict-
able by morphology or molecular markers. 
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As yet, there is no evidence that the molecu-
lar subtype infl uences the outcome [ 75 ,  76 , 
 87 ]. Spontaneous regression is observed in a 
subgroup of patients whereas occasional 
tumors may culminate in death following 
multiple recurrences. Treatment options in 
fi bromatoses include simple surgical resec-
tion, chemotherapy, antihormonal treatment, 
tyrosine kinase inhibition, and/or radiation 
[ 87 ]. Currently, no reliable molecular bio-
marker has been shown to have a role in guid-
ing treatment strategy.   

    Giant Cell Fibroblastoma/
Dermatofi brosarcoma 
Protuberans 
    CLINICOPATHOLOGICAL FINDINGS 

 Giant cell fi broblastoma (GCF) is now 
regarded as the juvenile form of dermatofi bro-
sarcoma protuberans (DFSP) because both 
dermal sarcomas carry the same translocation 
[ 59 ,  84 ,  172 ]. GCF occurs mainly in child-
hood in the age group below 10 years and 

  Figure 29-1    Sporadic mutation in the  CTNNB1  gene. ( a ) Characteristic aspect of a case of desmoid-type fi bro-
matosis composed of a relatively monomorphic spindle cell proliferation of variable density displaying. ( b ) Nuclear 
accumulation of β-catenin detectable by immunohistochemistry. ( c ) Schematic view of the WNT signaling pathway 
with the central effector β-catenin being subject to degradation in the OFF state of the pathway and nuclear 
transfer and transcriptional activation in the ON state due to WNT signals, activating mutations of the  CTNNB1  
gene or inactivating mutations of components of the degradation complex. ( d ) Heterozygous point mutation 
affecting codon 41 of the  CTNNB1  gene encoding β-catenin leading to nuclear accumulation (adapted from [ 77 ])       
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belongs to the group of fi broblastic tumors 
with intermediate malignant potential. The 
majority of patients are male. Typically, these 
tumors occur in the dermis and subcutis of 
the trunk or extremities and less often in the 
head and neck region. DFSP occurs in the 
third or fourth decades of life with slight male 
preponderance. It is characterized by its locally 
infi ltrative nature and high tendency to recur 
(in up to 30 % of cases). 

 Immunohistochemically, CD34 is the 
most reliable marker, although not specifi c. 
Typically, it is strongly and diffusely positive. 
In the rare cases of fi brosarcomatous transfor-
mation in DFSP, CD34 expression may be 
lost. GCF and DFSP are negative for factor 
XIIIa, in contrast to histiocytic markers such 
as CD68, lysozyme, and CD10.  

    GENOMIC ALTERATIONS 

 Both GCF and DFSP are characterized by a 
specifi c reciprocal translocation t(17;22)
(q22;q13) or more often as a supernumerary 
ring chromosome involving sequences of 
both chromosomes 17 and 22. These rear-
rangements lead to the fusion of the collagen 
1A1 gene ( COL1A1 ; alpha chain type 1 of 
collagen gene) and the platelet-derived 
growth factor B gene ( PDGFB ) (Fig.  29.2 ). 
As a result tumor cells produce high amounts 
of PDGFB leading to the constitutive activa-
tion of the PDGFB receptor, a type III recep-
tor tyrosine kinase. Assays used for the 

analysis of the translocation include multi-
plex reverse transcription polymerase chain 
reaction and FISH assays, with COL1A1-
PDGFB dual color dual fusion or PDGFB 
dual color break apart probes showing reli-
able results [ 133 ,  179 ].

       PROGNOSIS AND TREATMENT 

 Both GCF and DFSP have a high risk for 
recurrence. Risk for metastasis is limited to 
those DFSP cases exhibiting fi brosarcoma-
tous transformation. Treatment of advanced, 
inoperable or recurrent DFSP lesions is now 
based on targeting tyrosine kinase inhibition 
through PDGFR inhibition as reviewed in 
Llombart et al. [ 102 ]. The majority of patients 
show partial or even complete response to 
imatinib treatment with minimal toxicity 
[ 106 ]. As a result, imatinib is now considered 
the gold standard for patients with locally 
advanced or metastatic DFSP [ 145 ]. This 
therapy is also used in the neoadjuvant set-
ting in order to reduce tumor size and to 
decrease morbidity prior to a surgical 
excision.   

    Solitary Fibrous Tumor 
    CLINICOPATHOLOGICAL FINDINGS 

 Solitary fi brous tumor (SFT) is a fi broblastic 
neoplasm characterized by a typical vascular 

  Figure 29-2    Dermatofi brosarcoma protuberans. ( a ) Characteristic aspect of a case of dermatofi brosarcoma pro-
tuberans composed of monomorphic spindle cells growing in a storiform pattern. ( b ) Fluorescence in situ hybrid-
ization of the tumor using a PDGFB dual color break apart probe showing several tumor cells with one red–green 
signal indicating a normal PDGFB locus and 1–3 extra copies of red signals representing indicating a break in the 
PDGFB locus       
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pattern which is designated as hemangioperi-
cytic. SFT was initially described in the pleura 
but is now recognized to occur in nearly any 
location. In less than 5 % of patients, SFT 
manifests with hypoglycemia that is thought 
to be mediated by insulin-like growth factors 
(IGFs) produced by the tumor [ 57 ]. 
Hypoglycemia disappears following tumor 
resection. SFT occurs in adults of all age 
groups and has equal incidence in both sexes. 
Rarely, an abrupt transition from SFT to high- 
grade sarcoma can be seen.  

    GENOMIC ALTERATIONS 

 Very recently, a recurrent translocation has 
been identifi ed in SFT. It is the fusion of two 
neighboring, partly overlapping genes in chro-
mosome band 12q13:  NAB2  and  STAT6  [ 21 , 
 114 ].  NAB2  is transcribed from telomere to 
centromere and  STAT6  vice versa. In both 
genes, several break points have been identi-
fi ed leading to diverse fusion products. Over 
90 % of SFT display  NAB2 - STAT6  fusions. 
The detection rate depends on primer combi-
nations and perhaps also on sampling. Whether 
deregulation of  STAT6  or of  NAB2  is the driv-
ing force for tumor development is still under 
debate.  NAB2 - STAT6  fusion results in a chi-
meric protein in which the carboxy-terminal 
repressor domain of NAB2 (repressing  EGR1 : 
early growth response gene 1) is replaced with 
a highly variable portion of STAT6 which 
seems to play a pivotal role in the develop-
ment of SFT. However, functional assays will 
be needed to fully understand the role of 
 NAB2  and  STAT6  in the development of 
SFT. Interestingly, both  NAB2  and  STAT6  
expression can be detected by immunohisto-
chemistry in SFT [ 155 ]. Most if not all SFT 
show a strong nuclear NAB2 expression as 
well as nuclear expression of STAT6. The lat-
ter is in contrast to the cytoplasmic expression 
of STAT6 in nonneoplastic tissue. Thus, 
nuclear localization of STAT6 is possibly a 
surrogate immunohistochemical marker for 
 NAB2 - STAT6  fusion [ 155 ]. Additional stud-
ies to elucidate the sensitivity and specifi city 
of this observation are needed.  

    PROGNOSIS AND TREATMENT 

 SFT is yet another soft tissue neoplasm of 
intermediate biologic behavior with only 

15 % of tumors showing aggressive biologic 
features that include metastatic potential. 
Prognostic histomorphological parameters 
of aggressive behavior include tumor size 
larger than 10 cm, presence of ≥ 4 mito-
ses/10 HPFs (high power fi elds) necrosis, 
and a strong or intermediate p53 expres-
sion in more than 5 % of tumor cells [ 28 , 
 149 ]. The treatment of choice is complete 
surgical resection. In advanced SFT, small 
series of cases have been successfully 
treated with tyrosine kinase inhibitors such 
as sunitinib, fi gitumumab, or pazopanib 
with partial response obtained in half of the 
cases [ 98 ,  161 ].   

    Infl ammatory 
Myofi broblastic Tumor  
    CLINICOPATHOLOGICAL FEATURES 

 Infl ammatory myofi broblastic tumors (IMT) 
are soft tissue neoplasms of intermediate bio-
logic behavior which frequently recur but 
only rarely metastasize. They present prefer-
entially in the omentum and the mesentery. 
Systemic B-symptoms such as fever, anemia, 
and weight loss may be present at time of 
diagnosis. IMT more frequently affect chil-
dren and young adults but older patients 
may also develop this neoplasm [ 32 ]. 
Immunohistochemistry shows ALK positivity 
in more than half of the cases in correlation 
with the presence of an underlying  ALK  rear-
rangement. Tumor cells also exhibit smooth 
muscle actin expression but usually lack other 
myogenic markers [ 20 ].  

    GENOMIC ALTERATIONS 

 In up to 60 % of the cases, rearrangements of 
the anaplastic lymphoma kinase ( ALK ) gene 
(chr. 2p23) have been identifi ed, leading to 
aberrant constitutive activation of the ALK 
kinase. The fusion partners include genes 
encoding cytoplasmic proteins like  TPM3 , 
 TPM4 ,  CARS ,  CLTC ,  ATIC , and  SEC31L 1, 
as well as the  RANBP2  gene coding for a 
nuclear protein. Fusion with the former group 
of proteins leads to cytoplasmic ALK expres-
sion; rearrangements with  RANBP2  lead to 
nuclear ALK expression and a characteristic 
round cell histomorphological phenotype. 
Immunohistochemical detection of ALK 
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expression reliably predicts ALK rearrange-
ments in IMT, and RT-PCR assays as well as 
ALK dual color break apart FISH assays may 
be employed to prove the genomic aberration 
(reviewed in [ 58 ]).  

    PROGNOSIS AND TREATMENT 

 IMT are associated with a low risk of aggres-
sive behavior and metastasis. Surgery is the 
mainstay of treatment. Treatment options in 
cases with advanced unresectable disease 
were limited until the detection of  ALK  
fusions in IMT. The fi rst successful ALK- 
directed therapy was performed with the 
ALK/MET-inhibitor crizotinib [ 17 ]. 
However, as in other tumor entities with 
genomic  ALK  alterations, the development of 
secondary resistance has emerged in single 
cases highlighting the need of more specifi c 
and diverse  ALK  inhibitors [ 174 ].   

    Infantile Fibrosarcoma 
    CLINICOPATHOLOGICAL FEATURES 

 Infantile fi brosarcomas are low-grade malig-
nant neoplasms with a favorable prognosis 
that can be present at birth or develop in the 
fi rst 2 years of life. Synonyms are congenital 
or juvenile fi brosarcoma and aggressive infan-
tile fi bromatosis. Most often, infantile fi bro-
sarcomas occur in the extremities, usually 
presenting as a rapidly enlarging mass. Rarely, 
infantile fi brosarcomas involve the trunk or 
head and neck region. Infantile fi brosarcomas 
are negative for β-catenin and myogenic 
markers.  

    GENOMIC ALTERATIONS 

 The vast majority of cases carry a recurrent 
translocation t(12;15)(p13;q26) leading to 
the fusion of  NTRK3  and  ETV6 , which results 
in an oncogenic activation of NTRK3 tyrosine 
kinase [ 48 ]. Routine analysis may be per-
formed by FISH employing ETV6 dual 
color break apart probes or by RT-PCR. 
Additionally, trisomies of chromosomes 8, 11, 
17, and 20 are characteristic. There is a close 
genomic relationship to cellular congenital 
mesoblastic nephroma, since they share the 

same translocation and are very similar in 
morphology leading to the consensus that 
cellular congenital mesoblastic nephroma 
actually represents infantile fi brosarcoma 
arising in the kidney [ 147 ].  

   PROGNOSIS AND TREATMENT 

 Infantile fi brosarcomas have a high recur-
rence rate but only rarely metastasize. The 
mortality rate ranges from 5 to 25 %. Single 
cases with spontaneous regression have been 
reported. 

 Complete surgical excision remains the 
treatment of choice. Adjuvant chemotherapy 
has been proven effective. To date, there are 
no molecularly based therapeutic approaches 
[ 126 ].   

    Low-Grade Fibromyxoid Sarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Low-grade fi bromyxoid sarcomas (LGFMS) 
are deep-seated tumors that are usually 
located in extremities (especially proximal 
lower limbs) or trunk. LGFMS occur in adults 
(typically fourth decade) with a male pre-
dominance. Immunohistochemically, LGFMS 
frequently express CD34, EMA, and claudin-
 1. A helpful marker for the differential diag-
nosis is MUC-4 which is typically strongly 
positive [ 38 ]. No expression of myogenic 
markers, cytokeratins, or S100 protein is 
expected in LGFMS.  

   GENOMIC ALTERATIONS 

 LGFMS typically show a balanced transloca-
tion t(7;16)(q32–34;p11) or t(11;16)
(p11;p11), leading to the fusion of  FUS  and 
 CREB3L2  or  CREB3L1 . A FUS dual color 
break apart FISH assay is suitable for the 
detection of the aberration. Rare cases have 
been reported to carry an  EWSR1-CREB3L1  
translocation; those cases may be detected by 
an EWSR1 dual color break apart assay in 
cases without a translocation of FUS. There is 
no evidence of a correlation between the 
presence and type of the translocation and 
clinical outcome or morphologic characteris-
tics [ 38 ].  
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   PROGNOSIS AND TREATMENT 

 Recurrences occur in up to 20 % of deeply 
located lesions. Metastases occur in about 
30 % of cases [ 46 ]. In recurrent cases, LGFMS 
can progress to frank high-grade spindle cell 
sarcoma. 

 Surgical excision with wide margins is the 
treatment of choice. As late occurrence of 
metastases is frequent, long-term follow-up is 
recommended [ 46 ].   

    Sclerosing Epithelioid 
Fibrosarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 As implied in the nomenclature, sclerosing 
epithelioid fi brosarcoma (SEF) is a variant of 
fi brosarcoma which is characterized, apart 
from a multinodular growth pattern, by at 
least focal epithelioid morphology and regions 
with dense fi brosis. SEF occurs preferentially 
on limbs, limb girdles, and the trunk and 
rarely in visceral sites. Often, there is a close 
connection to periosteum or fascia. Adjacent 
bone can be involved. SEF can mimic epithe-
lial neoplasms. Furthermore, areas resembling 
LGFMS or adult-type fi brosarcoma may be 
encountered in SEF. Immunohistochemistry 
can help in the differential with metastatic 
epithelial neoplasms because SEF are nega-
tive for cytokeratins. The fact that both SEF 
and LGFMS strongly express MUC4 in the 
majority of cases has led to the speculation of 
whether both lesions belong to a spectrum of 
one tumor entity. In a study by Doyle et al. 
[ 38 ] all tumors displaying hybrid LGFMS 
and SEF zones showed a strong MUC4 
expression. MUC4 expression was also found 
in 20 of 29 pure SEF.  

   GENOMIC ALTERATIONS 

 Like LGFMS, SEF may harbor translocations 
leading to the fusion of  FUS  and  CREB3L1  or 
 CREB3L2  [ 38 ,  60 ]. Furthermore, hybrid 
tumors exhibiting both phenotypes may carry 
 EWS1R  and  CREB3L1  rearrangements [ 180 ]. 
Wang et al. [ 180 ] found pure SEF to often lack 
 FUS  rearrangements, especially in the absence 
of MUC4 expression. Therefore, it appears 
that different genomic subgroups exist among 
pure LGFMS, pure SEF, and hybrid tumors. 

The prognostic and predictive value of the 
above molecular observations remains to be 
determined. Detection of  FUS  rearrangement 
can be a strong aid to achieving the correct 
diagnosis in SEF. Detection of the transloca-
tion may be performed by FUS or EWSR1 
dual color break apart probes.  

   PROGNOSIS AND TREATMENT 

 SEFs are aggressive sarcomas with a higher 
than 50 % local recurrence rate. Metastases 
have been reported in 43–86 % of cases. 
A 43–75 % range of 5-year survival rates is 
documented [ 108 ]. 

 Complete surgical resection is the treat-
ment of choice. In tumors involving bone, 
amputation may be required. There is no 
established role for adjuvant chemotherapy 
or radiation at this time.    

    Fibrohistiocytic Tumors 

    Tenosynovial Giant Cell Tumor 
   CLINICOPATHOLOGICAL FEATURES 

 Tenosynovial giant cell tumors (TGCT) of 
the tendon sheath arise from the synovium of 
joints, bursae, and tendon sheaths and are 
subdivided according to their growth pattern 
into localized and diffuse subtypes. The for-
mer is the more frequent subtype and pre-
dominantly occurs in the hand, particularly 
the fi ngers. Diffuse TGCT primarily affect 
the knee, hip, and foot [ 154 ]. Both subtypes 
of TGCT can occur at any age, with a peak 
incidence in the fourth decade. Diffuse-type 
TGCT form larger villous or nodular masses; 
localized TGCT mostly are well- 
circumscribed nodules with fi brous septae. 
Histologically, both tumors are composed of a 
mixture of stromal cells, macrophages, and 
osteoclast-like giant cells [ 176 ].  

   GENOMIC ALTERATIONS 

 A balanced t(1;2)(p13;q37) is present in 
most tumors. However, the translocation is 
present in only a minor proportion of lesional 
cells. Most often, it leads to the fusion of 
 CSF  (Colony stimulating factor) with 
 COL6A3  resulting in high level of CSF 
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expression which in turn leads to tumor 
accumulation of macrophages expressing 
the CSF receptor [ 189 ].  

   PROGNOSIS AND TREATMENT 

 Less than one third of localized-type TGCT 
recur locally and these are usually cured by 
surgical excision. Diffuse-type TGCT are 
more likely to display locally aggressive behav-
ior with a recurrence rate of up to 50 %. Few 
cases of malignant “sarcomatous” diffuse- type 
TGCT have been described; these tumors 
often show a signifi cant increase in mitotic 
activity and have been shown to express 
increased levels of cyclin A and (wildtype) 
p53, and to carry chromosomal losses of the 
region 15q22–24 [ 12 ,  115 ,  120 ,  141 ,  160 ]. 

 Complete surgical excision is the treat-
ment of choice. Adjuvant radiotherapy has 
been proposed in cases of recurrent diffuse- 
type TGCT. In surgically inoperable tumors 
and in the setting of metastatic disease, tyro-
sine kinase inhibitors (e.g., imatinib) have 
been considered [ 15 ].    

    Skeletal Muscle Tumors 

    Embryonal Rhabdomyosarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Comprising 60–70 % of rhabdomyosarcomas, 
embryonal rhabdomyosarcomas (ERMS) rep-
resent the most frequent subtype of malig-
nant soft tissue tumors with skeletal muscle 
differentiation. ERMS mainly affect children 
up to 10 years of age with those below 5 years 
making up about 36 % of patients [ 124 ]. The 
majority of these tumors arise in the head and 
neck and the genitourinary regions. 
Recognized subtypes include a botryoid sub-
type that occurs in visceral organs close to the 
mucosal surface and an anaplastic subtype, 
defi ned by the presence of bizarre atypical 
cells. Immunohistochemically, rhabdomyo-
blasts express myogenic markers including 
desmin, myogenin, and MyoD1 [ 116 ].  

   GENOMIC ALTERATIONS 

 ERMS frequently show numerical chromo-
somal aberrations. The imprinted chromo-
somal region 11p15.5 that harbors several 

growth-related genes including the  IGF2  
(insulin-like growth factor 2) and  p57KIP2  
genes is affected by preferential maternal 
allelic losses in most cases of ERMS [ 156 , 
 192 ]. Deletion of  CDKN2A/B , a key regula-
tor of the p53 and Rb pathways, is found in 
the majority of ERMS tumors whereas inacti-
vating mutations in  TP53  occur in approxi-
mately 30 % of the tumors [ 135 ,  167 ].  NF1  
deletions leading to activation of RAS signal-
ing occur in 15 %. Alternatively, activating 
 RAS  mutations may be present. These are 
seen in an additional 40 % of cases [ 135 ]. 
Activation of the  FGFR4  tyrosine kinase by 
amplifi cation of mutant alleles has also been 
observed in 20 % of ERMS [ 135 ]. Gene 
expression profi les indicating activation of 
the Hedgehog pathway, partially associated 
with  GLI1  amplifi cation, have been reported 
to confer a poor prognosis in ERMS as well as 
translocation-negative alveolar rhabdomyo-
sarcoma (ARMS) [ 196 ]. Recently, copy num-
ber gains and mutations in the  ALK  kinase 
have been found in ERMS [ 177 ].  

   PROGNOSIS AND TREATMENT 

 Established prognostic factors in rhabdomyo-
sarcomas include patient age, histological clas-
sifi cation, stage, and site of origin. Five- year 
survival in patients with conventional type 
ERMS is 66 % [ 13 ]. Lower patient age, embry-
onal (versus alveolar) histologic type, and the 
botryoid variant are associated with improved 
outcome. On the other hand, the presence of 
histologically anaplastic features in ERMS and 
involvement of the extremities or paramenin-
geal sites are linked with a worse prognosis 
[ 85 ,  139 ]. Recently,  ALK  copy number gains 
were reported to be associated with metastatic 
disease and poor survival [ 177 ]. 

 Treatment is usually multimodal and “risk- 
adapted.” It includes surgery, chemotherapy, 
and usually radiotherapy. Molecularly tar-
geted approaches are currently under investi-
gation, including substances directed against 
the IGF-IR, mTOR, and VEGF/PDGF [ 65 ].   

    Alveolar Rhabdomyosarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Alveolar rhabdomyosarcomas (ARMS) 
account for 20–30 % of rhabdomyosarcomas. 
ARMS more frequently affect adolescents and 
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younger adults and most commonly arise in 
the extremities followed by the head and neck 
and trunk regions [ 63 ,  131 ]. The term “alveo-
lar” refers to their typical composition of 
monomorphous round cells situated in small 
nests, which are separated by fi brovascular 
septae. A solid variant also exists. 
Rhabdomyoblasts are less frequently 
 encountered in ARMS compared to 
ERMS. Immunohistochemically, desmin, myo-
genin, and MyoD1 expression serve as markers 
of ARMS skeletal muscle differentiation [ 157 ].  

   GENOMIC ALTERATIONS 

 Approximately 75 % of ARMS are character-
ized by the presence of a reciprocal translo-
cation involving the  FOXO1  gene and a 
partner member of the PAX gene family of 
transcription factors. t(2;13)(q35;q14) trans-
location occurs in 60 % of tumors and leads 
to the juxtaposition of the  PAX3  and the 
 FOXO1  genes, whereas t(1;13)(p36;q14) is 
present in an additional 10–15 % of ARMS, 
linking the  PAX7  and  FOXO1  genes [ 9 ,  27 , 
 55 ]. For routine diagnostic purposes a  FKHR 
(FOXO)  dual color break apart FISH assay is 
well established, RT-PCR is comparable in 
terms of sensitivity but allows the detection 
of the translocation partner.  PAX3  and  PAX7  
are members of the paired box transcription 
factor family and both are involved in skele-
tal muscle development.  FOXO1  represents 
a member of the forkhead transcription fac-
tor family. The resulting chimeric proteins 
activate transcription at  PAX3  and  PAX7  
binding sites, respectively, but are 10- to 100-
fold more potent than wild-type  PAX3  and 
 PAX7  [ 192 ]. While  PAX3 - FOXO1  expres-
sion is driven by a transcriptional mecha-
nism,  PAX7 - FOXO1     gene expression is 
enhanced by an amplifi cation of the fusion 
gene [ 26 ]. The oncogenic nature of the  PAX -
 FOXO1  fusion gene has been documented in 
animal studies [ 88 ]. Fusion-positive ARMS 
frequently carry further genomic amplifi ca-
tions [ 187 ] including co-amplifi cation of the 
 MYCN  gene on chromosome 2p24 as well as 
a circumscribed region on chromosome 
2q13–14 that includes the  CDK4  gene. 
Finally,  ALK  copy number alterations have 
been shown to be associated with strong 
 ALK  expression and the presence of meta-
static disease at the time of diagnosis.  

   PROGNOSIS AND TREATMENT 

 ARMS are generally more aggressive than 
ERMS with a 5-year survival of 53 %, com-
pared to the 66 % average cited in ERMS 
[ 140 ]. Importantly, presence of  PAX3 - FOXO1     
appears to be associated with a worse outcome 
[ 65 ]. Fusion-negative ARMS have a similar 
prognosis to ERMS. Like ERMS, treatment is 
risk-adapted and includes surgery, chemother-
apy, and usually radiotherapy. Molecularly tar-
geted approaches are also being pursued. The 
use of CDK4 inhibitors has been proposed in 
cases with  CDK4  amplifi cation. Two phase I 
clinical trials are underway evaluating different 
CDK4 inhibitors [ 54 ].    

    Vascular Tumors 

    Haemangioendothelioma 
 Hemangioendotheliomas are vascular neo-
plasms occupying a spectrum of biological 
potential ranging from tumors with interme-
diate to aggressive malignant potential. 
Kaposiform, retiform, and composite heman-
gioendotheliomas are among the vascular 
tumors of intermediate biology whereas epi-
thelioid hemangioendothelioma (EHE) is a 
malignant tumor that carries metastatic 
potential and will be discussed below. 

   CLINICOPATHOLOGICAL FEATURES 

 EHE is a rare tumor that usually occurs in the 
superfi cial or deep soft tissue, preferentially in 
the extremities and head and neck region. 
Visceral organs can be affected. In a subgroup 
of patients, EHE is characterized by multicen-
tric growth. In these cases, it has been demon-
strated that the different tumor foci are 
monoclonal in nature [ 43 ] and therefore repre-
sent metastatic implants of the same neoplastic 
clone rather than synchronous neoplasms. EHE 
occurs in all age groups with no gender prefer-
ence. Immunohistochemically EHE tumor 
cells are positive for vascular markers including 
CD34, CD31, Fli-1, and ERG.  

   GENOMIC ALTERATIONS 

 A recurrent translocation t(1;3)(p36.3;q25) 
was initially described, in two cases, by 
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Mendlick et al. [ 109 ]. The diagnostic  relevance 
of this translocation was subsequently con-
fi rmed [ 44 ,  191 ] and it was shown that this 
translocation, leading to  WWTR1- CAMTA1   
gene fusion, is present in a high percentage of 
EHE of different anatomic sites but absent in 
benign epithelioid hemangiomas and epitheli-
oid angiosarcomas that may enter the differ-
ential diagnosis of EHE. CAMTA1 belongs to 
the calmodulin- binding transcription activa-
tor family of proteins and is thought to be 
involved in cell cycle regulation. WWTR1 is a 
transcriptional co-activator with a PDZ-
binding motif but without known DNA-
binding domain. Multiple interaction partners 
of WWTR1 have been identifi ed, and 
WWTR1 is a downstream effector of the 
Hippo pathway. Whether different subtypes 
of this translocation result in diverse biologi-
cal behavior in EHE is yet to be determined 
[ 44 ]. Recently, Antonescu et al. described a 
subgroup of EHE that lacks  WWTR1 -
 CAMTA1  translocation but displays nuclear 
expression of TFE3 due to an underlying  TFE3  
rearrangement [ 6 ].  

   PROGNOSIS AND TREATMENT 

 The metastatic rate of EHE is 20–30 % lead-
ing to 10–20 % mortality. Adverse prognostic 
factors include the presence of high mitotic 
rate (>3/50 HPF) and tumor size larger than 
3 cm. 

 The treatment of choice is complete surgi-
cal excision with wide margins.   

    Angiosarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Angiosarcomas (ASA) are rare tumors that 
represent only 1 % of all sarcomas. Males are 
more frequently affected. Although ASA can 
occur in any age group, they are far more fre-
quently found in the elderly and are 
extremely rare in children. Frequent ASA 
locations include the soft tissue of extremi-
ties (lower more often than upper) and the 
trunk. A subset of ASA are “secondary” neo-
plasms that develop following radiotherapy 
(especially in the setting of adjuvant radia-
tion for breast cancer) [ 110 ], chronic lymph-
edema, or due to exposure to carcinogenic 
agents such as thorotrast or vinylchloride 

(visceral ASA). Secondary ASA may also    
arise in a background of a preexisting tumor 
such as schwannoma,  NF1  associated malig-
nant peripheral nerve sheath tumors, dedif-
ferentiated liposarcoma, or germ cell tumors 
(for review see [ 136 ]). 

 Immunohistochemically, ASA strongly 
express endothelial markers such as CD34, 
CD31, Fli-1, and ERG. The potential for lack 
of expression of one of these markers in a 
given ASA exists; thus the use of a marker 
panel approach is favored. It is also important 
to remember that CD34 is not endothelial 
lineage specifi c and can be expressed in other 
types of sarcoma. Smooth muscle actin can 
be used to establish the absence of myoperi-
cytes in ASA, a feature of potential diagnostic 
value in diffi cult cases [ 110 ].  

   GENOMIC ALTERATIONS 

 Approximately 10 % of primary as well as 
secondary ASA reveal  KDR  ( VEGFR2 ,  FLK- 
1  ) mutations. KDR (kinase insert domain 
receptor) is a type III receptor tyrosine kinase, 
the encoding gene of which is located on 
chromosome 4q11–12. In secondary ASA 
(following radiotherapy or chronic lymph-
edema), a high level amplifi cation of  MYC  is 
detected in the vast majority of cases [ 62 , 
 103 ], leading to upregulation of the miRNA 
cluster 17–92 (13q31.3) [ 81 ]. The miR- 
cluster 17–92 is responsible for the pro- 
angiogenetic effect of  MYC  amplifi cation by 
downregulating thrombospondin and con-
nective tissue growth factor [ 36 ]. It is sug-
gested that the detection of  MYC  
amplifi cation can help differentiate well- 
differentiated ASA from “atypical vascular 
lesions” which may also occur in association 
with prior radiotherapy. Very rare cases of pri-
mary ASA and non-ASA soft tissue sarcomas 
have also been shown to harbor  MYC  
amplifi cation. 

  FLT4  amplication is yet another genomic 
alteration and is encountered in 25 % of sec-
ondary ASA. Intriguingly,  FLT4  amplication 
can co-occur with  MYC  amplifi cation but not 
with  KDR  mutations. 

 A rare subset of ASA develops in associa-
tion with genetic syndromes such as Klippel- 
Trenaunay syndrome or Mafucci syndrome. 
The underlying genetic aberration in this set-
ting remains unknown.  
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   PROGNOSIS AND TREATMENT 

 ASA are very aggressive malignant neoplasms 
with poor prognosis independent of tumor 
grade. A dismal 5-year survival rate of 
20–30 % is expected. 

 Radical surgical resection with wide tumor-
free margins is the fi rst choice of treatment. 
Adjuvant chemotherapy has been utilized. 
More recently, the role of targeted therapy 
with inhibitors of angiogenesis has been 
explored. In vitro studies have demonstrated 
that ASA harboring  KDR  mutations may 
respond to KDR inhibitors such as sorafenib or 
sunitinib. In secondary ASA with  FLT4  ampli-
fi cation, the role of tyrosine kinase inhibitors 
could be promising and should be further eval-
uated. Another promising approach is the 
pharmacologic blockade of Angiopoeitin 2 
with the peptibody AMG386 (Amgen, 
Thousand Oaks, CA) which is currently under 
investigation in a phase I trial [ 54 ].    

    Tumors of Uncertain 
Differentiation  

    Synovial Sarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Synovial sarcomas (SS) represent 5–10 % of 
all malignant soft tissue tumors. They occur 
more frequently in adolescents and young 
adults and most commonly arise in the deep 
soft tissue of the lower and upper extremities 
followed by the trunk and the head and neck 
regions. Monophasic and biphasic subtypes of 
SS are recognized. The latter displays epithe-
lial differentiation in addition to the uniform 
spindle mesenchymal component of mono-
phasic SS. Immunohistochemically, the 
majority of SS, regardless of subtype, at least 
focally express epithelial markers such as 
EMA and keratins as well as CD99 and TLE1 
[ 112 ,  125 ,  173 ].  

   GENOMIC ALTERATIONS 

 At the molecular level, SS are characterized 
by the presence of a reciprocal translocation 
t(X;18)(p11;q11), linking the  SS18  ( SYT ) 
gene and the  SSX1 ,  SSX2 , or  SSX4  gene, in 
order of frequency. The  SYT - SSX1  fusion 
occurs in approximately two thirds of SS, 

whereas the  SYT - SSX2  fusion is found in 
almost one third of the cases. Detection of the 
translocation is well established by RT-PCR 
and  SS18 (SYT)  dual color break apart FISH 
assays, with the latter showing a higher sensi-
tivity [ 166 ]. Neither  SS18  nor the  SSX  genes 
contain a DNA-binding domain [ 93 ]; hence 
the  SS18 - SSX  chimeric protein exerts its 
oncogenic function as a part of a multiprotein 
complex, in which it associates with the tran-
scription factor ATF2 and the repressor TLE1. 
The multiprotein complex acts by repressing 
the transcription of ATF2 target genes [ 164 ]. 
Recently,  SS18 - SSX  fusion proteins have also 
been shown to disrupt the repressive action of 
SWI/SNF complexes on SOX2 expression. 
The latter protein expression is crucial for the 
proliferation control of SS cells [ 86 ]. 

 Expression of the insulin-like growth fac-
tor receptor 1 ( IGF1R ) has been shown to be 
associated with an aggressive SS phenotype 
[ 193 ]. IGF1R has been proposed as a thera-
peutic target in SS [ 52 ].  

   PROGNOSIS AND TREATMENT 

 Prognostic factors include tumor stage, tumor 
size, and tumor grade. Ten-year disease- 
specifi c survival rates of 75 % are obtained in 
children and adolescents and 52 % in adults 
[ 165 ]. Presence of  SS18 - SSX2  fusion appears 
to be associated with a more favorable prog-
nosis and a lower rate of metastatic disease at 
diagnosis [ 94 ]. Treatment is multimodal and 
includes surgery, chemotherapy, and radio-
therapy. Novel treatment strategies using bcl2 
inhibitors such as ABT-263/Navitoclax 
(AbbVie Chicago, IL) have been proposed 
given the strong expression of bcl2 in SS [ 54 ].   

    Epithelioid Sarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Epithelioid sarcoma (ES) is a rare type of sar-
coma, most frequently arising in distal 
extremities, especially the hand and the fore-
arm and rarely the head and neck, penile, and 
vulvar regions. A proximal type of ES occurs 
in the proximal limb girdle; in axial locations 
such as perineum, pelvis, or mediastinum and 
on the chest wall. ES can involve subcutane-
ous tissue (typically presenting as a non- 
healing ulcer) or deep soft tissue. 
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 Immunohistochemically, ES co-expresses 
vimentin, cytokeratins, EMA, and CD34 (in 
50 % of cases). CD31, ERG, and S100 are not 
expressed in ES [ 159 ]. Unlike rhabdoid 
tumors, loss of INI1 expression in ES is usu-
ally not associated with  INI1  gene mutations 
and is thought to be due to epigenetic down-
regulation through promoter methylation. 
INI1 loss can be of utility in the differential 
diagnosis between ES and carcinomas [ 72 ].  

   GENOMIC ALTERATIONS 

 Cytogenetically, ES shows deletions of chro-
mosome 22. In classical ES subtype, t(8;22)
(q22;q11) is found, albeit inconsistently. 
Single case reports have illustrated the pres-
ence of a t(10;22) in proximal type ES, and 
single cases with intragenic  INI1 (SMARCB1)  
deletions leading to loss of INI1 expression 
have been reported [ 50 ]. The usual absence 
of  INI1  mutations may help in distinguishing 
ES from malignant rhabdoid tumors that 
consistently show  INI1  genetic alterations.  

   PROGNOSIS AND TREATMENT 

 Both classic and proximal ES have a high rate 
of recurrence and can metastasize. However, 
the proximal type is associated with a higher 
mortality rate. Metastasis to regional lymph 
nodes is encountered in up to one third of 
cases, an occurrence that is rather unusual for a 
sarcoma. Hematogenous spread to lung, bones, 
brain, and secondary soft tissue locations also 
occurs in ES. Favorable prognostic parameters 
include young patient age at diagnosis, tumor 
size below 2 cm, and female sex. Adverse prog-
nostic factors include proximal tumor location, 
presence of tumor necrosis, vascular invasion, 
and incomplete surgical excision. 

 An aggressive surgical approach is usually 
undertaken in ES due to the expected high 
recurrence rate. Amputation has to be consid-
ered in multinodular tumors of extremities. 
Targeted treatment approaches have not been 
pursued.   

    Alveolar Soft Part Sarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Alveolar soft part sarcoma (ASPS) mainly 
affects young adults and children. It owes its 
designation to its alveolar-like clusters of large 

tumor cell morphology. Whereas the classic 
alveolar subtype most often occurs in the 
buttocks and thigh, a solid variant predomi-
nates in the tongue and the eye. The majority 
of ASPS are intramuscular in location. 
Associated distant metastasis to the lung and 
brain is present in up to 25 % of cases [ 51 ]. 
Immunohistochemically, ASPS is uniquely 
negative for vimentin unlike most other sar-
coma types. Desmin may be focally positive 
whereas myogenin expression is lacking. 
CD34, S100, and keratins are not expressed 
in ASPS. Strong expression of TFE3 in ASPS 
refl ects the underlying  TFE3 - ASPL  gene 
fusion [ 144 ].  

   GENOMIC ALTERATIONS 

 ASPS carries a specifi c unbalanced transloca-
tion der(17)t(X;17)(p11;p25) leading to the 
fusion of the  TFE3  gene located on Xp11.2 
encoding a transcription factor and the  ASPL  
gene on chromosome 17q25, which may be 
detected by a  TFE3  dual color break apart 
FISH [ 190 ,  195 ].  

   PROGNOSIS AND TREATMENT 

 Late recurrences and metastases are common 
in ASPS. The 5-, 10-, and 20-year survival 
rates are 60, 38, and 15 %, respectively; this is 
a refl ection of the rather frequent occurrence 
of late metastases [ 51 ]. Complete surgical 
resection is the treatment of choice. Recently, 
antiangiogenic-targeted treatment has been 
shown to be effective. Furthermore, given the 
evidence for activation of the AKT/mTOR 
pathway and MET activation in ASPS, treat-
ment with mTOR inhibitors (e.g., rapamycin) 
and MET inhibition have been suggested 
[ 143 ]. ASPS has been shown to be targetable 
by sunitinib (Pfi zer, New York, NY) [ 54 ,  162 ].   

    Clear Cell Sarcoma of Soft Tissue 
   CLINICOPATHOLOGICAL FEATURES 

 Described fi rst by Enzinger in 1965 [ 41 ], 
clear cell sarcoma of soft tissue (CCS) was 
subsequently demonstrated to be of melano-
cytic differentiation by electron microscopy 
[ 70 ], and distinguished from other sarcomas 
arising in the tenosynovial soft tissue. CCS 
occurs in young and middle-aged adults with-
out sex predilection. The majority of cases 
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arises in the ankle or foot whereas other parts 
of the extremities are rarely involved. Very 
rare cases may also occur in the head and 
neck region, trunk, penis, retroperitoneum, 
kidney, and gastrointestinal tract. CCS is 
located in the deep soft tissue and exhibits a 
relation to tendons or aponeuroses. 
Immunohistochemistry shows constant S100 
positivity. Nearly all CCSs are additionally 
positive for HMB45 and often for MITF and 
Melan-A. Neuroendocrine markers can also 
be coexpressed as well as other non lineage-
specifi c markers such as CD57 and bcl2 [ 69 ]. 
Myogenic markers, CD117 and CD34, are 
not expressed in CCS.  

   GENOMIC ALTERATIONS 

 CCS often exhibits a complex karyotype. 
The most relevant alteration is a reciprocal 
translocation t(12;22)(q13;q12) leading to 
the fusion of the  EWS1R  and the  ATF1  (acti-
vating transcription factor 1 gene) genes 
[ 128 ]. Both genes encode transcription fac-
tors and the translocation leads to the fusion 
of the N-terminal end of EWS1R with the 
bZIP domain of ATF1. The resulting chime-
ric protein can activate itself in a cAMP- 
independent manner. Alternatively,  EWS1R  
can be fused to  CREB1  (cAMP-responsive 
element- binding protein 1) leading to the 
activation of MITF and thus to a melanocytic 
phenotype. The latter type of translocation is 
primarily encountered in CCS of the gastro-
intestinal tract [ 3 ] but can also be occasion-
ally seen in CCS of other locations. The 
detection of either translocation can be very 
helpful in differentiating CCS from meta-
static melanoma. 

 CCS of the gastrointestinal tract repre-
sents a specifi c subtype that shares some fea-
tures with its soft tissue counterpart but 
differs in its higher biologic aggressiveness, 
behaving like high-grade sarcomas [ 92 ]. In 
contrast to the classical type, CCS of the gas-
trointestinal tract (CCSLGT) expresses S100 
protein but not other melanocytic markers 
such as HMB45, Melan A, or MITF. CD57 
and/or NSE expression can be encountered 
[ 53 ,  194 ]. At the molecular level both trans-
location subtypes (i.e.,  EWS1R  and either 
 ATF1  or  CREB1 ) can be observed.  

   PROGNOSIS AND TREATMENT 

 Local recurrence is common, especially fol-
lowing incomplete resection. Metastasis 
occurs in 30 % of cases, often late. A 47–67 % 
fi ve-year survival rate is observed. The sur-
vival rate drops to 33 and 10 % at 10 and 20 
years, respectively. Fifteen percent of cases 
develop metastases to lymph nodes. Common 
sites of distant metastases include lung and 
bone. A tumor size larger than 5 cm is an 
adverse prognostic factor. As indicated above, 
CCSLGT has an unfavorable prognosis. Local 
excision is eventually followed by adjuvant 
chemotherapy.   

    Extraskeletal Myxoid 
Chondrosarcoma 
   CLINICOPATHOLOGICAL FEATURES 

 Extraskeletal myxoid chondrosarcomas 
(ESMC) most frequently arise in men in their 
fourth–sixth decade. Common intramuscular 
locations include the lower limb girdle and 
buttock as well as the distal upper extremi-
ties. Less often, ESMC arise in the retroperi-
toneal and the head and neck regions.  

   GENOMIC ALTERATIONS 

 The majority of ESMC harbor translocations 
involving the  NR4A3  gene (previously desig-
nated as  CHN ).  NR4A3  encodes the nuclear 
receptor subfamily 4 group A type III belong-
ing to the family of steroid and thyroid hor-
mone receptors. In 75 % of ESMC, the 
 NR4A3  translocation involves  EWS1R  
[t(9;22]. This fusion can be demonstrated 
using a break apart probe [ 129 ]. The resulting 
NR4A3-EWS1R fusion protein contains a 
transcriptional activation domain and a DNA- 
binding domain and functions as a transcrip-
tion factor. Other translocation partners of 
 NR4A3  include  TAF15 ,  TFG , and  TCF12 .  

   PROGNOSIS AND TREATMENT 

 Typically, ESMC exhibit local recurrences 
and metastases, often many years following 
diagnosis. Cellular and high-grade tumors 
have aggressive behavior. Complete surgical 
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resection with wide margins is the treatment 
of choice. The response to radio- or chemo-
therapy is poor.   

    Desmoplastic Small Round 
Cell Tumor  
   CLINICOPATHOLOGICAL FEATURES 

 Desmoplastic small round cell tumors 
(DSRCT) typically arise in young males pre-
senting as an abdominal or pelvic mass. Other 
locations include the pleura, the paratesticu-
lar region, the brain, ovaries, the pancreas, soft 
tissue, and bones. Because of their frequent 
topographic relation to serosal surfaces, a der-
ivation from mesothelial or submesothelial 
stem cells has been proposed. DSRCT are 
histologically composed of cords and nests of 
small round tumor cells separated by desmo-
plastic stroma, earning them their descriptive 
designation. Immunohistochemically, these 
unique tumors display multiphenotypic evi-
dence of differentiation as indicated by their 
expression of epithelial markers (e.g., cyto-
keratins and EMA), mesenchymal markers 
such as desmin, and neuroectodermal mark-
ers such as NSE. WT1 expression is a consis-
tent feature of DSRCT. CD99 is coexpressed 
in 20 % of cases [ 137 ,  144 ].  

   GENOMIC ALTERATIONS 

 DSCRT exhibit a typical reciprocal transloca-
tion t(11;22)(p13;q12) leading to the fusion 
of  EWSR1  and  WT1  (Wilms tumor 1) genes, 
which is easily detectable in an  EWSR1  dual 
color break apart FISH approach which may 
be more suitable than RT-PCR assays due to 
some variability of the breakpoints. The 
resulting fusion protein acts as a transcription 
factor the target of which may include 
 PDGF-A  that could be responsible for the 
associated prominent desmoplasia.  

   PROGNOSIS AND TREATMENT 

 Overall prognosis is poor. Like other aggres-
sive sarcomas, DSRCT treatment is multi-
modal in approach. To date, no effective 
targeted therapy has been developed.   

    Extrarenal Rhabdoid Tumor 
   CLINICOPATHOLOGICAL FEATURES 

 Extrarenal rhabdoid tumors (ERT) are rare 
highly aggressive soft tissue tumors occurring 
predominantly in infancy and childhood 
[ 123 ]. The designation originates from the 
presence of morphologically and genetically 
identical tumors that arise in the kidney and 
the brain. ERT most frequently arise in deep 
axial locations such as the neck and paraspi-
nal regions. Visceral manifestations (mainly 
in the liver) are also on record. The “rhab-
doid” phenotype is due to the presence of 
juxtanuclear eosinophilic cytoplasmic inclu-
sions. Immunohistochemically, ERT are posi-
tive for vimentin, EMA and keratins, CD99, 
as well as neuroectodermal markers (synap-
tophysin and NSE) [ 47 ,  91 ,  175 ]. ERT 
 characteristically show loss of INI1 nuclear 
expression [ 73 ].  

   GENOMIC ALTERATIONS 

 Like their renal and cerebral counterparts, 
ERT demonstrate homozygous inactivation 
of the  SMARCB1  ( INI1/HSNF/BAF47 ) 
genes, with a particularly high incidence of 
smaller deletions of 22q11.22–22q11.23 in 
soft tissue ERT [ 82 ]. The  SMARCB1  gene is 
a component of the mammalian SWI/SNF 
complex, which functions in an ATP- 
dependent manner to remodel chromatin. 
 SMARCB1  loss is associated with functional 
disruption of the p16INK4-CyclinD/CDK4-
pRb- E2F mitotic checkpoint [ 178 ] and an 
activation of the Hedgehog pathway [ 83 ]. 

 Very few cases of rhabdoid tumors retain 
 SMARCB1 , but alternatively display a loss of 
another SWI/SNF member,  SMARCA4  
( BRG1 ) [ 64 ,  153 ]. Large-scale sequencing 
analyses have revealed only very few addi-
tional mutations in rhabdoid tumors further 
supporting the crucial oncogenic role of 
 SMARCB1  inactivation [ 97 ].  

   PROGNOSIS AND TREATMENT 

 Prognosis is poor. The 5-year overall survival 
has been reported to be <15 % [ 16 ]. Treatment 
options include surgery, chemotherapy, and 
radiotherapy.   
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    Gastrointestinal Stromal Tumors 
   CLINICOPATHOLOGICAL FEATURES 

 With an estimated yearly incidence of 10–15 
cases per million inhabitants [ 122 ], gastroin-
testinal stromal tumors (GIST) are the most 
common mesenchymal tumors of the gastro-
intestinal tract. Two thirds are located in the 
stomach with the small intestine being the 
second most frequent tumor location. A small 
proportion of GIST (5 %) occurs in the rec-
tum, and rare examples affecting the esopha-
gus and the peritoneum without clear 
connection to the tubular gastrointestinal 
tract have been reported as well. The biologic 
behavior is highly correlated with its primary 
location with a less aggressive behavior 
expected in the gastric location compared to 
extragastric sites. 

 GIST are thought to be derived from a 
precursor of the interstitial cells of Cajal 
(ICCs) with which they share their charac-
teristic expression of stem cell proteins 
CD34 and the KIT receptor. Both markers 
are of great diagnostic utility as immunohis-
tochemical markers of GIST. More recently, 
DOG1 (“discovered on GIST1”) was identi-
fi ed as the most sensitive and specifi c marker 
for GIST. DOG1 was identifi ed by gene 
expression profi ling and encodes an ion chan-
nel protein with eight transmembrane 
domains [ 45 ,  188 ]. DOG1 is especially 

 helpful in KIT- negative GISTs [ 99 ,  113 ]. The 
diagnosis in these often epithelioid gastric 
GIST can be further supported by the detec-
tion of mutations in the  PDGFRα  gene [ 134 , 
 183 ]. 

 Aggressive behavior is encountered in 
approximately 50 % of GIST. At least three 
highly signifi cant prognostic parameters are 
recognized. These include (a) primary loca-
tion, (b) tumor size, and (c) mitotic 
count/5 mm 2 . These three parameters are the 
basis for the most commonly used risk assess-
ment system put forward by Miettinen and 
Lasota in 2006 [ 111 ]; see Table  29.3 .

   A clinical parameter which is not included 
in the Miettinen classifi cation but is highly 
relevant for prognosis is tumor rupture (pre- 
or intraoperatively). A documented tumor 
rupture increases the risk of recurrence sev-
eral fold to a greater than 90 % recurrence 
rate [ 71 ].  

   GENOMIC ALTERATIONS 

 GIST are among the best examples in oncol-
ogy regarding how a single somatic mutation 
can infl uence prognosis and predict treat-
ment response. Treatment of GIST is regarded 
as the paradigm for molecular targeted ther-
apy. Genomic characterization is now well 
accepted as a central part of the diagnostic 
process and a prerequisite for treatment 

   Table 29-3     Metastatic Risk of Gastrointestinal Stromal Tumors (Modifi ed According 
to [ 111 ])   

 Group  Size (cm) 
 Mitotic 
count (HPFs) 

 Metastatic risk 
 Stomach  Jejunum/ileum  Duodenum  Rectum 

 1   < 2   < 5/50  ø  ø  ø  ø 

 2  >2–5   < 5/50  Very low  Low  Low  Low 

 3a  >5–10   < 5/50  Low  Moderate  High  High 

 3b  >10   < 5/50  Moderate  High  High  High 

 4   < 2  >5/50  ø a   High a   –  High 

 5  >2–5  >5/50  Moderate  High  High  High 

 6a  >5–10  >5/50  High  High  High  High 

 6b  >10  >5/50  High  High  High  High 

  Adapted from Miettinen and Lasota [ 111 ] 
 Based on previously published long-term follow-up studies on 1939 GISTs 
  –  no cases available,  HPFs  high powered fi elds 
  a Tumor categories with very small numbers of cases  
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planning. Furthermore, the discovery of 
 secondary mutations as a main cause for 
treatment resistance has pinpointed the most 
common mechanism for resistance to tyro-
sine kinase inhibition [ 181 ,  186 ]. 

 Up to 90 % of GIST carry primary acti-
vating mutations in the  KIT  gene or the 
 PDGFRα  gene. Both genes are located on 
chromosome 4 and encode type III receptor 
tyrosine kinases which display homology in 
30 % of their amino acids. The prognostic 
and therapeutically predictive relevance of 
the mutational status of these genes is now 
well accepted [ 31 ,  67 ,  96 ]. The reported 
frequencies of mutational subtypes differ 
considerably between anatomic locations of 
GIST and among different studies, probably 
due to case selection biases. Primary activat-
ing mutations can occur either in the extra-
cellular domain of the receptor protein (i.e., 
 KIT  exon 9), in the juxtamembraneous 
domain ( KIT  exon 11,  PDGFRα  exon 12), 
in the fi rst tyrosine kinase domain  (KIT  
exon 13 and 14,  PDGFRα  exon 14), or in 
the second tyrosine kinase domain ( KIT  
exon 17,  PDGFRα  exon 18). Mutations 
have been reported in  KIT  exon 8 as well, 
but these seem to be rare [ 75 ,  76 ]. 
Approximately 65 % of all GIST carry  KIT  
exon 11 mutations, whereas  KIT  exon 9 and 
 PDGFRα  exon 18 mutations account for 
about 10 % of primary mutations each. 
Thus, at least 85 % of all GIST carry a muta-
tion at one of these three sites. Another 5 % 
may carry mutations in exons 13, 14, or 17 
of  KIT  or in exons 12 or 14 of  PDGFRα , 
leading to a frequency of about 1 % in each 
of these regions [ 75 ,  76 ]. As a result, the 
number of cases with the latter locations of 
mutations is low in most trials, making it 
diffi cult to draw strong conclusions con-
cerning their prognostic and predictive 
value at this time. The histological pheno-
type and location of GIST correlate with 
their  KIT  or the  PDGFRα  mutation status. 
The vast majority of gastric GIST carry  KIT  
exon 11 or  PDGFRA  exon 18 mutations 
whereas  KIT  exon 11 and 9 mutations pre-
dominate in intestinal GIST [ 182 ]. 

 The remaining 10–15 % of GIST seem to 
lack  KIT  or  PDGFRA  mutations and are 
termed “wild-type GIST.” Recently, several 
small genomic subgroups have been  identifi ed 

among the wild-type GIST. One subgroup of 
sporadic wild-type GIST occurs as part of the 
Carney’s triad in association with pulmonary 
hamartomas/chondromas and paraganglio-
mas. The vast majority of patients are young 
females with multiple gastric GIST which 
can metastasize to regional lymph nodes [ 18 ]. 
Interestingly, with exception of GIST occur-
ring as part of Carney’s triad, lymphatic 
spread is exceedingly rare in sporadic 
GIST. The genomic background of Carney’s 
triad remains to be fully characterized. Other 
subgroups among the so-called wild-type 
GIST rarely carry  BRAF  mutations as an 
underlying alteration [ 2 ]. Finally, mutations 
in the  SDHA ,  SDHB ,  SDHC , and  SDHD  
genes encoding the subunits of the succinate 
dehydrogenase complex have been identifi ed, 
beyond the hereditary Carney–Stratakis syn-
drome, in sporadic “wild-type” GISTs [ 130 , 
 132 ,  163 ].  

   MUTATIONAL STATUS 
IN FAMILIAL GIST 

 One third of neurofi bromatosis type I (NF I) 
patients will develop one or more GIST dur-
ing their lifetime. The majority of these 
lesions occur in the small bowel and show 
low aggressive behavior [ 90 ,  117 ,  168 ]. 
Another familial setting of GIST is that of a 
rare familial disorder resulting from a germ-
line mutation in the  KIT  gene (exons 8, 11, 
13, 17; for a review see [ 11 ,  119 ]). The latter 
leads to the development of multiple GIST, 
in some cases in combination with systemic 
mastocytosis and ICC hyperplasia through-
out the GI tract, and associated dysphagia. 
Less than 30 kindreds of this  KIT  germline 
mutations have been described in the 
literature. 

 Finally, kindreds with multiple GIST car-
rying a  PDGFRA  mutation have been 
described in two reports [ 22 ,  29 ]. Whether 
these gastrointestinal mesenchymal tumors 
are genuine GIST or rather represent infl am-
matory fi broid polyps (IFP) would have to be 
further explored by novel more specifi c 
immunhistochemical markers such as DOG1. 
IFP carry identical types of  PDGFRA  muta-
tions in the same hot spots and can occur any-
where throughout the gastrointestinal tract 
[ 77 ,  148 ].  
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   OTHER GENETIC AND EPIGENETIC 
MECHANISMS IN GIST PATHOGENESIS 

 Compared to other sarcoma subtypes, the 
majority of GIST have a low cytogenetic 
complexity. The most frequent alterations are 
losses of the long arms of chromosomes 14 
and/or 22 which are found both in benign 
and in malignant GIST. With tumor progres-
sion the number of chromosomal losses 
increases with additional losses in 1p, 9p, 9q, 
11p, and 13q and amplifi cations in 5p, 8q, 
17q, and 20q. Different types of chromo-
somal aberrations can be correlated with pri-
mary tumor location and are of prognostic 
value [ 61 ]. 

 Inactivating alterations in the tumor sup-
pressor gene  CDKN2A  may also be at play in 
GIST development. The  CDKN2A  gene is 
located on chromosome 9p21. The encoded 
p16 INK4 protein inhibits cyclin-dependent 
kinases and leads to increased cell prolifera-
tion. It has been demonstrated that different 
types of  CDKN2A  alterations such as pro-
moter methylation, point mutations, or 
homozygous deletions leading to loss of func-
tion are associated with aggressive biological 
behavior of GIST [ 150 ,  151 ].  

   PROGNOSTIC RELEVANCE 
OF SPORADIC  KIT/PDGFRα (ALPHA)  
MUTATIONS 

  KIT/PDGFRα  mutations are detected in a 
high proportion of the so-called micro-GISTs 
that are incidentally detected and measure 
less than 1 cm [ 1 ]. This observation demon-
strates that  KIT/PDGFRα  mutations are early 
oncogenic events in GIST and that other addi-
tional genomic or epigenetic events modulate 
biologic behavior. However, several indepen-
dent studies have demonstrated a strong cor-
relation between GIST mutational status and 
their risk for metastasis. Our own group and 
others have found such a correlation between 
a specifi c 6 bp deletion in  KIT  exon 11 (on the 
protein level p.W557_K558del) and a high 
metastatic risk [ 104 ,  105 ,  184 ]. In contrast, 
the vast majority of GIST with  PDGFRα  
mutation show a low level of aggressiveness 
[ 95 ,  183 ]. The relevance of  KIT  exon 9 muta-
tions for biological behavior remains contro-
versial [ 4 ] because these mutations are found 
almost always in non-gastric GIST, which usu-
ally behave more aggressively than gastric 

GIST. Several groups have proposed the 
 inclusion of tumor mutational status as an 
additional prognostic parameter in a novel 
risk classifi cation system.  

   PREDICTIVE VALUE OF  KIT/PDGFRΑ  
MUTATIONS FOR TREATMENT 
RESPONSE 

 The relevance of mutational status for treat-
ment response in metastatic GIST has 
become clear through multiple trials [ 30 ,  66 ]. 
In summary, GIST with  KIT  exon 11 muta-
tion have the highest response rates (of 
80–90 %) to the standard daily dose of 
400 mg imatinib. Tumors with  KIT  exon 9 
mutation have a lower response rate of about 
45 %. The response rate in GIST with 
 PDGFRα  mutations also strongly depends on 
the mutational subtype [ 19 ]. A specifi c point 
mutation in  PDGFRα  exon 18 that leads to a 
substitution of aspartate with valine (p.
D842V) results in primary imatinib resis-
tance whereas tumors with other mutational 
subtypes in the same exon respond to ima-
tinib. “Wild-type GIST” lacking activating 
mutations in either  KIT  or  PDGFRα  genes 
behave in a heterogeneous fashion but overall 
seem to have a low rate of treatment response. 
However, their low incidence makes it diffi -
cult to draw fi nal conclusions at present. 

 Adjuvant imatinib treatment for at least 
3 years following complete primary resection 
is associated with improvement in recurrence 
free and overall survival rates. Furthermore, 
imatinib can be used in the neoadjuvant set-
ting in primary inoperable GIST. The subse-
quent reduction of tumor size allows for 
secondary resection with lower morbidity 
(reviewed in [ 39 ]). As a result, both the 
European Society for Medical Oncology and 
the National Comprehensive Cancer 
Network guidelines strongly recommend 
molecular typing in GIST [ 14 ,  33 ] to identify 
patients with primary imitinib resistance 
(e.g.,  PDGFRα  exon 18 mutation p.D842V) 
and to appropriately adjust imatinib dosage 
(in case of a  KIT  exon 9 mutation).  

   MECHANISMS OF RESISTANCE 
IN GIST 

 The majority of patients with metastatic 
GIST develop secondary resistance to imatinib. 
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The frequency of such occurrence is  estimated 
to be at least 80 %. It is thought to be due to 
the development of secondary mutations in 
the  KIT  gene or rarely in the  PDGFRα  gene 
that can be demonstrated in a large percent-
age of progressing tumor samples. The sec-
ondary mutations are preferentially located in 
the kinase domain ( KIT  exons 13, 14, or 17) 
[ 185 ] leading to the inhibition of imatinib 
binding. It has recently been shown that 
allele-specifi c PCR (AS-PCR) approaches are 
more sensitive than denaturing high-perfor-
mance liquid chromatography (DHPLC) 
with regard to the detection rate of resistance 
mutations [ 100 ]. Depending on the type of 
secondary mutation, alternative second-line 
treatment may be successfully pursued. 
However, effective therapy is lacking as yet 
for a subgroup of cases with secondary  KIT  
exon 17 mutations. In selected cases, resec-
tion of single progressing lesions can be an 
option. The role of pharmacokinetics in sec-
ondary imatinib resistance remains to be fur-
ther clarifi ed [ 34 ].    

    Conclusions 

 The extensive elucidation of genomic altera-
tions in soft tissue tumors has allowed for a 
refi nement of the morphology-based classifi -
cation of these neoplasms and provided 
 additional prognostic parameters and new 
targets of therapy with predictive markers of 
response.     
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         Introduction 

 The enhanced capabilities of next-generation 
sequencing (NGS) have changed how clinical 
laboratory geneticists approach test design 
and application. For instance, some disorders 
display extreme locus heterogeneity, and can 
be caused by mutations in one of many genes. 
Retinitis pigmentosa (RP) is an example of 
locus heterogeneity, and is caused by muta-
tions in at least 60 different genes. Traditionally, 
molecular genetic testing for this disorder 
would use a tiered approach where initial 
testing would prioritize the most frequently 
mutated gene,  RHO  (rhodopsin), which 
accounts for 30–40 % of autosomal dominant 
retinitis pigmentosa [ 18 ]. Patients without a 
 RHO  gene mutation would be tested for the 
next common gene, and so on until either a 
causative mutation was found or the costs 
associated with additional testing outweighed 

the likelihood of success. The latter scenario 
is quickly realized for many patients, leaving 
them without a genetic diagnosis. This phe-
nomenon has commonly been referred to as 
the “diagnostic odyssey,” which can be frus-
trating for patients and families as well as 
complicate genetic counseling for family 
members. Additionally, genetic testing often 
is not available for very rare causes of a disor-
der, because these extremely low volume 
tests are not fi nancially viable for most clini-
cal laboratories. NGS based tests may repre-
sent the only diagnostic option for some 
patients, particularly those who are clearly 
affected with a genetic disorder but display 
an atypical presentation or have a rare, poorly 
studied genetic disorder. In these cases, the 
shotgun approach to genetic testing may 
prove to be an indispensable tool for clinical 
diagnosis. 

 Although clinical NGS is still in its infancy, 
numerous academic and commercial labora-
tories have adopted the technology. This is 
due, in part, to the ability of NGS to simulta-
neously sequence all genes associated with a 
disorder at prices and turnaround times that 
are competitive with traditional Sanger 
sequencing. In fact, for larger gene panels, 
NGS is already far more cost-effective while 
improving time to results over a sequential 
approach. As the technology, bioinformatics, 
and laboratory experience with NGS 
improves, NGS based assays will compare 
even more favorably to Sanger based meth-
ods, leading to widespread use for clinical 
NGS testing. The current applications of 
NGS genetic tests demonstrate its broad 
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 utility, as they can be appropriate to every 
stage of life – from preconception or fetal 
screening to newborn, childhood, and adult 
onset disorders. 

 Clinical NGS based tests for inherited dis-
eases can focus on a subset of genes, all coding 
regions (exome), or even the whole genome. 
Each of these approaches has advantages and 
disadvantages that should be considered with 
regard to both test development and clinical 
application. Multi-gene panels generally focus 
on a specifi c disorder that displays genetic 
heterogeneity or a group of disorders that 
have overlapping genetics and/or phenotypes 
(see Table  30.1 ). NGS gene panels commonly 
have been developed for genetically hetero-
geneous disorders, as they are able to sequence 
hundreds of genes at very high coverage, 
imparting high sensitivity and specifi city to 

the assay. This high depth of coverage, along 
with the digital nature of NGS allows identi-
fi cation of somatic mosaicism with greater 
sensitivity than Sanger sequencing. This 
advantage has clear utility for disorders com-
monly associated with somatic mosaicism, 
such as tuberous sclerosis or Proteus syn-
drome [ 31 ,  66 ]. In addition, recent reports 
suggest somatic mosaicism may be more 
common than previously appreciated [ 4 ,  50 ]. 
For instance, a patient with Cowden syn-
drome, a disorder not commonly associated 
with mosaicism, had tested negative for 
 PTEN  mutations by Sanger sequencing DNA 
from peripheral blood. Application of a NGS 
panel containing  PTEN  to the same sample 
revealed a low frequency frameshift  PTEN  
mutation that was subsequently found in 
the heterozygous state in skin fi broblasts, 

   Table 30-1     Examples of Clinically Available NGS Tests for Inherited or Germ-Line 
Disorders   

 NGS test 
 Age of application 
 Fetal  Infant/child  Adult 

 Amyotrophic lateral sclerosis  X 

 Aortopathies  X  X 

 Autism spectrum disorder  X 

 Brain malformations/holoprosencephaly  X  X 

 Cardiomyopathy  X  X 

 Chromosomal aneuploidies from cff DNA  X 

 Ciliopathy  X  X 

 Congenital orders of glycosylation  X 

 Epilepsy  X  X 

 Eye disorders  X  X 

 Immunodefi ciency  X  X 

 Inherited cancer  X a  

 Mitochondrial disorders  X 

 Neuromuscular  X  X 

 Noonan syndrome and related disorders  X  X  X 

 X-linked intellectual disability  X 

 Skeletal dysplasia  X  X 

 Whole-exome sequencing  X  X  X 

 Whole-genome sequencing  X  X  X 

   Cff  cell free fetal 
  a For adult cancers. Children may be tested for pediatric or early-onset cancers  
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confi rming somatic mosaicism [ 50 ]. 
Continued application of NGS panels will 
likely improve our understanding of the fre-
quency of mosaicism in many inherited 
genetic disorders. The high depth of sequenc-
ing obtained with NGS panels can also be 
exploited to assess copy number alterations 
with the appropriate bioinformatic tools 
[ 42 ]. While not commonly employed in clini-
cal assays for inherited disorders, quantitative 
analyses may become more widely adopted 
because they provide clinically important 
data for no additional reagent costs.

   In addition to genetically heterogeneous 
disorders, diseases that display overlapping 
phenotypic spectra are also good candidates 
for NGS panels, as sequencing of multiple 
genes may be required to clarify a clinical 
diagnosis. The aortopathies are an example 
and will be discussed in greater detail later in 
this chapter. While an NGS panel still costs 
more than the average single gene sequencing, 
gene panels will likely replace cascading 
genetic testing algorithms, especially as NGS 
reagent costs decrease. In some cases, an NGS 
panel will become part of a testing algorithm 
and complement existing Sanger sequencing 
tests. For example, mutations in  GJB2  and 
deletions of  GJB6  account for up to 20 % of 
hearing loss cases [ 12 ]. Accordingly, sequen-
tial  GJB2  mutation studies and  GJB6  targeted 
deletion analysis prior to an NGS panel would 
prove cost-effective. In addition to their 
advantages over Sanger based methods, NGS 
panels also have specifi c benefi ts over exome 
and whole-genome sequencing (WGS). First, 
bioinformatic processing and test interpreta-
tion for NGS panels is less challenging, as 
fewer genes are analyzed and fewer variants 
are recovered. Additionally, NGS panels will 
seldom yield incidental fi ndings, making clini-
cal reports less challenging. Next, whole-
exome sequencing (WES)/WGS tests have 
gaps in coverage, even in known disease caus-
ing genes. NGS panels can fi ll in these gaps 
with Sanger sequencing to achieve complete 
coverage of targeted genes. Also, depth of 
sequencing is greater for NGS panels, which 
are therefore more sensitive for detecting 
somatic mosaicism and potentially copy num-
ber variation. Finally, the ability to multiplex 
more samples and use smaller capacity plat-
forms makes NGS panels cheaper and faster 
than clinical exome and whole-genome tests. 

 WES involves selective enrichment for and 
sequencing of the entire coding region of the 
genome. While it represents only approxi-
mately 1.5 % of the total genome, mutations 
in the exome account for about 85 % of all 
known disease causing mutations [ 57 ]. By 
selectively sequencing the coding region of 
the genome, clinical molecular geneticists can 
interrogate all known genes at a reasonable 
cost. WES has been applied in a research set-
ting for gene discovery with great success, 
often enabling the identifi cation of a disease 
causing gene by studying a single individual 
or family. In this way, clinical WES can blur 
the lines between a clinical test and research 
assay and novel disease causing genes have 
likely been identifi ed in patients referred for 
clinical WES. Although there are disadvan-
tages of WES compared to NGS panels, its 
principal advantage is that it provides an 
unbiased view of a patient’s mutational land-
scape. Along these lines, WES does not require 
a priori suspicion of a specifi c genetic disor-
der, and accordingly it represents the only 
molecular diagnostic option for some patients. 
Clinical WES may also yield unexpected 
genetic diagnoses that shape the clinical diag-
nosis of patients. For instance, WES may iden-
tify two or more disorders contributing to the 
overall phenotype. In an early demonstration 
of genomic analysis, a pair of siblings studied 
for the genetic cause of Miller syndrome was 
shown to have two recessive disorders, Miller 
syndrome with the concurrent identifi cation 
of the responsible gene, and primary ciliary 
dyskinesia [ 46 ]. 

 WES has been more widely adopted for 
clinical use than WGS, which involves 
sequencing the entire genome. This is mainly 
because genetic alterations in the exome are 
easier to interpret than intragenic and inter-
genic regions, particularly when they cause 
direct changes to the protein sequence or 
alter canonical splice donor/acceptor sites. 
Nonetheless, WGS is clinically available. In 
contrast to WES and NGS panels, WGS does 
not involve target enrichment, and accord-
ingly, may represent a less biased representa-
tion of a patient’s variant landscape. 
Additionally, large gene rearrangements can 
potentially be detected by WGS. While dra-
matic technological advances have enabled 
clinical geneticists to probe the entire genome, 
the value added over WES is currently 
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unclear. The vast majority of noncoding 
regions are uninterpretable, and the large 
amounts of extra data take up tremendous 
storage space and computational time. Given 
the diffi culty in interpreting variants outside 
of coding and intron/exon boundary regions, 
WGS is analyzed similar to an exome. If the 
causative mutation(s) is/are not found, 
exploring variants in other genomic regions 
could be attempted. Direct comparison of 
clinical WES and WGS has not yet been 
reported, but would be useful for evaluating 
the utility of WGS. Due to the similar nature 
of clinical WES and WGS applications, they 
will be discussed together for the remainder 
of this chapter. 

 Similar to other clinical genetic tests, 
selecting the appropriate tests and patients 
for NGS-based studies is critical to maximize 
diagnostic yield and minimize unproductive 
genetic testing. As NGS panels are targeted to 
a phenotype or group of disorders, patients 
with a clear clinical presentation consistent 
with a particular disorder are good candidates 
for a disease-specifi c NGS panel. In this way, 
patients for NGS panels are evaluated in a 
similar manner to traditional genetic tests. 
Some clinicians may prefer WES instead of 
gene panels because of the broader coverage 
and rationalize that WES will cover all of the 
genes in an NGS panel. However, most NGS 
panels will achieve complete coverage of the 
target genes (although fi lling in with Sanger 
sequencing may be needed), and should 
detect known mutations (provided that the 
type of mutation is detectable by NGS), giv-
ing a higher negative predictive value. In con-
trast, WES may have low coverage in clinically 
relevant genes and miss important mutations 
as a result. Moreover, poorly covered genes 
may not be clearly conveyed in a clinical 
report, potentially giving a false confi dence in 
a test result. The American College of Medical 
Genetics and Genomics (ACMG) has out-
lined indications for WES and WGS diagnos-
tic testing [ 1 ]. WES/WGS sequencing should 
be considered for patients in whom the phe-
notype or family history strongly implicates a 
disorder with a genetic etiology, but the phe-
notype does not correspond with a specifi c 
disorder for which a genetic test targeting a 
specifi c gene is available on a clinical basis. 
WES/WGS is also indicated for defi ned 
genetic disorders that demonstrate a high 

degree of genetic heterogeneity, making 
 analysis of multiple genes simultaneously a 
more practical approach. Additionally, 
patients with an apparent genetic disorder, 
but who have failed to obtain a genetic diag-
nosis with available genetic tests are candi-
dates for WES/WGS. Lastly, a fetus with a 
likely genetic disorder that has not obtained a 
diagnosis with specifi c genetic tests available 
for the phenotype is also a candidate for 
WES/WGS. Given the costs and technical/
analytical limitations of WES/WGS, patients 
should be tested for copy number variations 
by a cytogenomic microarray prior to WES, as 
this is typically a more cost-effective testing 
paradigm. These selection criteria will obvi-
ously enrich for patients with novel genetic 
disorders or mutations in genes not previ-
ously associated with a disease. Accordingly, 
initial estimates of the diagnostic yield of 
clinical WES/WGS were low. Recent reports 
suggest a much higher success rate [ 74 ]. 

 Whereas NGS represents an extremely 
powerful technology for genetic diagnostics, 
its limitations must be considered before its 
clinical application. First, WES and NGS pan-
els cannot reliably detect chromosomal trans-
locations. Approaches to assess copy number 
variations, large deletions/insertions and gene 
fusions are being developed or are in the early 
stages of clinical application, but are not 
widely in use. NGS, similar to traditional 
Sanger based methods, often cannot amplify 
GC rich regions and can suffer from allele 
drop out. Accordingly, clinically relevant pro-
moter or exon 1 mutations can potentially be 
missed. Long repetitive elements, such as 
those observed in disorders with triplet repeat 
expansions are particularly problematic for 
NGS, both for the sequencing chemistry and 
bioinformatic sequencing alignment. When 
testing for disorders that can be caused by 
repeat expansion or more traditional muta-
tions, it is important to rule out the repeat 
expansion before an NGS panel is ordered. 
For instance, in those patients tested for 
X-linked intellectual disability, triplet repeat 
expansion in  FMR1  should be ruled out prior 
to NGS-based tests. NGS panels and exome 
sequencing also rely on the enrichment of tar-
geted exonic regions, the process of which is 
not 100 % effi cient, leaving areas with low or 
no coverage. Although Sanger sequencing can 
supplement defi cient regions in NGS panels 
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to achieve 100 % coverage, this approach is 
not feasible for WES. Clinical groups have 
sought to enhance the coverage of WES by 
augmenting the enrichment reagents for 
known clinically relevant genes. These 
approaches represent improvements over ini-
tial clinical exome sequencing, and similar 
advancements in commercially available 
reagents are likely. Interpretation of rare and 
novel sequence variants is already a signifi cant 
challenge for traditional Sanger sequencing-
based tests. As the number of genes sequenced 
by NGS panels and by WES/WGS are orders 
of magnitude greater than targeted mutation 
studies and Sanger sequencing, there is a pro-
portional increase in novel variants in NGS- 
based assays. These variants are challenging to 
evaluate and take signifi cant amounts of time 
for manual review; as a result they represent a 
signifi cant interpretive burden that will be 
encountered with nearly all WES/WGS cases. 
The inevitable increase in variants of uncer-
tain signifi cance (VUS) in clinical reports rep-
resents another diffi culty, as they may be 
understood differently by ordering physicians. 
Additionally, the medical literature is evaluat-
ing novel variants in both known and novel 
genes at a record pace, which will likely alter 
the classifi cation of previously reported vari-
ants. Integrating these new fi ndings into previ-
ously reported cases is and will remain 
challenging, as standards of best practice have 
not been established and the tools to do so are 
unavailable. One approach to minimize 
reporting of VUS is to perform WES/WGS on 
trios to enable the bioinformatics sorting of 
variants based on the mode of inheritance. 
However, in our experience with WES, testing 
is often ordered only for the proband. This 
results in an increased number of variants that 
have to be manually evaluated, increasing the 
time required for analysis. Additionally, fol-
low-up testing of family members to confi rm 
 de novo  or biparental inheritance can be chal-
lenging for proband- only WES. While not 
insurmountable, these challenges increase the 
turnaround times and costs associated with 
these diagnostic tests. As clinical NGS is still a 
young fi eld and has relatively high reagent 
costs, studies demonstrating the clinical utility 
and defi ning the performance characteristics 
of NGS tests are small, proof of concept stud-
ies. Although the initial consensus is that this 
platform  performs very well for clinical 

 purposes, large scale studies will be essential 
to fully characterize the diagnostic yield, sen-
sitivity, specifi city and cost-effectiveness of 
NGS tests compared to current gold 
standards.  

    Prenatal Applications 

 Carrier testing for inherited disorders has tra-
ditionally been performed for monogenetic, 
autosomal recessive disorders with very high 
allele frequencies, such as cystic fi brosis, or in 
populations with elevated risk for genetic dis-
ease, based on either family history or ethnic-
ity, most notably the Ashkenazi Jewish (AJ) 
population [ 17 ]. Appropriate application of 
preconception screening can be a profoundly 
effective public health tool, as demonstrated 
by the >90 % reduction in the incidence of 
Tay Sachs disease in the American AJ popula-
tion[ 23 ,  27 ,  44 ]. However, carrier screening 
outside of the few aforementioned situations 
has been impractical for technical and logisti-
cal reasons—until recently. NGS has enabled 
clinicians and laboratory professionals to 
 consider expanded carrier screening, where 
prospective parents could be screened for 
the vast majority of known deleterious reces-
sive mutations in a time-effective and cost- 
effective manner. This new approach could 
reduce the overall prevalence of severe 
genetic disorders, which collectively account 
for ~20 % of infant mortality [ 8 ], and facili-
tate the prenatal diagnosis of genetic disor-
ders for at-risk pregnancies, leading to early 
intervention and improved outcomes for 
affected infants. Proof of concept studies 
were fi rst reported in 2011, where a targeted 
NGS panel was designed to screen 7,717 
genomic regions for known disease causing 
mutations in 437 genes that cause 448 
severe recessive childhood diseases [ 5 ]. 
Preconception screening was performed in 
104 unrelated individuals and the authors 
found the average carrier burden for severe 
pediatric recessive mutations was 2.8 per 
individual, consistent with previous estimates 
[ 28 ]. Importantly, the authors presented cost 
analyses that projected an overall analytical 
cost of $378, equating to less than $1 per 
condition tested. However, this fi gure does 
not include costs associated with test 
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 interpretation, reporting and other ancillary 
costs associated with a complex genetic test. 

 Given that large scale preconception 
screening has the potential to dramatically 
reduce the incidence of mortality and morbid-
ity due to genetic disease, signifi cant hurdles to 
the broad application of this screening para-
digm remain. Variant classifi cation is a signifi -
cant challenge for all NGS based tests, even 
when clear phenotypes and modes of inheri-
tance are known. Interpretation of novel vari-
ants in the absence of a phenotype adds 
another layer of complexity to this already dif-
fi cult process. One study found that 27 % of 
mutations cited in the literature were found to 
be common polymorphisms or misannotated 
[ 5 ], a critical problem for all NGS based test-
ing that necessitates careful examination of all 
variants reported. This will add to the already 
signifi cant time and cost of data analysis. When 
screening asymptomatic carriers, rare noncon-
servative and nonsynonymous variants will 
likely be identifi ed in many patients, some of 
which would likely be scored as VUS. The 
increased psychological stress for parents and 
perhaps increased reliance upon pre-implanta-
tion genetic diagnosis due to VUS reports need 
to be carefully considered for expanded carrier 
screening. Moreover, the concept of variable 
penetrance needs to be clearly conveyed to 
patients concerning appropriate genetic disor-
ders. One approach to minimize many of the 
aforementioned concerns is to restrict analysis 
to known pathogenic mutations, using NGS as 
a multi-gene, multi-mutation, but targeted 
panel. However, rare, novel pathogenic muta-
tions may be missed with this method. If a 
mutation is identifi ed in a targeted panel, full 
gene analysis should be considered for the 
reproductive partner, but with the same ana-
lytic and interpretive issues previously 
described. Although a comprehensive single 
test, this technology in its current form will 
not be able to identify some of the most fre-
quent disease causing mutations, of which 
triplet repeat expansion fragile X syndrome is 
an example. This limitation of NGS needs to 
be clearly communicated to both patients and 
ordering physicians. Ultimately, expanded car-
rier screening is an area likely to undergo dra-
matic changes due to NGS. In the face of 
drastic change, clinical guidelines need to be 
established to ensure appropriate application, 
reporting and counseling of NGS based 
expanded carrier screening.  

    Fetal Applications 

    Cell Free Fetal DNA 
in Maternal Plasma 
 Testing of fetal genotypes has traditionally 
relied upon invasive sampling of fetal cellular 
material through amniocentesis or chorionic 
villus sampling, both of which carry a small 
but signifi cant risk for fetal loss. Therefore, a 
noninvasive means of fetal DNA sampling for 
genetic evaluation has long been pursued. 
Fetal lymphocytes are present in very small 
numbers in maternal blood, but their extreme 
rarity, challenges to their purifi cation and 
concerns about persistence after birth have 
precluded their use in clinical testing. Cell 
free fetal DNA (cffDNA) was later identifi ed 
in maternal plasma and serum, suggesting 
that this could be an easily accessible, nonin-
vasive source of fetal DNA for genetic testing 
[ 34 ]. This source of cffDNA is the result of 
normal placental cell apoptosis, which 
releases highly fragmented DNA representa-
tive of the fetal genotype into the maternal 
circulation. Importantly, cffDNA can be 
detected from 4 weeks gestation until birth 
[ 22 ], making it amenable to genetic testing in 
at-risk pregnancies. The entire genome is rep-
resented in cffDNA [ 33 ], suggesting that this 
platform is appropriate for molecular testing 
for the vast majority of inherited disorders. 
Moreover, cffDNA is highly unstable in the 
maternal circulation and is cleared soon after 
birth, meaning that a sample will not be con-
taminated with fetal DNA from prior preg-
nancies[ 36 ]. Fetal DNA represents 5–10 % of 
total plasma DNA, with the remainder 
maternal in origin [ 40 ]. While the fraction of 
cffDNA increases with fetal age, pure fetal 
DNA cannot be extracted from maternal 
serum, and the maternal DNA background 
has been the major hurdle to the use of 
cffDNA for molecular diagnostics. 
Accordingly, the fi rst application of cffDNA 
testing was to detect fetal Y chromosome 
sequences in maternal plasma, circumventing 
the issue of contaminating maternal DNA 
[ 34 ]. Other early clinical applications of 
cffDNA also refl ect this constraint, as they 
include determining fetal Rh D status in Rh 
D negative mothers and detecting paternally 
inherited autosomal dominant and recessive 
mutations [ 11 ]. Initial efforts to broaden the 
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applicability of cffDNA relied on allelic 
 heterozygosity between the fetus and mother 
to determine fetal chromosomal dosage in 
testing for fetal aneuploidy, primarily triso-
mies 21, 18, and 13 [ 35 ]. Traditional meth-
ods, however, require heterozygosity at many 
loci on each chromosome, making clinical 
assay design challenging. Moreover, locus spe-
cifi c approaches require large amounts of 
DNA for multiple PCR reactions to achieve 
analytical precision [ 7 ], making them unreal-
istic for clinical application. NGS can allevi-
ate some of the constraints encountered by 
traditional technologies for cffDNA testing. 
The massively parallel nature of NGS can 
intrinsically sequence hundreds of thousands 
of sites with great depth in a quantitative 
manner. This enables very small changes in 
chromosome DNA frequency to be detected, 
as would be predicted for a trisomy 21 fetus 
contributing 5 % of the total plasma DNA 
content. Thus, by counting NGS sequencing 
reads from maternal plasma mapping to chro-
mosomes 21, 18, and 13 and assessing the 
over- or under-representation of these chro-
mosomes in maternal plasma, two initial 
groups were able to accurately identify tri-
somy 21 fetuses [ 7 ,  15 ]. Fan et al. were also 
able to identify trisomy 13 and trisomy 18, 
demonstrating this approach is applicable to 
other common chromosomal aneuploidies 
[ 15 ]. Several genetic diagnostic companies 
now offer noninvasive prenatal testing of the 
common fetal aneuploidies by NGS analysis 
of cffDNA, as well as known microdeletion 
syndromes. While some of the most common 
genetic disorders are now accessible by test-
ing cffDNA, recent advances suggest that dra-
matic expansion in this fi eld is likely. 

 Remarkably, the entire genome of an 18.5 
week gestation fetus has been sequenced 
from cffDNA isolated from maternal plasma 
[ 24 ]. This approach required extensive spe-
cialized bioinformatic processing and integra-
tion of maternal and paternal genomic data, 
and is not likely to become clinically available 
in the current form. However, it demonstrates 
that with the appropriate techniques, any 
region of the fetal genome can be queried by 
NGS. Accordingly, NGS based testing of 
cffDNA is likely to expand to gene sequenc-
ing and copy number variant detection in 
the  future.  

    Skeletal Dysplasia 
 Skeletal dysplasias are a heterogeneous group 
of disorders characterized by abnormal bone 
or cartilage growth. Over 300 types of skele-
tal dysplasias have been described with causal 
mutations in over 200 genes [ 69 ]. Although 
rare disorders individually, they have an 
 overall prevalence of approximately 3 per 
10,000 births and 20.0 per 10,000 stillbirths 
[ 61 ]. They vary greatly in severity, with severe 
forms such as thanatophoric dysplasia being 
lethal in the prenatal or neonatal period and 
mild forms such as hypochondroplasia not 
detected until childhood. Routine ultrasound 
monitoring can identify skeletal dysplasias 
during fetal development; however, a specifi c 
diagnosis is challenging due to the limitations 
of noninvasive imaging procedures. Although 
some dysplasias are diagnosed by ultrasound 
and confi rmed by molecular analysis prena-
tally, many may remain undiagnosed. Yet a 
diagnosis is important for appropriate prena-
tal and postnatal management, as well as 
determining recurrence risk. Most impor-
tantly, an accurate diagnosis can differentiate 
between lethal and nonlethal conditions. 
NGS panels for skeletal dysplasias have the 
potential to provide molecular diagnosis for 
those who would not have traditionally 
received a prenatal diagnosis. A gene panel 
designed for skeletal dysplasias detected pre-
natally by ultrasound includes gene families 
that cover the most commonly observed dis-
orders, such as fi broblast growth factor recep-
tor 3 ( FGFR3 ), mutations in which cause 
thanatophoric dysplasia, achondroplasia, 
hypochondroplasia, and the Crouzon and 
Muenke craniosynostosis syndromes.  FGFR2  
mutations also cause Crouzon syndrome, as 
well as Apert, Pfeiffer, and Jackson–Weiss 
syndromes, and should also be included in a 
skeletal dysplasia panel. The collagen gene 
 COL2A1  is responsible for achondrogenesis, 
spondyloepiphyseal dysplasia congenital and 
Stickler syndrome, while  COL1A1  and 
 COL1A2  mutations (as well as mutations in 
other genes) are responsible for many types 
of osteogenesis imperfecta, another common 
skeletal dysplasia. An advantage of an NGS 
gene panel is that the numerous genetic 
causes of rare skeletal dysplasias can be 
 simultaneously evaluated along with common 
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causes. Accordingly, genes such as  SOX9  
(campomelic dysplasia),  SLC26A2  (dia-
strophic dysplasia, achondrogenesis), and 
 ALPL  (hypophophatasia) can be tested in 
fetuses with abnormal skeletal fi ndings. As 
with all prenatal (fetal) testing, a prenatal 
skeletal dysplasia panel ideally will have a 
quick turnaround time and be suited for 
amniotic fl uid or chorionic villus samples. 
With this consideration, careful thought 
should be given to the appropriate NGS plat-
form for fetal testing, with a preference given 
to faster sequencing systems.  

    Noonan Syndrome 
 Noonan syndrome (NS) is an autosomal 
dominant condition that is caused by hyper-
activation of the RAS/MAPK signaling path-
way [ 54 ]. It is a relatively common disorder, 
with an estimated incidence as high as 1:1,000 
live births. NS displays both phenotypic and 
genetic overlap with several related disorders 
that are also caused by inappropriate RAS/
MAPK activity, including Neurofi bromatosis 
type 1, Cardio-facio-cutaneous syndrome, 
Costello Syndrome, Noonan Syndrome with 
Multiple Lentigines (NSML, formerly known 
as LEOPARD syndrome), and Legius syn-
drome. These disorders are collectively 
referred to as RASopathies, and are character-
ized by short stature, congenital heart defects, 
facial dysmorphia, developmental delay, 
cryptorchidism, variable skeletal abnormali-
ties and variable tumor predisposition. NS 
displays signifi cant variability in clinical pre-
sentation, in part due to genetic heterogene-
ity, as it can be caused by mutations in at least 
seven genes. This, along with the phenotypic 
overlap with other RASopathies, can make a 
defi nitive diagnosis challenging in some cases. 
Indeed, some individuals are only diagnosed 
after they have more severely affected chil-
dren. In children with a RASopathy pheno-
type who do not display clear symptoms of 
one of the related syndromes, a genetic diag-
nosis can guide the clinical diagnosis. Prenatal 
studies suggest NS phenotypes can manifest 
in early fetal development, with features that 
include increased nuchal translucency, cystic 
hygroma, hydrops fetalis, distended jugular 
lymphatic sacs and congenital heart disease 
[ 47 ]. These fi ndings have led some clinicians 

to consider prenatal molecular testing for NS 
and related disorders based on ultrasound 
abnormalities [ 9 ,  29 ]. In the prenatal setting, 
a genetic diagnosis of a RASopathy may be 
the most signifi cant fi nding that results in a 
clinical diagnosis, and can guide patient man-
agement as a result. The effi cacy of prenatal 
genetic testing for NS was examined in a 
study that performed prenatal testing for the 
most common genetic causes of NS, namely, 
mutations in  PTPN11 ,  KRAS ,  SOS1 , and 
 RAF1 , in pregnancies with increased nuchal 
translucency and one other abnormality [ 9 ]. 
De novo mutations in these genes were 
detected in 17.3 % of cases, indicating that 
prenatal genetic testing for NS can greatly aid 
in an early diagnosis of this disease. Of note, 
the authors only assessed the most commonly 
mutated genes for NS, suggesting that some 
cases might be missed with their testing strat-
egy. Accordingly, an NGS panel for NS would 
presumably have greater diagnostic yield than 
sequencing of a few genes. NGS panels for 
NS and related disorders are currently avail-
able clinically, although there have been no 
published reports of their prenatal applica-
tion. Some parents may elect to use a prena-
tal diagnosis of NS to make decisions 
regarding termination of pregnancy. For those 
who do not, a prenatal NS diagnosis has clini-
cal value, as there is a 50–80 % penetrance of 
congenital heart disease in NS patients [ 55 ]. 
These defects are often not detectable by 
fetal ultrasound, and a prenatal NS diagnosis 
would facilitate early monitoring of affected 
newborns. In summary, NGS panels for NS 
and related disorders are applicable to both 
fetal and postnatal diagnostics.   

    Newborn/Infant 
Applications  

    Hearing Loss 
 Hearing loss is the most common sensory 
impairment in humans, with an incidence of 
approximately 1 in 1,000 newborns [ 41 ,  49 ]. 
Newborn screening programs have been very 
successful at identifying hearing impaired 
infants, the early diagnosis of which is crucial 
for affected patients to receive maximal ben-
efi t from hearing aids or cochlear implants for 
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language development. Although hearing loss 
can be caused by environmental factors, 
genetic mutations account for up to 75 % of 
cases [ 56 ]. Around 70 % of hearing loss is 
considered nonsyndromic hearing loss and is 
not accompanied by other recognizable phe-
notypes [ 63 ]. Conversely, 30 % of genetic 
hearing loss is syndromic, and the diagnosis of 
some of these disorders would predict more 
severe manifestations developing with age. 
For instance, Usher syndrome cannot be clini-
cally distinguished from nonsyndromic hear-
ing loss at a young age; however, affected 
individuals develop progressive retinitis pig-
mentosa in early adolescence. Early identifi -
cation of the causative mutation in Usher 
syndrome enables life planning to cope with 
progressive vision loss and potentially thera-
peutic intervention through gene therapy, 
which is currently in clinical trials for Usher 
syndrome type 1b. Hereditary hearing loss is 
a genetically heterogeneous disorder, with 
over 100 associated genetic loci and 46 caus-
ally implicated genes [ 64 ], a property that 
makes this disorder appropriate for NGS 
panels. Diagnostic testing for the most com-
mon genetic cause of hearing loss, mutation 
of the  GJB2  gene and deletions of  GJB6 , 
which together account for approximately 
20 % of nonsyndromic hearing loss, is widely 
available [ 51 ]. However, other genetic causes 
of hearing loss individually account for a 
small percentage of cases, and their frequency 
in many populations is unknown, making 
sequential analysis of the remaining candi-
date genes impractical. Because of this limita-
tion, less than 20 % of patients referred for 
genetic testing receive a molecular diagnosis 
[ 21 ]. Accordingly, a proof of concept study 
demonstrated the clinical applicability of a 
NGS gene panel for hereditary hearing loss 
by designing a panel of 54 genes known to 
cause nonsyndromic hereditary hearing loss 
[ 59 ]. The authors identifi ed causative muta-
tions in fi ve out of six  GJB2  and  SLC26A4  
mutation negative patients, suggesting a 
NGS-based hearing loss panel would have 
good diagnostic yield and clinical utility. 
Therefore, it would be cost-effective to screen 
patients for the common genetic causes of 
hearing loss by conventional methods prior to 
NGS hearing loss panel.  

    Epilepsy 
 Epilepsy represents a group of complex 
 neurological disorders that are united by the 
presence of recurring seizures. With a preva-
lence of three million individuals in the USA 
and 3 % lifetime incidence, it is among the 
most common neurological disorders in the 
developed world [ 19 ]. The age of onset is 
most common in infancy and in advanced 
age, and can be followed by a widely variable 
clinical course depending on the subtype 
[ 20 ]. For instance, benign familial neonatal- 
infantile seizures have a mean age of onset of 
3 months, but patients usually undergo remis-
sion by 12 months and have a very low risk of 
seizures later in life [ 68 ]. In contrast, Dravet 
syndrome patients experience seizures begin-
ning at 6 months of age and generally do not 
respond to therapy [ 20 ]. Other seizure types 
manifest between 1 and 4 years of age, and 
patients suffer frequent severe seizures which 
slow the child’s development. The causes of 
epilepsy are as varied as their clinical course 
and can be the result of a range of environ-
mental or genetic factors. The heritable forms 
of epilepsy can exhibit either single gene or 
polygenic etiology, with mutations affecting 
the function of ion channels representing the 
best characterized pathophysiologic mecha-
nism [ 20 ]. In addition, numerous genetic syn-
dromes exhibit an epileptic phenotype, 
including but not limited to mitochondrial 
disorders, neuronal migration disorders, holo-
prosencephaly, metabolic disorders, and stor-
age disorders. The numerous epileptic 
subtypes exhibit extensive phenotypic and 
genetic overlap with each other and with the 
aforementioned syndromes, which can make 
a defi nitive diagnosis exceedingly challenging 
in some patients. Accordingly, a molecular 
diagnosis can have substantial diagnostic and 
prognostic value for the epilepsies. Progressive 
myoclonic epilepsies are a prime example, as 
a molecular fi nding can distinguish between 
several highly related disorders [ 58 ]. Finding 
a genetic cause of epilepsy can have a signifi -
cant impact on patient care. For instance, a 
ketogenic diet has proven effective at reduc-
ing seizures in patients with GLUT1 defi -
ciency syndrome [ 25 ]. For the aforementioned 
reasons, epilepsy represents an ideal disease 
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candidate for the application of an NGS 
panel. To this end, Lemke et al. developed an 
NGS panel of 265 genes encompassing all 
genes known to cause epilepsy or a syndrome 
with epilepsy as a feature [ 30 ]. In a pilot 
study, they analyzed 33 patients presenting 
with either concise epilepsy phenotypes of 
known or unknown genetic etiology or a 
severe but unspecifi ed seizure disorder. 
Impressively, disease-causing mutations were 
identifi ed in 16 of the 33 patients, including 
all 8 patients who had a previous genetic 
diagnosis. They also identifi ed mutations in 
fi ve of ten patients who displayed phenotypes 
for which the genetic background is largely 
unknown. Interestingly, three patients with 
either Dravet syndrome or myoclonic epi-
lepsy were found to have  SCN1A  mutations 
that had been missed by Sanger sequencing 
or high-resolution melting analysis. A good 
illustration of the power of this diagnostic 
approach is the fi nding that three patients in 
their cohort received diagnoses of extremely 
rare disorders that likely would have gone 
undiagnosed in the absence of a genetic diag-
nosis. This pilot study has demonstrated sig-
nifi cant advantages of NGS over traditional 
molecular diagnostic methods for epilepsy. 
However, larger studies will be required to 
accurately defi ne the clinical performance of 
this methodology.  

    Mitochondrial Disorders 
 Mitochondrial dysfunction underlies a group 
of disorders that have a reported incidence of 
1 in 5,000 live births [ 14 ]. Mitochondria- 
related disorders have a broad range of clini-
cal presentation, display locus and allelic 
heterogeneity, and can be autosomal reces-
sive, dominant, sex-linked, and sporadic, mak-
ing them challenging to diagnose and thereby 
obvious candidates for NGS panels [ 10 ]. 
Further complicating matters, mitochondria 
are uniquely composed of proteins and RNA 
encoded by the nuclear and mitochondrial 
genomes, mutations in both of which can lead 
to mitochondrial dysfunction and disease. 
The mitochondrial genome is 16.6 kb and 
contains 37 genes that encode mitochondrial 
enzymes, and transfer and ribosomal RNAs. 
The nuclear genome contributes over 1,000 
genes to mitochondrial function, mutations 

in at least 100 of which are associated with 
human disease [ 26 ,  48 ]. Although there is 
clear clinical utility for a NGS mitochondrial 
disorder panel, sequencing these disease 
genes poses some technical challenges. 
Mitochondrial genes have numerous nuclear 
encoded pseudogenes, which can be challeng-
ing to distinguish from the targeted coding 
gene given the short reads currently employed 
by NGS platforms. Additionally, a cell or 
 population of cells can have more than one 
 mitochondrial genome, a phenomenon 
known as heteroplasmy. A recent NGS based 
study has shown that the incidence of hetero-
plasmy varies between 10 and 50 %, which is 
signifi cantly higher than previously appreci-
ated [ 60 ]. Disease-causing mitochondrial 
mutations are frequently heteroplasmic, and 
the proportion of the mutant allele directly 
impacts disease manifestation and severity. 
While NGS is uniquely suited to detect het-
eroplasmy, NGS panels need deep coverage 
of the mitochondrial genome to sensitively 
detect low level heteroplasmic mutations. 
Moreover, heteroplasmy can complicate data 
analysis, interpretation and reporting, as there 
is currently no consensus as to what threshold 
of mutation burden is clinically signifi cant. 
This is confounded by the fact that the cell 
population analyzed, usually peripheral 
blood, may not accurately represent the mito-
chondrial DNA (mtDNA) profi le of the dis-
eased tissue. Moreover, Sanger sequencing is 
incapable of confi rming low-level heteroplas-
mic mutations and more sensitive methods 
such as allele-specifi c PCR or pyrosequencing 
are needed to confi rm true positives. For rare 
mutations, the need to confi rm low level-het-
eroplasmic variants presents a signifi cant bur-
den for clinical laboratories. In light of these 
challenges, laboratories should consider vali-
dating samples from other tissues when 
developing NGS based panels for mitochon-
drial disorders. Additionally, developing and 
validating mitochondrial NGS panels on mul-
tiple NGS platforms would provide a robust 
method for confi rmation of heteroplasmic 
mutations. 

 Multiple groups have reported the effec-
tive development and application of NGS 
based mitochondrial gene panels [ 6 ,  10 ,  65 ]. 
They have employed either a hybrid capture 
or a combination of long-range PCR for selec-
tive enrichment of the mitochondrial genome 
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and emulsion PCR for nuclear genes. The fi rst 
proof of concept study applied an NGS panel 
containing the mitochondrial genome and 
1,000 nuclear encoded genes to 42 unrelated 
infants with clinical and biochemical evi-
dence of mitochondrial disease [ 6 ]. Ten 
patients were found to have clear disease 
causing mutations in known genes, while 13 
patients had mutations in nuclear-encoded 
mitochondrial genes that had not been previ-
ously linked to disease. A second group 
reported a validation study of a clinical NGS 
panel, where 13 clinical samples and a group 
of 16 validation samples with known mito-
chondrial and nuclear mutations were 
sequenced [ 10 ]. All known variants in the 
validation samples were observed, while fi ve 
clinical samples were found to have disease 
causing mutations. These studies collectively 
demonstrate that NGS panels are effective 
for the molecular diagnosis of mitochondrial 
disorders and should prove to be a valuable 
tool for clinicians. A recent study reported 
that commercially available exome sequenc-
ing reagents can evaluate both the mitochon-
drial and nuclear genomes, suggesting that 
mitochondrial disorders can be effectively 
evaluated by WES [ 13 ]. As mitochondrial 
disorders have signifi cant phenotypic overlap 
with numerous other disorders, including epi-
lepsy, hearing loss and retinitis pigmentosa, 
evaluation of the mitochondrial genome with 
WES is an important consideration.   

    Adult or Young Adult Onset 
Applications  

    Aortopathy 
 Aneurysm and dissection of the aorta is a 
common cause of mortality, accounting for 
1–2 % of deaths every year [ 32 ]. Diseases of 
the aorta are collectively known as the aor-
topathies and can involve dilation, aneurysm 
or malformation of the aorta. These aortic 
disorders result in dissection of the aorta, 
most commonly the thoracic aorta. There is a 
strong genetic contribution to thoracic aortic 
aneurysm, with up to 20 % of cases the result 
of an inherited disorder [ 67 ]. One of the most 
common inherited aortopathies is Marfan 
syndrome, a connective tissue  disorder with a 

prevalence of approximately 1 in 5,000 [ 52 ]. 
Affected individuals display a pleiotropic 
phenotype that primarily involves the skele-
tal and cardiovascular systems, with cardio-
vascular phenotypes being the primary cause 
of mortality. Mutations in the fi brillin gene 
( FBN1 ) cause 90–95 % of Marfan cases, with 
over 1,500 different mutations in the large, 
65 exon  FBN1  gene described [ 37 ]. Loeys–
Dietz syndrome (LDS) displays a clinical pre-
sentation similar to Marfan syndrome, but 
may include hypertelorism, cleft palate or 
bifi d uvula, and arteriole tortuosity [ 38 ]. LDS 
patients also experience more severe pheno-
types with widespread aneurysms, and those 
of the aorta tend to be more aggressive and 
more likely to dissect at younger ages. 
Importantly, diagnostic criteria have not been 
established for LDS, and a defi nitive diagnosis 
often relies mainly on molecular testing [ 2 ]. 
Numerous other disorders that involve aneu-
rysm of the aorta have been described and 
include congenital contractural arachnodac-
tyly, Shprintzen–Goldberg syndrome, Ehlers–
Danlos syndrome, autosomal recessive cutis 
laxa type 1B, arterial tortuosity syndrome, 
Williams–Beuren syndrome and familial tho-
racic aortic aneurysm and dissection. These 
disorders are all caused by mutations in genes 
involved in TGFβ signaling or cytoskeletal 
organization, and as a result, can be challeng-
ing to differentiate from one another. Early 
clinical and molecular diagnosis of these dis-
orders is essential, as there is a trend toward 
gene tailored management strategies [ 16 ]. 
For instance, surgical intervention is recom-
mended for LDS patients with mutations in 
 TGFBR1  or  TGFBR2  when their ascending 
aorta reaches a diameter of 40–42 mm, 
whereas patients with familial thoracic aortic 
aneurysm and dissection with  MYH11  muta-
tions should undergo surgery when their 
ascending aorta reaches a diameter of 
45–50 mm. Considering the overlapping phe-
notypic and genetic spectrum of the aortopa-
thies, this group of disorders is an excellent 
candidate for targeted NGS. 

 The fi rst published report of an NGS panel 
for the aortopathies focused on the diagnosis 
of Marfan syndrome and LDS [ 2 ]. As small 
deletions in  FBN1  are a rare cause of Marfan 
syndrome, the authors proposed a testing 
strategy that performed multiplex ligation 
dependent probe amplifi cation (MLPA) for 

Genomic Applications in Inherited Genetic Disorders  |  545



 FBN1  on mutation negative samples. Using 
this approach, they achieved a mutation iden-
tifi cation rate of 92 % in a group of 87 Marfan 
syndrome patients. A second published study 
expanded the number of genes and genetic 
disorders associated with thoracic aortic 
aneurism on an NGS panel, including Ehlers–
Danlos syndrome type IV, congenital contrac-
tural arachnodactyly and nonsyndromic 
familial forms of thoracic aortic aneurysms 
[ 72 ]. This represents a common trend in 
NGS panels, where existing tests are expanded 
to include additional disorders or new genetic 
causes of a disease. In summary, NGS panels 
for the aortopathies represent an excellent 
application of this technology, because NGS 
can improve upon the yield of traditional 
testing methodologies and the resultant 
molecular diagnoses have high clinical utility.  

    Cardiomyopathy 
 Inherited cardiac disorders are a relatively 
common group of diseases that collectively 
affects about 1 in 390 people [ 53 ]. In contrast 
to age-related cardiac disease, inherited car-
diomyopathies occur much earlier in life, 
ranging from adolescence to early adulthood. 
Hypertrophic cardiomyopathy (HCM), 
dilated cardiomyopathy (DCM) and arrhyth-
mogenic right ventricular cardiomyopathy 
(ARVC) are the most common forms of 
inherited cardiomyopathy and, together, rep-
resent a major cause of heart disease in all age 
groups [ 70 ]. These disorders predispose to 
sudden cardiac death, but also may progress 
with age, leading to heart failure. Accordingly, 
individuals with inherited cardiomyopathies 
represent critical cases for early diagnosis so 
that appropriate clinical management can be 
employed to reduce morbidity and mortality 
associated with these disorders. Although car-
diomyopathies are diagnosed based on clini-
cal presentation, a genetic diagnosis of the 
proband greatly facilitates the genetic coun-
seling and risk assessment for family mem-
bers [ 71 ]. This is of particular importance for 
this group of disorders that can go undiag-
nosed for years. 

 Inherited cardiomyopathies represent an 
excellent application of NGS panels, as 
they exhibit locus heterogeneity and both 
genetic and phenotypic overlap [ 62 ]. For 

instance, HCM is caused by mutations in 
approximately 8 genes, although over 20 
genes have published clinical associations 
with HCM. Similarly, DCM is caused by 
mutations in approximately 10 genes, though 
around 40 genes have published association 
with DCM. Lastly, ARVC is less genetically 
heterogeneous, with 6 genes clearly causing 
disease and an additional 4 disease-associated 
genes. In total, these disorders have been asso-
ciated with over 50 genes, which certainly 
precludes comprehensive Sanger sequencing. 
An NGS cardiomyopathy panel can also 
facilitate a clinical diagnosis in some cases; 
for instance, later-stage HCM is morphologi-
cally similar to dilated cardiomyopathy. 
Cardiomyopathies, moreover, are a feature of 
numerous other syndromic conditions, 
including metabolic disorders, Noonan syn-
drome and assorted myopathies. In these 
cases, a genetic diagnosis can greatly facilitate 
differentiation between these disorders. In a 
recent study, a 41 gene NGS cardiomyopathy 
panel was evaluated for 223 unrelated 
patients presenting with HCM [ 39 ]. 
Published disease-causing mutations were 
found in 33.6 % of patients, while an addi-
tional 23.8 % of patients had novel mutations 
that were predicted to be pathogenic. Of 
note, 219 rare variants in the Titin ( TTN ) 
gene were found in 142 study patients, with 
209 of these being missense variants.  TTN  is 
known to be highly polymorphic gene and in 
our evaluation of WES of patients referred for 
unrelated conditions, we fi nd novel  TTN  vari-
ants in the vast majority of cases. Thus, for the 
cardiomyopathies,  TTN  represents a chal-
lenging gene for variant analysis, as it is highly 
polymorphic, but is a genuine disease causing 
gene for familial DCM. Nonetheless, the high 
diagnostic yield observed in this study is a 
promising fi nding that is consistent with 
other evaluations of NGS panels.   

    Exome and Genome 

 Clinical WES/WGS tests are unique among 
sequencing based tests in that they can be 
applied to the diagnosis of essentially any 
genetic disorder. As with most new technolo-
gies, it was fi rst applied on a research basis 
with great success in the realm of gene 
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 discovery. Because the majority of patients 
subjected to WES/WGS have been tested for 
common genetic disorders, the diagnostic 
yield of WES/WGS was initially unclear. In 
the absence of large scale studies, the fi rst ini-
tial case reports focused on successful appli-
cations of WES/WGS. A notable success story 
of clinical WES was the report of a young 
male child with intractable infl ammatory 
bowel disease [ 73 ]. The patient suffered from 
severe stunting and malnutrition, bacterial 
sepsis and other severe complications related 
to severe gastrointestinal infl ammation. A 
WES study revealed a missense mutation in 
the  X - Linked Inhibitor of Apoptosis  gene 
( XIAP ), which had not previously been asso-
ciated with bowel disease, but had been 
implicated in the proinfl ammatory response 
and bacterial sensing through the nucleotide- 
binding oligomerization domain (NOD) sig-
naling pathway. Functional studies revealed 
defects in the NOD signaling pathway and 
subsequently an allogeneic hematopoietic 
progenitor cell transplant was performed on 
the patient based on these fi ndings. 
Remarkably, the patient was reported to be 
disease free 42 days post-transplant. This 
study represents a unique case where gene 
discovery and novel therapy were made pos-
sible by the application of WES. A second 
study examined fraternal twins who suffered 
from dopa (3,4-dihydroxyphenylalanine)-
responsive dystonia (DRD) [ 3 ]. They had no 
identifi ed deleterious mutations in the two 
genes known to cause DRD for which clinical 
tests were available, but were not tested for 
two other known causative genes for which 
clinical tests were unavailable. WGS identi-
fi ed compound heterozygous mutations in 
the  SPR  gene, a gene previously implicated in 
DRD. This genetic diagnosis led to the sup-
plementation of their current therapy with a 
second agent that resulted in clinical improve-
ments for both twins. This study represents a 
more likely positive outcome in clinical WES/
WGS studies, where a mutation is found in a 
known gene for which no clinical tests are 
available. 

 Although the studies discussed represent 
the great potential of WES/WGS, they do not 
address what the yield of these genetic tests 
would be in real-life clinical practice. As 
WES/WGS is becoming more widely 
adopted, studies are emerging that begin to 

address this critical question. One study 
 performed WES on 12 patients with unex-
plained and apparent genetic conditions who 
had previously been subjected to chromo-
some microarrays and targeted testing [ 45 ]. 
The authors found likely genetic diagnoses in 
6 of the 12 probands, with 4 of the cases 
caused by mutations in known Mendelian 
disease genes. The two remaining patients 
had mutations in candidate disease genes. 
A larger study examined the results of 250 
unselected clinical WES cases [ 74 ]. The 
majority of probands (approximately 80 %) 
were children referred for neurological phe-
notypes that included behavioral and devel-
opmental disorders. In all, 25 % of cases 
received a genetic diagnosis that met their 
established criteria for molecular diagnosis. 
As all patients had been subjected to previous 
genetic and biochemical studies, the high 
yield of clinical WES was quite surprising. 
Patients with a nonspecifi c neurological disor-
der had the highest rate of positive diagnosis 
(33 %), with patients exhibiting a specifi c 
neurological disorder yielding a similar suc-
cess rate of 31 %. These results suggest these 
two patient groups represent excellent candi-
dates for clinical WES/WGS testing. Of note, 
the overall success rate of WES/WGS 
observed in this study compares favorably to 
the diagnostic yield for chromosomal micro-
array in patients with developmental disabili-
ties or congenital anomalies [ 43 ]. For the 
62 % of positive cases, a striking 83 % of 
 autosomal dominant and 40 % of X-linked 
disorders were the result of de novo muta-
tions. These results support the growing 
appreciation for  de novo  mutations in genetic 
disorders, and indicate that this mode of 
inheritance should be carefully examined for 
all NGS-based tests. Moreover, this observa-
tion demonstrates the utility of WES/WGS 
on parent/child trios, given that hundreds of 
rare variants are found in every exome study. 
Filtering by inheritance can reduce this list of 
variants by an order of magnitude, allowing 
the reviewer to focus time and resources on 
variants with a higher probability of pathoge-
nicity. Interestingly, four patients received 
two separate genetic diagnoses of nonover-
lapping genetic disorders. These cases repre-
sent an outcome that is only realistically 
possible using WES/WGS methods, and 
serve as a point of consideration for clinical 
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geneticists when evaluating patients. Whereas 
there is strong evidence for the effectiveness 
of both cytogenomic and WES/WGS testing 
independently, it is unclear how the combina-
tion of these two methodologies would per-
form in the clinic. Future studies that evaluate 
the yield of a combination of WES/WGS and 
cytogenomic arrays will be useful. In conclu-
sion, WES/WGS has made a rapid transition 
from a research assay to clinical diagnostic 
test. Early success stories have incited great 
excitement, but must be tempered with real-
istic expectations, as the lack of knowledge of 
many genes is a signifi cant obstacle to posi-
tive outcomes in many clinical WES/WGS 
cases. The most common clinical applications 
of WES/WGS have been for the diagnosis of 
rare disorders in the pediatric population. 
Whether WES/WGS sequencing will be 
applied clinically for common adult onset dis-
orders will be an interesting aspect of the 
fi eld in the future.  

    Conclusions 

 The clinical application of NGS tests has 
already led to an improved understanding of 
numerous inherited disorders, both in discov-
ering new disease causing genes and for novel 
therapeutic strategies. Both rare and common 
inherited disorders have benefi tted from the 
increased capabilities NGS has provided to 
clinical laboratories and the striking success 
stories reported in the literature have fanned 
the fl ames of interest in the medical commu-
nity. NGS brings the promise of improved 
healthcare for people in all stages of life. From 
couples seeking preconception genetic 
screening to noninvasive prenatal diagnosis to 
disorders suffered by young and old, we may 
soon realize a time when every person is able 
to have a whole-genome test. Though we are 
still in the early days of clinical NGS testing, 
it is clear that this technology will enjoy 
explosive growth over the coming decade. 

 As clinical NGS matures, technical 
improvements in both sequencing capabili-
ties and bioinformatic analysis will impact 
the future of this testing methodology. One 
could envision a single NGS assay that com-
bines copy number analysis and sequence 
variant detection. As a WES or WGS test, this 

assay would integrate all the relevant genetic 
information in a single test. As such, it would 
reduce turnaround times, and could be con-
solidated into a single report that would be 
easier for clinical laboratories and clinicians 
alike. Longer NGS read lengths will lead to 
longer distance haplotyping, a capability that 
would facilitate NGS testing of cffDNA. As 
NGS sequencing improves in quality and 
declines in cost, WES/WGS may someday be 
performed at high depth without sequencing 
gaps. In this scenario, NGS panels may 
become obsolete and the fi eld may move 
towards WES/WGS as a singular testing 
methodology that is analyzed in a targeted 
fashion based on clinical phenotype. 

 As discussed previously, variant classifi ca-
tion is a challenging, time-consuming 
endeavor. Clinical laboratories are combining 
efforts and sharing variant information in 
centralized databases. Variants will ideally be 
linked to phenotypic data so that this large 
data set can be queried to assess rare variants 
in an informed context. Such an effort, if 
widely adopted, will be a tremendous tool for 
both researchers working towards gene dis-
covery and clinical laboratories evaluating 
patient NGS tests. Additionally, many eth-
nicities are not well represented in the large- 
scale genome sequencing efforts such as 
1,000 genomes and the Exome Variant Server. 
As a result, clinical WES tests of these patients 
yield many rare, novel variants that refl ect 
their ancestry, but are unrelated to their clini-
cal presentation. Expansion of these large 
scale sequencing projects to include these 
underrepresented ethnicities will greatly 
facilitate the evaluation of rare variants and 
also enhance the quality of clinical reports 
generated from WES/WGS testing.     
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         Introduction 

 The main goal of pharmacogenomics is to 
understand the infl uence of genetic varia-
tions between individuals on drug effi cacy, 
metabolism, and toxicity. For some, the 
terms pharmacogenomics and pharmacoge-
netics are interchangeable but for others 
both terms carry different meanings with 
the term pharmacogenetics having a more 
limited defi nition, being reserved for the 
study of inherited differences in drug 
response [ 1 ,  2 ]. The study of variations in 

drug response between individuals can be 
dated back to Pythagoras at around 510 
B.C.E. [ 2 ]. More recently, English physiolo-
gist, Archibald Garrod, has been the fi rst to 
propose in 1923 that genetic variants that 
affect metabolism of endogenous molecules 
may affect drug metabolism [ 3 ]. In 1932, 
Snyder reported the fi rst inherited trait asso-
ciated with an exogenous chemical com-
pound (phenylthiourea nontaster trait) in a 
cohort of 800 families [ 4 ,  5 ]. The pace of 
progress in the fi eld of pharmacogenomics 
has accelerated with the completion of the 
human genome project [ 6 ] and at the time 
of this writing, the Table of Pharmacogenomic 
Biomarkers in Drug Labels contained 118 
entries [ 7 ].With the current advances in the 
fi elds of -omics, the anticipated benefi ts of 
pharmacogenomics are closer to realization 
than ever before. A better understanding of 
the interaction between drugs and genetic 
variants will lead to discovery of drugs that 
are more powerful, effi cacious, and safer. 
Physicians will be able to prescribe not just 
the right drug but also the correct dose for a 
patient, thus maximizing the effi cacy while 
minimizing the adverse effects. Vaccines 
created making use of genetic information 
will be able to activate the immune system 
to a large number of pathogens without 
exposing an individual to the risk of an 
infection. With all these and other benefi ts, 
the promise is that overall cost of health 
care will decrease.  
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    Use of Genomics 
in Designing 
Pharmacogenomic Studies  

    Study Design 
 The choice between a candidate gene study, 
genome-wide association study (GWAS), 
exome sequencing (ES), and whole-genome 
sequencing (WGS) study is usually dictated 
by the hypothesis, approach (discovery versus 
targeted), and available resources. In an ideal 
setting where resources are not a constraint, a 
WGS study design is comprehensive and pro-
vides more data than are obtainable from the 
other three study designs. However, obtaining 
WGS in a sizeable number of patients is pro-
hibitively expensive (although the cost of 
WGS is coming down rapidly) and analyzing 
the vast amounts of data generated by WGS 
requires extensive bioinformatic support.  

    Candidate Gene Study Designs 
 Based on the prior knowledge of drug target 
molecules, metabolism, and excretion, inves-
tigators may hypothesize that a certain gene 
or a group of genes determines the observed 
effect of a particular drug. Although each 
drug is likely to have a unique set of genes 
that determine its response in any individual, 
certain genes are more likely to be involved in 
the absorption, distribution, metabolism, and 
excretion (ADME) of a wide variety of drugs. 
A group of 32 genes has been designated as 
the core ADME genes (Table  31.1 ) by 
PharmaADME Working Group, a panel of 
industry and academic experts, and includes 
genes for several enzymes in the cytochrome 
P450 system and genes for several proteins 
that belong to solute carrier family [ 8 ]. An 
extended ADME gene list contains 267 addi-
tional genes for proteins responsible for the 
modifi cation of functional groups of drugs, 
conjugation of drugs with endogenous moi-
eties, the uptake and excretion of drugs in 
and out of cells, and those that can either 
alter the expression of other ADME genes or 
affect the biochemistry of ADME enzymes 
[ 8 ]. Commercially available gene chips 
include variants within the core ADME genes 
such as the DMET™ chip by Affymetrix 
(containing 1,936 variants across 231 genes) 

and the VeraCode ®  ADME Core Panel by 
Illumina (184 variants in 34 genes). In addi-
tion, microarray chips that contain variants 
from specifi c gene list can be custom-built.

   Whereas this type of assay design can be 
used for a study with a small number of 
patients and limited resources, a more likely 
use is in the drug development process where 
early identifi cation of drug safety issues may 
save lives and cost. The biggest challenge with 
this type of study design is that often our 
knowledge of a drug’s pharmacodynamics 
and pharmacokinetic pathways is incomplete, 
making selection of all relevant genes very 
diffi cult, if not impossible. Therefore, an asso-
ciation of drug responses with variants that 
are not included on the chip cannot be 
discovered.  

    Genome-Wide Association 
Study Designs 
 Whereas in a candidate gene study different 
sources of information are incorporated to 
develop a list of genes potentially involved in 

   Table 31-1     List of ADME (Absorption, 
Distribution, Metabolism, 
and Excretion) Genes [ 8 ]   

 Phase I  Phase II  Transporter 

 CYP1A1  GSTM1  ABCB1 

 CYP1A2  GSTP1  ABCC2 

 CYP2A6  GSTT1  ABCG2 

 CYP2B6  NAT1  SLC15A2 

 CYP2C19  NAT2  SLC22A1 

 CYP2C8  SULT1A1  SLC22A2 

 CYP2C9  TPMT  SLC22A6 

 CYP2D6  UGT1A1  SLCO1B1 

 CYP2E1  UGT2B15  SLCO1B3 

 CYP3A4  UGT2B17 

 CYP3A5  UGT2B7 

 DPYD 

  Phase I is a type of drug metabolism in which drug 
chemical structure is modifi ed by addition of polar or 
reactive groups such as hydroxyl (OH) groups. Phase II 
is a type of metabolism in which drug chemical 
structure is conjugated with other charged small 
molecules such as glycine or glucuronic acid  
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a drug’s metabolic pathways, in GWAS a 
comprehensive and unbiased search through-
out the whole genome is performed, with the 
goal of identifying relatively frequent genetic 
variants that may be associated with drug 
response [ 9 ,  10 ]. Thus, GWAS allows the dis-
covery of novel genetic variants that are not 
in the known pathways. As the cost of per-
forming microarrays to conduct a genome- 
wide scan has come down recently and the 
currently available microarray chips have 
good coverage across much of the genome, 
GWAS designs should typically be used for 
identifying genomic regions of interest. The 
identifi cation of a genetic variant responsible 
for variability in drug response depends on 
several factors such as the effect size and 
allele frequency of the genetic variant, as well 
as the sample size of the study [ 11 ]. Genetic 
variants associated with drug response tend 
to have larger effect sizes and hence are easier 
to discover than variants associated with dis-
ease phenotypes. However, the often rela-
tively small sample size of pharmacogenomic 
studies makes it diffi cult to discover genetic 
variants. Because of the relatively large effect 
sizes of genetic variants that are identifi ed in 
pharmacogenomic GWAS, it is much easier 
to translate these fi ndings into clinical prac-
tice [ 12 ]. GWAS can be used to examine the 
role of different biological pathways and can 
thus provide important insights into the 
mechanisms underlying drug response. 
Several commercially available genotyping 
arrays provide a wide range of options to 
choose from, based on one’s experimental 
needs and budget. 

 GWAS provides an unbiased approach to 
scanning the whole genome for genetic vari-
ants associated with drug response, but there 
are important limitations. One limitation of 
GWAS is the penalty for performing a large 
number of statistical tests. GWAS test the 
association of drug response with about a 
million single nucleotide polymorphisms 
(SNPs) spread across the genome and, due to 
the large number of tests, result in a very high 
type I error with a conventional statistical sig-
nifi cance threshold. To decrease the risk of 
infl ated type I error, a much lower threshold 
is often employed, thus requiring a large 
effect size and/or sample size [ 13 ]. Moreover, 
the effect of variants with a low minor allele 
frequency (MAF) cannot be studied with 
currently available sample sizes. Thus, only 

the effect of relatively common variants 
(with a minor allele frequency greater than 
1 %) on drug response is studied [ 14 ]. This 
limitation is especially evident in studying 
the cytochrome P450 family of genes that 
play an important role in drug metabolism. 
The genes in this family have several iso-
forms, are polymorphic and have a wide 
range of allele frequencies including variants 
with very low MAFs [ 15 ]. As a result, there is 
limited coverage with the currently available 
GWAS platforms [ 16 ]. To summarize, an 
interesting aspect of pharmacogenomic stud-
ies is that an interaction between drug, dis-
ease, and genetic variants is potentially 
possible but a complete examination of this 
interaction requires very large sample sizes, 
well beyond those used today.  

    WES Study Designs 
 Not only are GWAS limited to examining 
alleles with relatively higher MAFs, but the 
association between a variant and a pheno-
type (such as drug response) is only an  asso-
ciation  and often the identifi ed variants only 
“tag” the causal variant, requiring further 
examination of the region around the identi-
fi ed variant. Moreover, whereas heritability 
estimates of drug response are relatively large, 
the amount of variability explained by the 
variants discovered through GWAS is quite 
small, sending researchers to search for “miss-
ing heritability” [ 17 – 20 ]. Some have argued 
that the drug response may not be deter-
mined by common variants (or variants 
tagged to common variants) but by rare vari-
ants. Because GWAS have poor coverage of 
rare variants, a different method is needed to 
discover these. 

 Ideally, sequencing the whole genome 
should reveal all variants that contribute to 
drug response. However, despite recent 
advances in sequencing technology, WGS 
remains too expensive for large studies. An 
alternative, in between GWAS and WGS, is to 
sequence only the exonic regions of the 
genome, or roughly the 2–3 % of the genome 
that encodes proteins. By capturing and 
sequencing only exons, the cost of sequencing 
decreases signifi cantly, yet our ability to iden-
tify rare variants increases markedly [ 21 ]. 

 When designing a WES study, a researcher 
should pay attention to several important 
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aspects of the study design. Sample selection 
for WES usually is limited to enrolling unre-
lated individuals because it is not possible to 
expose unaffected individuals in a family to a 
drug. Once a DNA sample is obtained from 
participants, one of several different methods 
(such as hybridization, circularization, or 
PCR) can be used to capture the exonic 
regions of the genome. Few commercial kits 
(such as those from Agilent, Illumina, and 
Nimblegen) are available that employ one of 
these methods for capture. Of note, these kits 
differ in their defi nition of “exome” and cover 
slightly different parts of the genome. 
Deciding the depth of coverage is the next 
step and depends on several factors; for most 
experiments, coverage between 20× and 50× 
at each nucleotide will suffi ce. Once data are 
available, the fi rst step is alignment to the 
genome followed by variant calling. Several 
quality control measures are considered 
throughout the alignment and variant calling 
process. Data on called variants are usually 
saved in a variant call format (VCF), which is 
then annotated. The annotations may include 
genomic coordinates, population frequencies, 
conservation throughout evolution, effect on 
protein structure, expected severity due to 
protein change, and any known clinical asso-
ciations. This is followed by several heuristic 
fi ltering algorithms to narrow down the list of 
variants of interest [ 21 ,  22 ]. Non-synonymous 
variants are of particular interest for obvious 
reasons and various statistical and computa-
tion methods have been developed to assess 
the functional impact on proteins [ 23 – 32 ]. 
Because the majority of the identifi ed variants 
are rare, statistical methods used for GWAS 
studies have very low power to detect an 
effect. An alternative is to analyze a group of 
rare variants within a defi ned region, usually a 
gene, and several statistical methods have 
been proposed to use this approach [ 22 ,  33 –
 40 ]. Although we are still waiting to see a 
report of a pharmacogenomic study utilizing 
WES, it is likely that such studies will provide 
new and important insights into drug response.  

    WGS Study Design 
 Exome sequencing focuses on those parts of 
the genome about which we have better 
knowledge, the exons from the known coding 

regions, but leaves out regulatory components 
that may control whether a gene will be 
expressed and the extent of its level of expres-
sion. Furthermore, it is very likely that our 
current knowledge of the protein-coding 
regions of the genome is incomplete and, 
therefore, undiscovered but important genes 
would not be captured by commercial exome 
capture kits. In contrast to WES, WGS pro-
vides information about all identifi ed variants 
irrespective of the location in the genome and 
provides the opportunity to discover a large 
number of genetic variants important to drug 
response. The study design issues as well as 
analytical issues are similar to WES except 
that the volume of data is much bigger and 
the ultimate number of variants obtained per 
sample much larger. If GWAS are any guide, 
WGS is likely to identify a large number of 
rare variants in the noncoding regions or in 
pseudogenes, forcing us to further understand 
how these variants control gene expression.  

    Other Study Designs 
 Other genomic methods, such as RNA 
sequencing (RNA-seq), DNA methylation 
studies and other epigenetic methods, can be 
used to study the effect of genomics on drug 
response, as well. For most drugs, our current 
knowledge of molecular targets is limited at 
best. This is true even for drugs that have 
been in common use for many decades and 
have been studied extensively, such as aspirin. 
For example, RNA-seq may identify genes 
that are upregulated or downregulated in 
those individuals who respond to a drug as 
compared to those who do not [ 41 ].  

    Choice of Study Population 
 Perhaps the most economical way of conduct-
ing a pharmacogenomic study to identify 
genetic variants is in the setting of a clinical 
trial. In clinical trials, patients are already 
enrolled to receive a particular drug at (a) cer-
tain dose(s), or an alternative drug or placebo, 
and are being followed for outcomes. 
Genotyping all or a subset of patients may 
provide an opportunity to study the effect of 
genetic variants on drug response phenotypes. 
Patients for genotyping can be selected at the 

556  |  Rehan Qayyum



end of the study when it is known which 
patients did or did not have a particular out-
come during the clinical trial. Clinical trials 
are a good setting for studying candidate genes, 
but a single clinical trial may not provide a 
large enough number of participants to con-
duct a pharmacogenomic GWAS. Therefore, 
results from several clinical trials may need to 
be combined to get to the needed sample size. 
While combining clinical trials, usually in a 
meta-analysis framework, certain issues may 
arise, however. These include the use of differ-
ent doses of the drugs, use of concomitant 
drugs, or underlying differences in study pop-
ulations. In these instances, decisions may 
need to be made as to which studies should or 
can be included. 

 An example of the use of a clinical trial 
cohort for conducting a pharmacogenomic 
study is the Trial to Assess Improvement in 
Therapeutic Outcomes by Optimizing 
Platelet Inhibition with Prasugrel–
Thrombolysis in Myocardial Infarction 38 
(TRITON-TIMI 38) trial. This trial compared 
two antiplatelet agents (clopidogrel and pra-
sugrel) in patients with acute coronary syn-
dromes who were scheduled to have 
percutaneous coronary interventions [ 42 ]. 
The drug response phenotype was a compos-
ite of clinical outcomes (cardiovascular 
deaths, myocardial infarction, or stroke). 
While the overall study enrolled 13,608 
patients, 1 candidate-gene pharmacogenomic 
study examined 1,477 subjects who were in 
the clopidogrel arm and found that carriers of 
a reduced function allele in the  CYP2C19  
gene were associated with a 53 % increased 
risk of the composite clinical outcome [ 43 ]. 
Another candidate-gene pharmacogenomic 
study from the same clinical trial included 
2,932 patients (1,471 from the clopidogrel 
arm and 1,461 from the prasugrel arm) and 
found that the TT genotype of the c.3435C > T 
variant in the  ABCB1  gene was associated 
with a 72 % increased risk of a composite 
clinical outcome in individuals treated with 
clopidogrel but not with prasugrel [ 44 ]. 

 An example of the use of GWAS in a clini-
cal trial setting is a study by Ramsey et al. This 
study was conducted to identify genetic vari-
ants determining methotrexate clearance in 
children with acute lymphoblastic  leukemia 
and used data from two studies (P9904 and 
P9905). Investigators found that methotrex-

ate clearance was associated with polymor-
phisms in the organic anion transporter gene 
 SLCO1B1  and further confi rmed their fi nd-
ings in independent cohorts [ 45 ]. Phase I/II 
clinical studies also provide an opportunity to 
perform candidate-gene  pharmacogenomic 
studies (for examples see [ 46 – 48 ]). 

 Another important source for pharma-
cogenomic studies are clinical cohorts in 
which information is collected from elec-
tronic health records (EHR) [ 49 ]. In these 
studies, data are collected from hospital or 
other clinical records and DNA is collected 
for research at the time of contact with the 
patient. This model has several advantages. 
The data are collected on patients who are 
receiving regular medical care and are neither 
self-selected nor selected on the basis of some 
criteria. Thus, these subjects provide a “real 
world” opportunity for pharmacogenomic 
studies. As the data are extracted from already 
existing medical records, the cost of acquiring 
data is minimal although the cost of DNA 
isolation genotyping remains the same. 
However, the genotype information obtained 
for one study can be used for additional stud-
ies on the same patient cohort (especially if 
genotyping is performed using a genome- 
wide scan) and by doing so can potentially 
reduce costs further. The disadvantages 
include that data are not collected for the 
purposes of research and as a result data may 
not be of high quality. However, certain types 
of data are likely to be of reasonably good 
quality. This would include parameters such 
as vital signs, laboratory data, medication 
records, and billing information. Perhaps the 
most prominent example of the use of EHR 
is in the Electronic Medical Records and 
Genomics (eMERGE) network [ 50 ].   

    Application of Genomics 
in Determining Drug 
Effi cacy  

    Finding the Right Drug 
 Some patients respond poorly to typically 
very effective medicines and often the under-
lying reason for this is based on differences in 
our genome. Poor responsiveness may stem 
from the effect of genomic variations on drug 

Genomic Applications in Pharmacogenomics  |  557



pharmacodynamics (such as changes in drug 
receptors) or on pharmacokinetics (such as 
drug metabolism). For example, β2 agonists, 
such as albuterol and salmeterol, are quite 
effective for the treatment of asthma but may 
not be as effective in a small group of indi-
viduals with a certain SNP in the  ADRB2  gene 
[ 51 ]. Identifi cation of such asthmatic patients 
and treatment with alternative therapies may 
improve treatment response and decrease 
morbidity. Similarly, while clopidogrel is very 
effective in reducing adverse cardiac events in 
patients who undergo percutaneous coronary 
intervention with stent implantation, individ-
uals with the  CYP2C19 *2 allele remain at an 
increased risk of future events even with clop-
idogrel therapy [ 52 ]. Identifying individuals 
with this allele may result in the prescription 
of alternative anti-platelet agents for an ade-
quate inhibition of platelet function.  

    Finding the Right Dose 
 As currently practiced, physicians look at cer-
tain features in determining the right dose of 
drugs for their patients. These include a 
patient’s age, sex, and body weight. This 
becomes especially an issue when the thera-
peutic window of a drug is small, such as is 
the case with warfarin. Warfarin is the most 
commonly prescribed anticoagulant drug for 
the prevention and treatment of venous 
thromboembolism and for the prevention of 
stroke in atrial fi brillation and with mechani-
cal heart valves. Variants in the  CYP2C9  and 
 VKORC1  genes have been shown to deter-
mine warfarin metabolism and a warfarin 
dosing regimen based on the genotype has 
been developed and validated [ 53 ,  54 ].   

    Application of Genomics 
in Minimizing Adverse 
Drug Reactions  

 Use of almost all drugs is associated with 
some adverse reactions ranging from very 
mild ones to very serious ones resulting in 
severe illness or even death. Identifi cation of 
genetic variants that may predict these 
adverse events and choosing alternative ther-
apies for patients with these variants may 
result in more optimal drug responses. 

 The earliest examples of the use of phar-
macogenomics are studies of severe adverse 
drug reactions such as seen with the use of 
mercaptopurine, succinylcholine, and perhexi-
line [ 55 ]. More recent examples include stud-
ies of statins, which are a group of lipid- lowering 
agents that have been consistently shown to 
reduce cardiovascular morbidity and mortality 
in patients with coronary artery disease or in 
patients at risk of developing coronary artery 
disease [ 56 ]. However, some patients develop 
myopathy while taking statins. A GWAS iden-
tifi ed rs4363657, a SNP in the  SLCO1B1  gene 
(gene product responsible for hepatic uptake 
of statins), linked to the development of 
myopathy. Using an alternative lipid-lowering 
agent or using lower doses of statins in patients 
with this SNP may avert the development of 
statin- induced myopathy [ 57 ,  58 ]. Similarly, 
polymorphisms in  CYP2D6  and  CYP2C19  
genes affect the effi cacy and safety of tricyclic 
antidepressants and presence of these variants 
may require either reduced dosing or alterna-
tive therapies [ 59 ].  

    Application of Genomics 
in Vaccinomics  

 The application of pharmacogenomics to vac-
cine design has been labeled as “vaccinomics” 
and this new fi eld is using the tools of genom-
ics and bioinformatics to develop novel vac-
cines. Some of the recent approaches in 
vaccinomics include the use of epitope deter-
mination and prediction algorithms for 
exploring the use of peptide epitopes as 
immunogens [ 60 ]. In addition to developing 
new vaccines, genomic applications can help 
to identify individuals who are likely to 
develop an adequate immune response with a 
particular vaccine and who will develop 
adverse effects [ 61 ].  

    Genomic Applications 
in Research  

    Drug Discovery 
 Genomic applications can help the pharma-
ceutical industry from the very beginning of 
the drug-discovery process [ 62 ]. Genomic 
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approaches can identify suitable gene targets 
and may identify potential molecules that can 
be evaluated as drugs [ 63 ]. Furthermore, 
knowledge of genetic variants may allow for 
more appropriate and ultimately safer inclu-
sion and exclusion criteria, resulting in a more 
successful passage of drugs through the phar-
maceutical pipeline. Lastly, the interaction of 
drugs that are currently in clinical use with 
newly discovered gene targets can be exam-
ined and we may discover new uses of previ-
ously approved drugs whose safety has 
already been shown [ 64 ].  

    Discovery of Biological 
Mechanisms 
 The use of genomic applications in studying 
drugs is improving our understanding of bio-
logical mechanisms in two main ways. First, 
whereas drugs are exogenous molecules that 
are introduced from outside, these molecules 
may have certain similarities with endoge-
nous molecules of the body. These similarities 
may include aspects of drug/ligand receptors 
and metabolic pathways. Identifi cation of 
receptors and enzymes involved in the 
metabolism of a drug may provide insights 
into the metabolism of endogenous mole-
cules. For example, the cytochrome P450 
family of genes was initially discovered as 
encoding detoxifying enzymes, but subse-
quent studies have highlighted the impor-
tance of these enzymes in the metabolism of 
endogenous molecules [ 65 ]. Second, because 
our understanding of the pathophysiology 
underlying most diseases is incomplete, his-
torically the presence or absence of signs and 
symptoms has been used to classify diseases. 
It is quite possible that different pathophysi-
ological mechanisms may culminate in a sim-
ilar set of signs and symptoms and hence 
become defi ned into one disease process. The 
use of genomics tools to increase our under-
standing of drug responses and biological 
mechanisms will deepen our understanding 
of the pathophysiological basis of disease and 
is likely to result in better classifi cation of dis-
eases and more appropriate and targeted 
therapy for patients.   

    Conclusions 

 Whereas there are several drugs with phar-
macogenomic warnings from the Food and 
Drug Administration (FDA), challenges 
abound regarding the identifi cation of rele-
vant genetic variants, and in every step on the 
road to clinical implementation (Table  31.2 ). 
The full benefi t of genomics in clinical prac-
tice can only be realized when drug therapy 
for each individual can be personalized to 
his/her lifestyle and genome. Advances in sev-
eral fi elds are needed before this dream of 
personalized medicine can be realized [ 66 ]. 
At the same time, application of genomics 
principles in pharmacogenomics holds prom-
ise for not only personalized medicine but 
also new drug discovery and development 
and novel insights into the biological 
mechanisms.

   Table 31-2     Challenges in 
Pharmacogenomics Research   

 Identifi cation of genetic variant 
 − Issues with current technology 
 − Need for large sample sizes 
 − Requirements for validation studies 
 − Cost of WGS 
 − Variable defi nitions of drug response 
 − Large number of potential hits 
 − Need for better statistical tests and algorithms 
 − Bioinformatics support 

 Demonstration of Effi cacy and Effectiveness of 
Pharmacogenomic Approaches 

 − Defi ning drug response 
 − Need for large sample size especially studies 

with hard clinical outcomes, such as death or 
myocardial infarction 

 − Need for large validation studies 
 − Need for technology that can be applied at the 

point of use 
 − Statistical methods 
 − Genotype-guided studies 
 − Concomitant use of other drugs 
 Implementation in Clinical Practice 
 − Patient and physician education 
 − Privacy and ethical concerns 
 − Regulatory and legal issues 
 − Bioinformatics support 
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         Introduction 

 Screening is different from most forms of 
medical testing in that the individuals opting 
for screening are generally healthy. Those 
offering or recommending screening tests need 
to ensure that the screening test performance 
is well characterized and acceptable, usually by 
determining the detection rate or sensitivity 
(the proportion of affected individuals with a 
positive test) and false positive rate (propor-
tion of unaffected individuals with a positive 
test, or 1-specifi city). A working defi nition of 
screening has been proposed by Wald [ 58 ], 
and will be adhered to in this chapter.

  Screening is the systematic application of a 
test or enquiry to identify individuals at suf-
fi cient risk of a specifi c disorder to warrant 
further investigation or direct preventive 
action, amongst persons who have not 
sought medical attention on account of 
symptoms of that disor der. 

   Although Down syndrome was fi rst 
described in 1862 by Langdon Down [ 22 ], 
the cause of this disorder (an extra chromo-
some 21) was not determined until 1959 
[ 33 ]. This led directly to the ability to prena-
tally diagnose Down syndrome via amniocen-
tesis and karyotyping. Given the known 
association between increasing birth preva-
lence and advancing maternal age, the fi rst 
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screening test for Down syndrome was the 
question “How old will you be at delivery?” 
Until 2007 [ 1 ], this question still formed the 
basis of most prenatal screening for Down 
syndrome, although laboratory tests apart 
from karyotyping were, by then, available. 

 In the early 1980s, women routinely had 
second trimester maternal serum alpha- 
fetoprotein (AFP) measured as a screening 
test for open neural tube defects. In 1984, a 
woman who had a very low AFP level asked 
her physician whether the low measurement 
may be related to the diagnosis of trisomy 
18 in her newborn. This query prompted a 
line of investigation confi rming that second 
trimester AFP is a marker not only for trisomy 
18, but also for Down syndrome [ 37 ]. The 
reason for reduced AFP levels in Down syn-
drome and trisomy 18 fetuses is still unknown, 
but the discovery of this association was 
quickly verifi ed [ 19 ] and a screening algo-
rithm devised [ 44 ]. Further research identi-
fi ed additional early second trimester serum 
markers [ 8 ,  11 ,  31 ] leading to the develop-
ment of the “triple test,” which includes 
maternal age in combination with AFP, 
unconjugated estriol (uE3), and human cho-
rionic gonadotropin (hCG) measurements. 
The current best second trimester combina-
tion (the triple test with dimeric inhibin-A 
measurements) is called the “quadruple” test 
and has a sensitivity of about 80 % at a false 
positive rate of about 5 % [ 28 ,  31 ]. During 
the same time period, additional markers 
were identifi ed that could be measured in the 
late fi rst trimester. These included not only 
serum markers (PAPP-A [ 57 ] and free beta 
hCG [ 53 ]), but also an ultrasound measure-
ment of the translucent space between the 
spine and skin of the fetus [ 56 ]. Together 
with maternal age, these markers formed the 
basis of the “combined” test [ 63 ]. Sensitivity 
and specifi city are similar to, or slightly better 
than, the quadruple test. 

 Throughout the 1990s, the fi rst and second 
trimester tests were offered independently. 
Many screening programs elected to offer 
testing in the fi rst or second trimester, but not 
both. In 1999, the concept of the “integrated” 
test was fi rst reported [ 60 ], in which the best 
fi rst and second trimester markers were com-
bined into a single risk estimate. This “inte-
grated” test has the best performance of any 
widely offered prenatal screening test based 

on biochemical and ultrasound measure-
ments, with a sensitivity of about 90 % at a 
false positive rate of 2 % [ 59 ]. 

 As part of an external profi ciency testing 
program administered by the College of 
American Pathologists (CAP) and the 
American College of Medical Genetics and 
Genomics (  www.cap.org    ), a survey of partici-
pating laboratories has been conducted 
within the fi rst of three distributions each 
year, beginning in 2011. This survey asks par-
ticipants what tests they offer and how many 
are performed each year. Results from the 
2011 and 2012 survey have been compiled 
[ 46 ] and are summarized in Table  32.1 . 
Overall, the survey documents that about 
72 % of the 4.24 million pregnancies in the 
USA are screened for Down syndrome by 
a total of 123 laboratories. Testing most 

   Table 32-1     Types and Numbers of Down 
Syndrome Screening Tests 
Performed in US Laboratories 
in 2012   

 Type of test  Laboratories 
 Median 
( N  ) 

 Number 
(%) 

 First 
trimester a  

 34  3,000  565,692 
(19) 

 Second 
trimester 

 122  2,538  1,770,024 
(60) 

  AFP only  85  720  235,492 

  Triple test  44  402  90,132 

  Quadruple 
test b  

 118  2,400  1,443,900 

 Integrated  30  4,176  583,416 
(21) 

  Fully 
integrated 

 22  2,136  102,972 

  Serum 
integrated 

 21  888  119,760 

  Sequential  24  2,436  405,144 

 All  123 c   3,660  2,963,592 
(100) 

   a Includes all fi rst trimester tests, including those using 
serum measurements of total/intact hCG, free beta 
hCG and dimeric inhibin-A 
  b Includes tests with fi ve second trimester serum markers 
  c Does not add up, as some laboratories are counted in 
multiple “types of tests”  
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 commonly occurs in the second trimester 
(60 % of tested women), followed by various 
forms of the integrated test (21 %) and com-
bined testing (19 %). These numbers do not 
include women who opt directly for invasive 
testing (amniocentesis or chorionic villus 
sampling) and karyotyping.

   Serum markers are readily available 
throughout the country with measurements 
made using FDA cleared instruments and 
reagents. The results are subject to external 
profi ciency testing that shows that they can 
be implemented reliably in a variety of high- 
complexity laboratory settings. The costs of 
reagents are relatively low with test charges 
ranging from <$100 to $200 or more. 
Ultrasound measurements are operator 
dependent, but several organizations pro-
vide training and oversight (  http://www.
fetalmedicineusa.com/FMF/US    ,   https://
www.ntqr.org/    ). The turn-around time for 
combined or integrated testing is a few days. 
One implementation in the UK is the One 
Stop Clinic for Assessment of fetal Risk, or 
OSCAR clinic [ 7 ] where the ultrasound 
measurement, biochemistry testing, report-
ing of results, counseling, and the offer of a 
diagnostic test, if indicated, can be made 
within one hour. 

 Although the sensitivity and specifi city of 
screening tests for Down syndrome, and to 
some extent trisomy 18 and trisomy 13, are 
adequate, the prenatal care community has 
two main objectives: (1) prenatal screening 
and diagnosis should occur early in pregnancy, 
preferably being completed by the end of the 
fi rst trimester, and (2) the number of invasive 
procedures should be kept to a minimum to 
reduce the possibility of procedure-related 
loss. Optimally, a non-invasive prenatal diag-
nostic (NIPD) test might be developed that 
could identify not only Down syndrome and 
the other common trisomies but also other 
prenatally diagnosable conditions, many of 
which can now only be identifi ed after amnio-
centesis or chorionic villus sampling (CVS) 
and using diagnostic techniques such as 
arrayed comparative genomic hybridization 
(aCGH). Testing cell free nucleic acids in 
maternal circulation is the next, and perhaps 
fi nal, step in this process.  

    Discovery, Identifi cation 
and Initial Uses 
of Circulating Cell Free 
(ccf) DNA  

    Identifi cation of ccfDNA 
from the Fetus in Maternal 
Plasma 
 In 1997, a landmark publication [ 35 ] reported 
the presence of fetal DNA in maternal plasma 
and serum. This fi nding was based on earlier 
work showing circulating cell free cancer 
DNA in the plasma of affected patients [ 14 , 
 38 ,  55 ]. In that 1997 study, pregnant and 
nonpregnant women provided serum, plasma 
and whole blood samples for testing. The fetal 
sex was determined at birth, or by karyotype 
after amniocentesis. After extraction, DNA 
was tested for presence of a Y-chromosome 
sequence (DYS14). Of the 30 pregnancies 
with a male fetus, plasma testing identifi ed 24 
(80 %); none of the 13 female fetuses were 
misclassifi ed. Fewer males were identifi ed 
using serum and whole blood, but again, none 
of samples from the 13 female fetuses were 
positive for the Y-probe. The 80 % detection 
rate for males was, in hindsight, likely due to 
the small plasma sample size (10 μL), as most 
of the errors occurred earlier in gestation.  

    Using ccfDNA in Maternal Plasma 
to Determine Fetal Sex 
 Soon after the report by Lo and colleagues 
[ 35 ], these fi ndings were confi rmed and 
expanded by other groups. Early fetal sexing 
can be useful to resolve ambiguous genitalia, 
manage X-linked conditions, and help iden-
tify some single-gene disorders (e.g., congeni-
tal adrenal hyperplasia). Noninvasive testing 
could thus be used in place of invasive cyto-
genetic testing. Because early fetal sex deter-
mination via ultrasound is not reliable in the 
fi rst trimester [ 42 ], ccfDNA testing could be 
reliable alternative. A summary of 57 pub-
lished studies on the use of ccfDNA to iden-
tify fetal sex was published in 2011 [ 20 ]. 
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Overall, 3,524 male and 3,017 female 
 pregnancy samples were included. The per-
formance was better after 7 weeks of gesta-
tion, when plasma rather than serum was 
used, and when real time quantitative PCR 
(RQ-PCR) was employed. At 7–20 weeks 
gestation, the use of RQ-PCR results in an 
estimated sensitivity for determining fetal sex 
of 98 %, with a corresponding specifi city of 
99.1 %.  

    Use of ccfDNA in Maternal 
Plasma to Determine Fetal Rh 
Status 
 Among RhD negative women, RhD positive 
fetal cells crossing the placenta can cause the 
mother to make anti-RhD antibodies. This Rh 
incompatibility can lead to fetal complica-
tions. Rh incompatibility is preventable by 
providing injection of Rh immunoglobulin to 
RhD negative women in the second trimester. 
However, treatment is unnecessary if the 
fetus is also RhD negative. Testing ccfDNA 
can identify these pregnancies and avoid 
unnecessary treatment. In a recent nation- 
wide study in Denmark [ 18 ], 2,312 RhD 
negative women were tested both by routine 
genotyping and by testing of ccfDNA for 
RhD status at 25 weeks gestation. Overall, 
the ccfDNA test had a 99.9 % sensitivity with 
96.5 % accuracy. A total of 862 of these 
women avoided unnecessary treatment; 39 
women with an RhD negative fetus still 
received treatment (unnecessary treatment), 
and two women with RhD positive fetuses 
were not detected and the mothers were not 
treated (false negatives).   

    Sequencing of ccfDNA 
to Identify Down Syndrome: 
Preliminary Studies  

 This chapter focuses on the development 
and validation of the four laboratory devel-
oped ccfDNA tests currently offered in the 
USA. Given the competitive commercial 
nature of ccfDNA test application in the 
USA, no academic laboratories appear will-
ing, at this time, to validate or offer maternal 
plasma DNA testing for aneuploidy. 

Therefore, this section is devoted to prelimi-
nary academic proof-of-concept and in-
house validation studies performed by 
commercial companies. Later sections will 
describe the results from collaborations with 
academic sites that performed external vali-
dation studies. Three laboratories located 
outside of the USA (Berry Genomics, Beijing, 
China; Beijing Genomics Institute (BGI) 
Health Institute, Beijing, China, and 
LifeCodexx, Konstanz, Germany) all use a 
variant of the shotgun sequencing described 
in the following sections.  

    Preliminary Academic 
Studies  

 In late 2008, two studies [ 16 ,  24 ] demon-
strated the potential for shotgun sequencing 
of ccfDNA in maternal plasma to identify 
common autosomal trisomies. Both studies 
used similar counting methodologies and nei-
ther was blinded. After sequencing, the DNA 
fragments were mapped to the human 
genome to identify the chromosome of ori-
gin. A normalizing function was then applied 
to account for the varying number of total 
matched reads per sample. These normalized 
values were then compared with values from 
known euploid and trisomic samples. 

 In the study by Fan and colleagues [ 24 ], 
nine samples from Down syndrome pregnan-
cies showed “normalized sequence tag densi-
ties” for chromosome 21 that were 4–18 % 
higher than the corresponding densities in 
samples from euploid pregnancies. Two tri-
somy 18 samples were also detected, but one 
trisomy 13 sample was only slightly elevated. 
On average, about ten million DNA fragments 
were sequenced per patient and about fi ve 
million were matched and used for analysis. 
This study was limited in that most trisomic 
samples were collected after amniocentesis 
(which could infl uence the results), some 
samples were collected in the third trimester, 
no trisomic samples were collected prior to 14 
weeks gestation, and the number of control 
samples (six) was very limited. 

 In the study by Chiu et al. [ 16 ], all 14 sam-
ples from Down syndrome pregnancies 
had chromosome 21  z -scores of 5 or higher, 
while none of the 14 samples from euploid 
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pregnancies had values above 3. The  z -score 
measures the difference between the chro-
mosome 21 % in the patient minus the aver-
age  percentage in euploid pregnancies, 
divided by the standard deviation of chromo-
some 21 percentages in known euploid preg-
nancies. All samples were collected at 20 
weeks gestation or earlier. On average, about 
11 million DNA fragments were sequenced 
and about 2.5 million were matched and used 
for analysis. Limitations of this study include 
the collection of samples after an invasive 
procedure for 11 of 14 cases, and no trisomy 
18 or trisomy 13 samples were tested. 

 In a subsequent large-scale collaborative 
study [ 15 ], samples from three sites were 
available for testing. In order to scale testing 
for larger throughput, this group multiplexed 
eight samples per fl ow cell lane (Illumnia, 
San Diego, CA), allowing for up to 64 
patients per run. Seven hundred and fi fty-
three samples were run, including 86 sam-
ples from Down syndrome pregnancies. 
Unfortunately, there was an average of only 
300,000 matched reads per patient, resulting 
in a detection rate of 79 % with a false posi-
tive rate of 1.1 %. A subset of the samples 
was available to rerun at a 2-plex, with an 
average of 2.3 million matched reads per 
patient. The Down syndrome detection rate 
improved to 100 %, with a 2.1 % false posi-
tive rate. For the fi rst time, a study reported 
that it was not possible to obtain results on a 
subset of samples (1.4 %) that passed speci-
men quality requirements, but not sequenc-
ing quality metrics. This “failure” rate is an 
important consideration when examining the 
performance of this type of testing. This was 
also the fi rst report that showed the clear 
relationship between the fetal fraction (mea-
sured by Y-probes among male fetuses) and 
the chromosome 21  z -score. The median 
fetal fraction was 15 %. Limitations of the 
study include the un-blinded running of the 
2-plex samples and the lack of a training set 
of known euploid samples prior to test 
interpretation. 

    Preliminary Studies 
from Sequenom, Inc. 
 A publication [ 23 ] from a commercial 
 company (Sequenom, Inc., San Diego, CA) 

provided results from three small preliminary 
studies as well as a larger clinical validation of 
a laboratory developed test that could be 
suitable for introduction into practice. In the 
larger study, a total of 40 Down syndrome 
cases were matched with 440 euploid control 
pregnancies. Thirteen samples were not suit-
able for testing, and another 18 failed quality 
control, including one case of Down syn-
drome. The classifi cation system relied on a 
single  z -score cutoff of 3.0. The detection rate 
was 100 % (39/39) with no false positives 
(0/410). The failure rate was 4 %. At least 12 
million matched reads were available for each 
patient. The median gestational age was 15 
weeks, but some late second and third trimes-
ter samples were included, along with some 
cases that had been collected after diagnostic 
testing.  

    Preliminary Studies 
from Verinata, Inc. 
 Another study [ 50 ] from a privately held 
company described a laboratory developed 
test that was aimed at detecting Down syn-
drome, trisomy 18, and trisomy 13, as well as 
selected sex aneuploidies. Their method 
relies on comparing target chromosome 
results with (a) specifi c comparison 
chromosome(s). For example, the chromo-
some 21 counts are compared against counts 
from chromosome 9. The comparator 
chromosome(s) was/were chosen based on 
minimizing the variances of the ratio over 
runs. This approach may reduce variability, as 
the comparator chromosome may be similar 
in GC content to the chromosome of inter-
est. The mean and standard deviation of 
these ratios in known euploid pregnancies 
can then be used to assign a “normalized 
chromosome value” which can be interpreted 
as a  z -score. After training, a set of 48 sam-
ples were blindly tested. On average, ten mil-
lion matched reads per patient were available 
for analysis. For Down syndrome, the detec-
tion rate was 100 % (13/13). The classifi ca-
tion method used by this group employs two 
cutoffs: results below 2.5 are considered 
euploid while those above 4.0 are considered 
trisomic. Those in between the cutoffs 
are classifi ed as “no-calls.” No false positive 
results occurred.  

Sequencing Cell Free DNA in the Maternal Circulation to Screen…  |  567



    Alternatives to Shotgun 
Sequencing 
 The previous sections focused on shotgun 
sequencing methodologies. If the testing is to 
remain focused on chromosomes 21, 18, 13, 
X and Y, then one might consider preferen-
tially amplifying targets located on these 
chromosomes as a way to reduce “unneces-
sary” sequencing time and expense. These 
next two methodologies apply targeted 
sequencing to maternal plasma DNA 
sequencing for common aneuploidies.  

    Preliminary Studies 
from Ariosa, Inc. 
 Two preliminary papers described targeted 
sequencing for common aneuploidies. One 
[ 52 ] uses the sequencing methodology with a 
simple interpretive method, while another 
[ 51 ] replaces that method with the “FORTE” 
algorithm that allows for patient-specifi c 
risks. According to this second publication 
[ 51 ] several hundred non-polymorphic loci 
were identifi ed on each chromosome of inter-
est (chromosomes 21 and 18), and a subset of 
the most predictive loci was then identifi ed 
using the training set. After normalizing the 
counts for assay and patient biases, the chro-
mosome 21 results were compared to the 
chromosome 18 results (under the assump-
tion that no fetus will be trisomic for both 
chromosomes). The result was expressed as a 
normalized  z -score. The  z -score was then 
transformed into a risk by multiplying a prior 
risk for Down syndrome (based on mother’s 
age) and a likelihood ratio derived from the 
overlapping distributions of  z -scores in 
affected and unaffected pregnancies, after 
accounting for fetal fraction. The test set con-
sisted of samples from 123 euploid and 36 
Down syndrome pregnancies. Some cases 
were collected after invasive testing and the 
control pregnancies were women at low risk 
of aneuploidy. Some samples were collected 
in the third trimester. All 36 cases were iden-
tifi ed (100 % detection rate) and no false 
positive results occurred (0 % false positive 
rate). There were no failures. Similar results 
were reported using only the  z -score [ 52 ].  

    Preliminary Proof-of-Concept 
Study from Natera, Inc. 
 The methodology behind this publication 
[ 62 ] relies on a highly multiplexed PCR 
reaction that amplifi es thousands of single 
nucleotide polymorphisms on chromosomes 
13, 18, 21, X, and Y. Testing of the plasma is 
supplemented by maternal genotyping of the 
same SNPs using the sample’s buffycoat. A 
complex matrix of potential genotypes based 
on crossover frequencies, source of the extra 
chromosome, single nucleotide polymor-
phism (SNP) copies (mono, di, and tri), and 
fetal fraction are modeled and the paired 
genotypes fi tted using a Bayesian maximum 
likelihood method. The most likely model is 
the sum of the likelihoods and is reported as 
an accuracy score (from 0 to 100 %). The 
algorithm is capable of incorporating the 
paternal genotype as well, if available. A total 
of 161 samples were collected, most between 
9 and 25 weeks of gestation. Most aneuploi-
dies were collected after invasive testing. 
Some euploid samples were collected prior 
to confi rmatory invasive testing, but many 
were simply assumed to be euploid. Both 
maternal and paternal genotypes were avail-
able for analysis. Overall, 20 samples (12 %) 
failed quality parameters, many with low 
fetal fractions. Among the remaining sam-
ples, 11 Down syndrome cases were correctly 
identifi ed (100 % detection rate) and all of 
the control samples were negative (0 % false 
positive rate).  

    Summary of Proof-of-Concept 
and Preliminary Examination 
of Laboratory Developed Tests 
 These preliminary studies all had important 
weaknesses including small sample sizes, sam-
ples taken at gestational ages not relevant for 
screening, samples taken after (rather than 
before) an invasive procedure, a limited range 
of abnormalities and the need for training sets 
of known euploid pregnancies. However, they 
all provide important information regarding 
required elements for such testing. Clearly, 
samples with low fetal fraction will be 
more diffi cult to interpret correctly, the total 
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number of matched reads will be important, 
and there will be variability in how results are 
interpreted (two or three categories, or a risk 
assessment).   

    Down Syndrome Screening: 
Clinical Validation Studies 
in the USA  

 This section focuses on clinical validity stud-
ies which require that a locked down assay be 
blindly tested by an external group. The focus 
is on Down syndrome test performance. 
Other aneuploidies that may have been part 
of the reports will be discussed in a later 
section. 

    Shotgun Sequencing/Counting: 
Sequenom, Inc. 
 A large external validation study funded by 
Sequenom, Inc. relied on sample collection at 
27 prenatal diagnostic centers around the 
world [ 45 ]. The study was administered by an 
academic center at Women & Infants Hospital, 
Providence, RI. Although this fi rst report 
focused on Down syndrome, all testing relat-
ing to this sample set (including trisomy 18, 
trisomy 13, sex aneuploidies, and twins) was 
completed during a single 10 week time 
period. In total, 4,664 “high risk” pregnancies 
were sampled and outcomes from invasive 
testing sought. The median maternal age was 
37 years, with all samples collected between 
nine and 21 completed weeks’ gestation. A 
total of 212 cases (105 fi rst trimester and 107 
second trimester) were tested, matched 7:1 
(controls:cases) with known euploid samples 
(1,484 controls). The standard operating pro-
tocol had been published earlier [ 23 ]. A posi-
tive test was defi ned as having a  z -score at or 
above 3 while those falling below were nega-
tive. When no  z -score was assigned, the test 
was considered to have failed. Among the 212 
cases tested, 209 were positive (detection 
rate 98.6 %, 95 % confi dence interval (CI) 
95.9–99.7 %). Among the 1,471 controls 
with successful testing, three were positive 
(false positive rate 0.2 %, 95 % CI <0.1–
0.6 %). There were 13 test failures (0.9 %, 

95 % CI 0.5–1.5 %), all of which occurred 
among the euploid samples. Further exami-
nation indicated that routine adjustment for 
GC content of chromosome 21 would have 
improved performance with only two false 
negatives (detection rate 99.1 %) and one 
false positive (false positive rate 0.1 %). This 
is the only study to date that validated test 
results against an academic laboratory and 
provided information regarding throughput.  

    Shotgun Sequencing/Selective 
Comparison: Verinata 
 An external validation study funded by 
Verinata, Inc. [ 6 ], utilized the same basic 
methodology, but there were important 
changes from the earlier report [ 50 ]. New 
reference data for both the comparator chro-
mosome and the referent ratio distribution 
parameters were derived from 110 known 
euploid samples. Data handling, blinding and 
interpretation were handled by two clinical 
research organizations. Among a cohort of 
2,882 enrolled pregnancies from 60 prenatal 
diagnostic sites in the USA, 532 samples from 
singleton pregnancies were selected for test-
ing, including 90 non-mosaic Down syn-
drome cases and 311 euploid controls (an 
additional 131 samples had trisomy 18, tri-
somy 13, and Turner syndrome and have been 
excluded from the present analysis). Among 
the 532 samples, 16 (3.0 %) had insuffi cient 
fetal DNA for sequencing, resulting in a test 
failure. One case and six control samples 
(7/401 or 1.7 %) were “no-calls.” Among the 
remaining samples, all (89/89) Down syn-
drome cases were detected (100 %, 95 % CI 
96.4–100 %). There were no false positives 
among the 404 control samples (0 %, 95 % CI 
0.0–0.9 %).  

    Targeted Sequencing/Counting: 
Ariosa Diagnostics 
 An external validation study funded by Ariosa 
Diagnostics [ 41 ] recruited patients from three 
countries. Test results and clinical data were 
merged by a clinical research organization. 
Among a cohort of 4,002 women, 3,228 sam-
ples from singleton pregnancies were eligible 
for testing. This included 94 samples from 

Sequencing Cell Free DNA in the Maternal Circulation to Screen…  |  569



Down syndrome pregnancies and 2,888 sam-
ples from euploid pregnancies. Overall, 148 
samples (4.6 %) were excluded due to low 
fetal fraction and/or assay failure. Among the 
remaining samples, 81 of 81 Down syndrome 
cases were detected (100 %, 95 % CI 95.6–
100 %). There was one false positive (<0.1 %, 
95 % CI <0.1–0.2 %). This study also reported 
performance in trisomy 18 pregnancies. 

 A second external validation study[ 3 ] was 
performed using stored samples collected 
prior to CVS. A total of 300 euploid and 50 
Down syndrome samples were tested. Three 
euploid samples failed (1 %). All Down syn-
drome cases were positive and all euploid 
pregnancies were negative. Trisomy 18 sam-
ples were also tested.  

    Targeted Sequencing/
Genotyping: Natera 
 The Natera laboratory-developed test contin-
ues to evolve. The external validation study 
[ 40 ] included more SNPs (19,488) compared 
to the previous publication [ 62 ], which used 
10,000 SNPs. In addition, the algorithm for 
interpretation changed. Based on this, some 
argue that this should also be considered a 
preliminary study, but there was a clear exter-
nal independent challenge of this updated 
version. A total of 242 singleton pregnancies 
provided samples prior to having CVS. Both 
the buffycoat and plasma were tested, with 
13 test failures (5.4 %), including two Down 
syndrome and 11 euploid pregnancies. Among 
the remaining pregnancies, all 25 Down syn-
drome cases were detected (100 %, 95 % CI 
86–100 %), with no false positives among the 
remaining 192 euploid pregnancies (0 %, 
95 % CI 0–1.9 %). The study also reported 
performance in a small number of trisomy 18, 
trisomy 13, and Turner syndrome pregnan-
cies. It also included a single case of triploidy.  

    Summary of Commercial 
Laboratory-Developed 
and Externally Validated Tests 
for Down Syndrome 
 The four commercial laboratory-developed 
and externally validated tests [ 3 ,  6 ,  40 ,  41 , 
 45 ] all had high Down syndrome detection 

(Table  32.2 ). The largest study, of 212 cases, 
reported a detection rate of 98.6 %, and all 
cases had a reported result. The detection rate 
for the four additional studies had 100 % 
detection rates, but three of these four did 
not report results for one or more cases. This 
highlights a potential philosophical differ-
ence among these approaches. Is it better to 
fail to make a call than to fail the call you 
make? Considering that these are screening 
tests, it is well understood that they are not 
expected to always be correct. It is for this 
reason that conventional serum/ultrasound 
based screening tests for Down syndrome 
report results in risk, rather than Yes/No or 
Positive/Negative. Usually, screening tests 
have very low failure rates. When testing 
maternal plasma DNA, it will not be possible 
to assign a result to every sample, especially 
when the fetal fraction is very low (e.g., <2 or 
<3 %). In contrast, diagnostic tests are 
designed to minimize incorrect calls by iden-
tifying borderline results and reporting them 
as being “in the grey zone” or “no-call.” 
Diagnostic tests also aim to minimize failures, 
as they are intended to be the “gold standard” 
result. In the long run, some of these 
laboratory- developed tests will improve their 
detection and false positive rates, while others 
will aim at reducing their failure rates. 
Together, they demonstrate that the various 
available methods performed very well, but 
each had strengths and weaknesses.

        Other Disorders Currently 
Detected by Maternal 
Plasma DNA Testing  

    Trisomy 18 and Trisomy 13 
 Trisomy 18 and 13 are more diffi cult to detect 
than Down syndrome. The GC content of 
these chromosomes makes the counting tech-
niques more challenging [ 16 ,  24 ]. This prob-
lem can be addressed by improvements in the 
sequencing chemistry [ 16 ] and through bio-
informatics [ 13 ]. In addition, it now appears 
that the fetal fractions may also be lower in 
trisomy 18 pregnancies due to a smaller pla-
centa, resulting in more test failures and 
reduced average separation between euploid 
and trisomy 18 scores. 
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 Among the external validation studies 
summarized in Table  32.2  [ 3 ,  4 ,  6 ,  40 ,  41 ,  45 ] 
all now have publications regarding the detec-
tion of trisomy 18 and trisomy 13 (Table  32.3 ). 
Overall, the trisomy 18 detection rate is 
97.3 % (95 % CI 93.9–99.1 %) with a false 
positive rate of 0.1 % (95 % CI <0.1–0.3 %). 
However, nine additional trisomy 18 samples 
in these fi ve studies failed testing or were 

considered a no-call, resulting in a failure rate 
of 5.6 %.

   Most of those studies also included tri-
somy 13. One publication has been added. 
Overall, the trisomy 13 detection rate is 84 % 
(95 % CI 68.0–93.8 %) with a false positive 
rate of 0.5 % (95 % CI 0.3–0.8 %). This is 
likely to be an overestimate. One study [ 45 ] 
is responsible for 16 of the 21 false positive 

    Table 32-2     Comparison of Published External Clinical Validation Studies for Down 
Syndrome Screening   

 Characteristic 
 Palomaki 
et al. [ 45 ] 

 Ashoor 
et al. [ 3 ] 

 Bianchi 
et al. [ 6 ] 

 Norton 
et al. [ 41 ] 

 Nicolaides 
et al. [ 40 ] 

 Published  11/2011  4/2012  5/2012  8/2012  6/2013 

 Testing performed by  Sequenom, 
Inc. 

 Ariosa 
Diagnostics 

 Verinata  Ariosa 
Diagnostics 

 Natera, Inc. 

 Study design  Nested case/
control 

 Nested case/
control 

 Nested case/
control 

 Cohort high 
risk 

 Cohort high 
risk 

 Multiplexing  4  96  2  96  96 

 Down syndrome  212  50  90  81  27 

 Euploid/other  1,484  300  311  2,888  215 

 Illumina platform  HiSeq 2000  NR  HiSeq 2000  NR  NR 

 Matched counts (×10 6 )  16  ~1  14  ~1  9 

 CLIA certifi cation  Yes  NR  NR  NR  NR 

 Throughput (samples/
week) 

 235  NR  NR  NR  NR 

 Average maternal age 
(years) 

 37  35  35  34  36 

 Average GA (range)  15 (9–21)  12 (11–13)  15 (8–22)  17 (10–39)  13 (11–13) 

 Trimester % (fi rst/
second/third) 

 50/50/0  100/0/0  31/69/0  25/58/7  100/0/0 

 Testing failures (%)  13/1,697 (0.8)  1/400 (0.7)  16/532 (3.0)  148/3,228 (4.6)  13/242 (5.4) 

 Classifi ed as “No-call” 
(%) 

 0  0  7/532 (1.3)  0  0 

 Detection rate (%)  209/212(98.6)  50/50 (100)  89/89 (100)  81/81 (100)  25/25 (100) 

 Cases not called a   0/212 (0.0)  0/50 (0.0)  1/90 (1.1)  3/84 (3.6)  2/27 (7.4) 

 False positive rate (%)  3/1,471 (0.2)  0/300 (0.0)  0/311(0.0)  1/2,887 (<0.1)  0/204 (0.0) 

 Collection tube  EDTA 
(purple) 

 EDTA 
(purple) 

 ACD 
(yellow) 

 BCT (mottled)  BCT 
(mottled) 

 Plasma volume  >3.5 mL × 2  0.5 mL × 4  >7 mL  8–10 mL  8–10 mL 

 Median fetal fraction 
(%) 

 13  NR  NR b   11  NR 

   GA  gestational age 
  a Not detected due to test failure, or result classifi ed as “no-call” 
  b Test does not routinely include a fetal fraction estimate  
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results. In that study, a  z -score cutoff of 3.0 
was used, but the lowest detected case had a 
 z -score of 7, while all but three controls had a 
 z -score below 5. That laboratory now uses a 
higher  z -score cutoff for both trisomy 18 and 
trisomy 13. There were two more trisomy 13 
cases that failed testing or were considered a 
no-call, for a total failure rate of 5 %.  

    Sex Aneuploidies and Fetal Sex 
 In order to identify the common sex aneu-
ploidies, it is necessary to fi rst identify fetal 

sex. Many of the same cohorts used in these 
external validation studies examined the 
potential to identify the more common sex 
aneuploidies as well as to identify fetal sex. 
Table  32.4  provides data from the three stud-
ies reporting sex aneuploidies [ 6 ,  36 ,  40 ]. By 
far the most common sex aneuploidy is 
Turner syndrome (45X). Turner syndrome is 
over-represented because it is far more com-
mon in the fi rst trimester than at term, due to 
spontaneous loss, and many of these studies 
focus on fi rst trimester samples. More impor-
tantly, many enrolled women were identifi ed 
as “high risk” because of increased nuchal 

   Table 32-3     Detection and False Positive Rates for Trisomy 18 and Trisomy 13 in 
External Validation S tudies   

 Study  Test 
 T18 
DR (%) 

 T18 
FPR (%) 

 T18 
failed (%) 

 T13 
DR (%) 

 T13 
FPR (%) 

 T13 
failed (%) 

 Palomaki 
et al. [ 45 ] 

 Sequenom  59/59 (100)  5/1,688 (0.3)  3/62 (4.8)  11/12 (92)  16/1,688 
(0.9) 

 0/12 (0) 

 Ashoor 
et al. [ 3 ] 

 Ariosa  48/50 (96.0)  0/300 (0.0)  0/50 (0.0)  –  –  – 

 Bianchi 
et al. [ 6 ] 

 Verinata  35/37 (94.6)  1/461 (0.2)  2/39 (5.1)  11/14 (79)  3/488 (0.6)  2/16 (13) 

 Norton 
et al. [ 41 ] 

 Ariosa  37/38 (97.4)  2/2,888 (0.1)  4/42 (9.6)  –  –  – 

 Ashoor 
et al. [ 4 ] 

 Ariosa  –  –  –  8/10 (80)  2/1,939 
(0.1) 

 0/10 (0) 

 Nicolaides 
et al. [ 40 ] 

 Natera  3/3 (100)  0/192 (0.0)  0/3 (0.0)  1/1 (100)  0/192 (0.0)  0/1 (0) 

 All  Any  182/187 
(97.3) 

 8/5,509 (0.1)  9/196 
(5.6) 

 31/37 (84)  21/4,307 
(0.5) 

 2/39 (5) 

   T18  trisomy 18,  T13  trisomy 13,  DR  detection rate,  FPR  false positive rate  

   Table 32-4     Detection and False Positive Rates for Sex Chromosome Aneuploidies in 
External Validation Studies   

 Study 

 Turner syndrome 
(45,X) 

 Triple X syndrome 
(47,XXX) 

 Klinefelter syndrome 
47,XXY  47,XYY 

 DR (%)  Fail  DR (%)  Fail  DR (%)  Fail  DR (%)  Fail 

 Bianchi et al. 
[ 6 ] 

 15/16 (94)  4  3/4 (75)  0  2/2 (100)  0  3/3 (100)  0 

 Nicolaides 
et al. [ 40 ] 

 2/2 (100)  0  –  –  –  –  –  – 

 Mazloom et al. 
[ 36 ] 

 17/18 (94)  3  1/1 (100)  0  5/5 (100)  0  2/2 (100)  1 

 All  34/36 (94)  7  4/5 (90)  0  7/7 (100)  0  5/5 (100)  1 

   DR  detection rate  
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translucency. In early pregnancy, a large 
nuchal translucency can also be an indication 
of non-immune fetal hydrops, which is 
strongly associated with Turner syndrome. Of 
the 36 cases of Turner syndrome with a DNA 
interpretation, 34 were detected. However, 
seven additional cases of Turner syndrome 
were tested, but either the test failed, or the 
result was inconclusive. There were far fewer 
cases of triple X syndrome (47,XXX), 
Klinefelter syndrome (XXY), and XYY syn-
drome, but most were detected.

   Table  32.5  shows the ability of those same 
tests to correctly identify fetal sex. Usually, Y 
chromosome counts are used to identify 
males, with quantifi cation of both X and Y 
counts to determine aneuploidy, once fetal 
sex is determined. The SNP methodology 
used in one study [ 40 ] relies on matching 
expected SNP genotypes with models defi n-
ing what a sex aneuploidy might look like. 
Overall, the sex aneuploidy detection rate for 
males is higher than for females. All methods 
have an important proportion of samples that 
fail testing or for which no clinical call is 
made (range 6.3–17 % for males and 2.3–
6.3 % for females).

       Mosaicism 
 Identifying fetuses with mosaicism for fetal 
aneuploidies will be more diffi cult than for 
complete aneuploidy. An additional compli-
cation is that the ccfDNA methods rely on 
fetal DNA derived from the placenta and, 
therefore, confi ned placental mosaicism could 
be identifi ed even if the fetal chromosomes 
are normal. This issue also complicates the 

interpretation of CVS test results. To help 
understand screening for mosaicism, consider 
the effective fetal fraction when a mosaicism 
for chromosome 21 is 50 % and the fetal frac-
tion is 10 %. The mosaicism would indicate 
that about half of the fetal DNA would be 
derived from cells with three chromosomes 
21 and half from euploid cells. Thus, the 
effective fetal fraction is only 5 %. This com-
putation is complicated by the potential het-
erogeneity of the placenta, which would be 
diffi cult to quantify. In many instances, a low 
rate of mosaicism combined with an average 
or below average fetal fraction would result in 
a negative test result. 

 One study [ 6 ] reported on three mosaic 
karyotypes involving the common trisomies. 
Two were mosaic for chromosome 21 (29 %, 
44 % mosaicism) and one for trisomy 18 
(89 % mosaicism). No test results or fetal frac-
tions were reported, but all three were 
reported as being detected. A second study 
[ 12 ] identifi ed fi ve relevant mosaic karyotypes 
involving chromosomes 21, 18 and 13. The 
median fetal fraction was 13 % (range 6–23 %), 
and mosaicism ranged from 10 to 50 %. The 
effective fetal fractions ranged from 0.6 to 
10 %. As expected, the two mosaics with very 
low effective fetal fractions were identifi ed as 
euploid, while one of the two with effective 
fetal fractions around 5 % was detected. The 
lone sample with a high effective fetal fraction 
of 10 % (45 % mosaicism × 23 % fetal fraction) 
was a trisomy 18 mosaic superimposed on a 
full trisomy 21 karyotype. The result was posi-
tive for Down syndrome, but the  z -score for 
chromosome 18 was unremarkable. 

 In summary, maternal plasma DNA testing 
in its current implementation will likely 

   Table 32-5    Identifi cation of Fetal Sex in External Validation Studies   

 Study 

 Males  Females 

 Called (%)  No-call (%)  FP (%)  Called (%)  No-call (%)  FP (%) 

 Bianchi 
et al. [ 6 ] 

 184/184 (100)  39 (17)  1/233 (0.4)  232/233 (99.6)  7 (2.9)  0/184 (0.0) 

 Nicolaides 
et al. [ 40 ] 

 103/103 (100)  7 a  (6.4)  0/89 (0.0)  89/89 (100)  6 a  (6.3)  0/103 (0.0) 

 Mazloom 
et al. [ 36 ] 

 191/192 (99.5)  13 (6.3)  4/172 (2.3 %)  167/172 (97.1)  4 (2.3)  1/192 (0.5) 

 All  478/479 (99.8)  59 (11.0)  5/494 (1.0 %)  488/494 (98.8)  17 (3.3)  1/479 (0.3) 

   a There were 13 no-calls, but the fetal sex was not provided.  FP  false positives  
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 identify most high level mosaicism when the 
fetal fraction is average or above. However, it 
will likely not identify most of the lower level 
mosaicism, especially when the fetal fraction 
is below average. In the future, deeper 
sequencing would likely allow for a higher 
proportion of mosaic pregnancies to be iden-
tifi ed. As with all positive ccfDNA testing for 
aneuploidy, any woman with a positive test 
result should be offered an invasive proce-
dure to allow for a defi nitive diagnosis.   

    Testing in Specifi c 
Subgroups  

    IVF Pregnancies 
 Many studies explicitly exclude pregnancies 
achieved by in vitro fertilization (IVF), 
whereas others did not document IVF status 
during enrollment. One study [ 6 ] initially 
reported that 17 of 38 IVF pregnancies had 
chromosomal abnormalities (all correctly 
identifi ed) and that 21 were euploid (all cor-
rectly identifi ed). No mention was made of 
the fetal fraction in this population or 
whether the normalized chromosome value 
(similar to a  z -score) differed from non-IVF 
pregnancies. 

 A more comprehensive study by our group 
[ 31 ] identifi ed a subset of 632 tested women 
from seven enrollment sites that had infor-
mation available about the use of assisted 
reproductive technologies (ART). Among 
euploid pregnancies, the 33 ART pregnancies 
did not differ from the 599 naturally con-
ceived pregnancies in gestational age, mater-
nal weight, maternal age, total ccfDNA, fetal 
ccfDNA or fetal fraction. As expected, the 
mean chromosome 21  z -score was close to 0 
(–0.13) in the naturally conceived pregnan-
cies, but was signifi cantly ( p  = 0.048   ) higher 
among the ART pregnancies. Both the chro-
mosome 18 and chromosome 13 average 
 z -scores were also elevated, but only the chro-
mosome 18  z -score was statistically signifi -
cant ( p  = 0.0032). No differences in 
demographic or fetal fraction measurements 
occurred among the 10 ART and 63 naturally 
conceived Down syndrome pregnancies. 
However, the average chromosome 21  z -score 
for the ART cases was lower (8.7 versus 11.4, 

 p  = 0.14). This is an intriguing fi nding, given 
that these women seek alternatives to inva-
sive testing that maternal plasma DNA test-
ing provides, but these fi ndings need to be 
confi rmed.  

    Twin Pregnancies 
 Multiple gestations are now more common 
due to ART, with a current twin pregnancy 
rate of 1:30 in the USA (  http://www.dd.gov/
nchs/fastats/multiple.htm    ). Twin pregnancies 
discordant for a trisomy would likely be more 
diffi cult to classify correctly, as perhaps half 
of the fetal fragments would be derived from 
the placenta associated with the euploid 
fetus. Thus, at a fetal fraction of 10 %, a dis-
cordant twin pregnancy may have an effec-
tive fetal fraction of only 5 %. When the twins 
are concordant for a trisomy, it is likely that 
testing will have similar performance to that 
in singleton pregnancies. 

 The largest group of affected multiple 
gestations was analyzed by shotgun sequenc-
ing [ 10 ]. In that study, 17 euploid twin preg-
nancies, fi ve discordant and two concordant 
for Down syndrome, and one discordant for 
trisomy 13 were tested. The fi rst fi nding was 
that the fetal fraction for the pregnancy 
(estimated by using multiple differentially 
methylated markers) was signifi cantly higher 
than for pregnancies with a single fetus (geo-
metric mean 18.1 and 13.4 %, respectively). 
This may be due to a higher placental mass 
in twin pregnancies. All affected twin preg-
nancies were well above the  z -score cutoff of 
3.0 and all euploid twin pregnancies were 
under 3.0. 

 A second study [ 54 ] of 84 multiple gesta-
tions (75 twin pregnancies) correctly identi-
fi ed the two affected pregnancies (one 
discordant for Down syndrome and one con-
cordant for trisomy 18). No false positives 
occurred. This group then indirectly esti-
mated the fetal fraction per male fetus and 
found an estimated average of 12.6 % per 
euploid twin pregnancy compared to 12.2 % 
in singleton euploid pregnancies. One group 
[ 50 ] tested fi ve twins (four in the training set 
and one in the test set). All were correctly 
classifi ed, including one concordant, and one 
discordant, for Down syndrome. No informa-
tion on fetal fraction was reported. 
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 A related study [ 49 ] used deep sequencing 
(350- to 800-fold) of SNPs located in tar-
geted regions in both maternal DNA and 
plasma DNA. The authors then compared 
the ratio of minor to major allele, for SNPs at 
which the mother was homozygous. In this 
way, zygosity of the twin pregnancy was iden-
tifi ed. Using this model, they confi rmed in 
dizygotic twins that roughly 50 % of the fetal 
fraction relates to each fetus, but that fraction 
varied considerably (40, 62, 67, and 56 % of 
the total fetal fraction for the four samples). 
The authors suggested that determining the 
zygosity and, when the fetuses are dizygotic, 
determining the contribution of each fetus to 
the fetal fraction would be helpful in deter-
mining the reliability of test results.   

    Future Enhancements/
Improvements  

    Will ccfDNA Testing Ever 
Be Diagnostic for Common 
Aneuploidies? 
 ccfDNA testing is still in its infancy, and 
much will be learned over the next few years 
as more samples are tested. Both sensitivity 
and specifi city are expected to improve, and 
the range of fetal disorders identifi ed will 
grow. However, all of these ccfDNA tests are 
using DNA of placental origin. Thus, these 
tests will “karyotype” the placenta but not the 
fetus, and will therefore not be as accurate as 
a second trimester amniocentesis and diag-
nostic testing via karyotype or aCGH array. In 
addition, there will likely always be infre-
quent causes of false positive test results. 
Recently, a false positive test result has been 
reported in association with a maternal can-
cer [ 43 ]. Because this result was positive for 
both chromosomes 13 and 18, it was viewed 
with suspicion from the outset. However, it 
demonstrates that false positive test results 
will continue to occur. Another example 
shows the problems with interpreting other 
autosomal chromosomes, a common practice 
for laboratories located in China. In that 
study [ 17 ], a trisomy 22 was identifi ed in a 
second trimester ccfDNA test. Since trisomy 

22 is uncommon this late in pregnancy, the 
potential for a confi ned placenta mosaicism 
must be considered. A subsequent test con-
fi rmed the results. The woman did not want 
an invasive procedure and delivered a healthy 
baby. Three placenta samples were karyotype 
and each confi rmed the trisomy 22 fi nding. 
Other rare reasons for false positive fetal 
results have also been reported [ 47 ]. Thus, for 
the foreseeable future, amniocentesis and 
diagnostic testing should be offered to all 
women with a positive test result.  

    Detection of Smaller Deletions/
Duplications 
 Several groups have already shown the ability 
to identify deletions and duplications using 
ccfDNA [ 29 ,  48 ,  54 ]. All of these required 
deeper sequencing and/or adding targeted 
areas for sequencing. Ongoing research 
regarding aCGH [ 61 ] is helping to defi ne 
which deletions/duplications are pathogenic 
and which are benign. If testing is not tar-
geted to specifi c known duplications/dele-
tions, the issue of variants of unknown clinical 
signifi cance will be faced. Routine prenatal 
screening should not include strategies for 
identifying variants of unknown signifi cance. 
Validation of laboratory-developed tests for 
these disorders will be diffi cult, given the rel-
atively rare nature of each. One can antici-
pate that in the very near future, a 
ccfDNA-based clinical screening test offers 
the identifi cation of select deletion/duplica-
tion syndromes.  

    Exome/Genome Sequencing 
of the Fetus 
 Research groups have applied multiple methods 
allowing for whole-exome/whole-genome 
sequencing of the fetus [ 25 ,  30 ,  34 ]. At this 
time, the resources needed to undertake such 
an effort far outweigh any direct benefi t of 
this technology. However, if such testing 
becomes more common place among adults, 
and the technology becomes less expensive, 
there will likely be pressure and interest to 
perform such testing in the prenatal setting.   
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    Outstanding 
Implementation Issues  

    Testing in the General Population 
 All of the studies with complete ascertain-
ment of fetal status have occurred in a “high 
risk” population. This results from the avail-
ability of a karyotype (or in some instances a 
FISH or aCGH study) after an invasive pro-
cedure, such as an amniocentesis or CVS. Such 
procedures carry a small, but important risk 
of miscarriage related to the procedure and 
would not be suitable for use in a general 
population. Because of this, several profes-
sional organizations [ 2 ,  5 ,  21 ,  27 ,  32 ] have 
suggested that ccfDNA testing cannot be 
applied in a general pregnancy population 
due to lack of suffi cient information. 

 Several groups have addressed the issue of 
whether there are any known factors that 
might indicate that the sensitivity/specifi city 
of ccfDNA testing of maternal plasma might 
differ in a general population versus a high 
risk population. Table  32.6  lists potential dif-
ferences in these two populations, along with 
studies that provided relevant information.

   There are, however, certainly other impor-
tant differences between offering the test in a 
high risk setting versus a general population 
setting. Women classifi ed as being at high risk 
have already been screened positive (e.g., by a 
question like “How old are you,” an abnormal 
ultrasound study, or a positive family history). 
They are aware of their risk status and are 
likely to be referred to trained counselors. In 
this setting, they can be provided additional 
information and have their questions 
answered. In addition, most screen positive 
women have Down syndrome risks in the 
range of 1:250–1:10. Only a very small pro-
portion might have risks exceeding 1:1 
(50 %). This allows for more objective 
decision- making by focusing on the fact that 
a 1:100 risk means that 99 of 100 outcomes 
are not Down syndrome. Thus, the high risk 
group has more access to information at a 
“teachable moment” without extreme risks 
that may complicate decision-making. 
Contrast this with a woman in the general 
population being offered ccfDNA testing. 
This is one of many options and she is unlikely 
to be focused on the potential impact of the 
testing results. If the woman were to be screen 

   Table 32-6     Potential Differences Between a “High Risk” Population and a General 
Population that might Impact ccfDNA Test Performance   

 Factor  Potential impact  Findings 

 Prevalence  A high risk population will 
have a higher prevalence 
of the disorder 

 Although true, the higher prevalence, by itself, will not 
impact the sensitivity and specifi c of the test. However, 
the predictive values (both positive and negative) will 
change depending on prevalence. However, this change is 
well described and screening programs deal with varying 
prevalence in current practice 

 Fetal fraction  A high risk population may 
have a higher fetal 
fraction leading to higher 
sensitivity 

 After review of many factors (e.g., maternal age, abnormal 
ultrasound fi ndings, serum marker levels), only maternal 
weight and some serum markers may differ. The impact 
is likely to be very small and is sometimes in the wrong 
direction (low PAPP-A associated with low fetal fraction 
would reduce performance in high risk, but not low risk 
settings) [ 4 ,  9 ,  39 ,  40 ,  45 ] 

 Maternal age  A high risk population is 
older and this could 
impact test performance 

 The only known predictor of improved test performance is 
increasing the fetal fraction. Maternal age alone does not 
directly impact the test’s fi nal measure (e.g.,  z -score) [ 4 , 
 9 ,  45 ] 

 Other test 
indications 

 Those with a positive family 
history or abnormal US 
might be easier to detect 

 All studies stratifying results by indication fi nd no 
differences in detection or false positive rate or, when 
examined, the test statistics such as  z -score [ 4 ,  9 ,  45 ] 

   US  ultrasound studies  
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positive on this test, her risks will be very 
high compared to current group of “high risk” 
women. For women with a positive test for 
chromosome 21, the group risk may be 1:1 or 
even higher. This will almost certainly create 
tremendous anxiety that must be dealt with 
by the care providers quickly. It is also likely 
to put the couple in a diffi cult position to 
make decisions due to the very high assigned 
risk. It might also be confusing as to whether 
this is a diagnostic or screening test. Despite 
these concerns, this near diagnostic perfor-
mance is no different than that provided by 
most newborn screening tests and many other 
genetic testing for inherited diseases. The 
keys to appropriate patient care are a well- 
informed cadre of health care providers, edu-
cational materials for patients, and a program 
in place to provide comprehensive care to the 
women with screen positive results.  

    Educational Materials 
 As part of the introduction of any new pre-
natal screening test, education of the provid-

ers and patients is of paramount importance. 
Each of the laboratories currently offers both 
provider and patient information on their 
Web sites (  www.ariosadx.com    ,   www.natera.
com    ,   www.sequenomcmm.com    , and   www.
verinata.com    ). Several professional organiza-
tions have recommended specifi c content 
that should be covered in patient materials 
[ 2 ,  5 ,  21 ,  27 ,  32 ]. This content is covered in 
Table  32.7 . None of the patient materials 
currently available from the commercial 
companies include all of the recommended 
content.

       External Profi ciency Testing 
 Developing and validating a laboratory devel-
oped next-generation sequencing test for 
ccfDNA to identify common aneuploidies is 
an expensive and time consuming undertak-
ing requiring signifi cant expertise and infra-
structure. The fi eld is also complicated by 
intellectual property issues. These issues are 
likely the factors limiting many high com-
plexity laboratories from offering similar 

   Table 32-7     Recommended Content for Patient Educational Material as Suggested by 
Professional Organizations   

 ACOG  ISPD  SOGC  NSGC  ACMG  Recommended content 

 X  Provides an introductory statement about the 
purpose of testing 

 X  Contains accurate and up-to-date information 
about the possible test results 

 X  X  Contains accurate and up-to-date information for 
available follow-up testing 

 X  X  X  X  X  Stresses the implications of a positive DNA test 
result 

 X  X  X  X  X  Explains that false positive results can occur and 
that there is a need for confi rmatory testing 

 X  X  States that high Down syndrome risks will occur 
with positive DNA test results 

 X  X  Explains the potential stress associated with the 
extended wait for test results 

 X  X  X  Contains information that the test results may not 
be informative for some patients 

 X  X  X  X  X  Provides information that amniocentesis/chorionic 
villus sampling would still be indicated in order 
to diagnose other disorders that the DNA test is 
not designed to detect 

   ACOG  American Congress of Obstetricians and Gynecologists,  ISPD  International Society of Prenatal Diagnosis, 
 SOGC  Society of Obstetricians and Gynecologists of Canada,  NSGC  National Society of Genetic Counselors, 
 ACMG  American College of Medical Genetics and Genomics  
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 testing option. External profi ciency testing of 
these tests is needed to help ensure reliability 
and quality, and to help harmonize the prac-
tice surrounding testing. It will be challenging 
to support an external profi ciency testing 
program with only 5–10 laboratories world-
wide. Creation and distribution of manufac-
tured samples needs to be examined and 
piloted, and a formal profi ciency testing pro-
gram, coupled with laboratory inspections, 
are the best option for ensuring consistent 
and high quality testing.   

    Conclusions 

 The fi nding of ccfDNA in maternal plasma in 
1997 [ 35 ] provided a potential path to the 
long-awaited noninvasive prenatal diagnostic 
test. However, the technology to allow for 
such a test was not readily available until a 
decade later. Once the technology was avail-
able, pilot trials began to show the feasibility 
of multiple methods to identify common 
aneuploidies. These were followed by larger 
external validation trials that confi rmed very 
high sensitivity and specifi city. Currently, four 
commercial companies in the USA have labo-
ratory developed tests for clinical use. Within 
1 year from the launching of the fi rst com-
mercial test, the American College of 
Obstetricians and Gynecologists recom-
mended that ccfDNA testing be offered to 
high risk women as a secondary screening test 
prior to invasive diagnostic testing [ 2 ]. These 
tests are rapidly improving and expanding 
from common trisomies to fetal sex and com-
mon sex aneuploidies. It is expected that this 
expansion will continue into deletion/dupli-
cation syndromes and perhaps, in the farther 
future, whole fetal exome or genome testing. 
This is not to say that ccfDNA testing of 
maternal plasma is without problems. The 
test is expensive (list prices from $900 to 
$2,700) and turn-around time ranges from 5 
to 14 days or more. Expansion of testing into 
the general population will be more challeng-
ing than offering testing to high risk women 
and the cost justifi cation will be more diffi -
cult, as well. However, by any measure avail-
able, these new testing options have opened a 
new era in prenatal screening for an ever wid-
ening array of fetal disorders.     
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         Introduction 

 High-throughput sequencing technology, fre-
quently referred to as next-generation 
sequencing (NGS), has demonstrated enor-
mous potential for many fi elds of pathology, 
including microbiology [ 1 ]. Various platforms, 
which differ in their sequencing chemistries, 
read lengths, and throughput capabilities, are 
currently available (reviewed in [ 2 ,  3 ]). The 
large amounts of sequencing data that such 
instruments generate (Table  33.1 ) have made 
it possible to catalogue reference genomes for 
numerous species of bacteria, viruses, and par-
asites. Additionally, this sequencing informa-
tion is helping to address important questions 
about mechanisms of virulence, immune eva-
sion, antimicrobial resistance, and the spread 
of infection. However, NGS is no longer con-
fi ned to the realm of research, as technological 
advances have led to the development of 
benchtop NGS platforms that are more effi -

cient, less expensive, and easier to operate [ 4 ]. 
These advances have made NGS accessible to 
diagnostic microbiology and virology labora-
tories that already rely on molecular methods, 
including multiplex polymerase chain reac-
tion (PCR)-based assays and traditional bidi-
rectional dideoxynucleoside chain-termination 
(i.e., Sanger) sequencing, for pathogen identi-
fi cation and characterization of antimicrobial 
susceptibility. NGS approaches are particu-
larly attractive for infectious disease testing 
given their increased sensitivity compared to 
Sanger sequencing, their potential for very 
high throughput, and the ability to test mul-
tiple targets and multiple specimens in a single 
run [ 5 – 7 ].

   NGS studies of microorganisms typically 
follow one of two general strategies: targeted 
amplicon sequencing or whole-genome 
sequencing (WGS) (Fig.  33.1 ) [ 8 ,  9 ]. The fi rst 
approach uses target-specifi c primers for 
PCR- mediated amplifi cation, so that the 
genomic regions of interest are selectively 
enriched and sequenced. This method is par-
ticularly helpful when a rare variant is sought, 
e.g., a drug- resistant mutant in a primarily 
wild-type population. Sequencing of whole 
genomes, on the other hand, relies on non-
targeted library preparation, and is often per-
formed when microorganisms are unknown 
or the goal is to defi ne the genomic content 
and predict its function in the organism under 
investigation. The choice of sequencing strat-
egy often drives the selection of sequencing 
platform [ 8 ]: for example, 454 pyrosequencing 
instruments offer longer read lengths 
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(Table  33.1 ) allowing a large amplicon to be 
sequenced in a single read. On the other 
hand, platforms like Illumina and SOLiD 
have higher throughputs (Table  33.1 ) which 
makes them well suited for studies that 
require a greater sequencing depth, for exam-
ple for detection of a microorganism or resis-
tant populations whose DNA or RNA 
represents <1 % of the pool of nucleic acids in 
a clinical specimen [ 10 ,  11 ].

   Examples of these approaches in infec-
tious disease testing will be discussed below 
with particular attention to technical and 
bioinformatics challenges that specifi c diag-

nostic scenarios pose. The use of NGS in 
clinical microbiology and virology laborato-
ries is currently infrequent, though its role 
in patient management is anticipated to 
grow as standardized operational protocols 
and data analysis pipelines emerge. Because 
most studies that have used NGS in clini-
cally applicable contexts have focused on 
viruses, a greater part of this chapter will be 
devoted to discussion of genomic applica-
tions in diagnostic virology. However, the 
potential utility of NGS methods in clinical 
bacteriology and mycology will also be 
reviewed.  

      Table 33-1    Characteristics of Current High-throughput and Bench-top NGS Platforms   

 Platform 
(manufacturer) 

 Sequencing 
Chemistry 

 Avg read 
length (base 
pairs) 

 Throughput 
(per run) 

 Run 
time 
(hours) 

 Applications and 
references 

 454 GS FLX 
Titanium XL+ 
(Roche) 

 Pyrosequencing 
 (Light emission) 

 700 
 (Max 1,000) 

 700 Mb  23 h     Amplicon sequencing: 
CMV genotyping, 
Görzer et al. (2011) a  

 WGS:  Acinetobacter 
baumannii , Smith et al. 
[ 152 ] a  

 HiSeq 2500 
 (Illumina) 

 Fluorescently 
labeled 
nucleotides 

 Rapid run 
mode 

 2 × 150 
 High- 

throughput 
mode 

 2 × 100 

 150–180 Gb 

 540–600 Gb 

 40 h 

 11 days 

 Metagenomics: Human 
microbiome project a  

 WGS: Infl uenza, 
Yongfeng et al. [ 96 ] a  

 SOLiD 5500×1 
System 

 (Life 
Technologies) 

 Ligation of 8 bp 
fl uorescent 
probes 

 75 × 35 
 (Paired end) 

 10–15 Gb/
day 

 7 days  WGS:  Coccidioides 
immitis  typing, 
Engelthaler et al. [ 175 ] 

 PacBio RS 
 (Pacifi c 

Biosciences) 

 Single molecule 
real time 

 3,000 
 (Max 15,000) 

 90 min  WGS: Haitian Vibrio 
outbreak, Chin et al. 
[ 155 ] 

  Bench-top instruments  
 454 GS Junior 
 (Roche) 

 Pyrosequencing 
 (Light emission) 

 400  35 Mb  10 h  Amplicon sequencing: 
HIV drug resistance, 
Dudley et al. [ 45 ] 

 MiSeq 
 (Illumina) 

 Fluorescently 
labeled 
nucleotides 

 2 × 250  7.5–8.5 Gb  39 h  WGS: MRSA outbreak, 
Koser et al. [ 157 ] 

 Ion Torrent PGM 
Sequencer 

 Electrical 
detection of 
proton ions 

 100  1 Gb  2 h  WGS: German  E. coli  
O104 outbreak, 
Mellmann et al. [ 149 ] 

  The specifi cations of the instruments were obtained from the manufacturers’ websites and represent up-to-date 
information as of December 2012. Illustrative applications and the corresponding references are also listed 
  a These studies used older versions of the platforms than those for which specifi cations are listed. Avg = average  
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    NGS in Diagnostic Virology 

   Detection of Drug Resistance 
Mutations 
    HUMAN IMMUNODEFICIENCY VIRUS 

 The ability of human immunodefi ciency 
virus (HIV) to mutate and escape antiretro-
viral drugs is largely due to the error-prone 
nature of the RNA reverse transcriptase and 
was recognized soon after highly active anti-
retroviral therapy (HAART) became avail-
able [ 12 ]. There are also important host 
factors that facilitate emergence of drug 
resistance such as therapy non- adherence, 
although resistant variants can also be 
acquired during initial infection [ 12 ]. The 

list of drug resistance mutations (DRMs) is 
continuously expanding and includes muta-
tions that have been identifi ed by correla-
tion of genotypic variation with therapy 
failure, by phenotypic characterization of 
clinical isolates, or by in vitro passaging 
experiments [ 13 ]. Additionally, many epi-
demiologic studies have accumulated data 
on drug resistance rates in both treatment-
experienced and treatment- naïve patients, 
and it has been shown that drug resistance 
testing can predict treatment outcome [ 14 , 
 15 ]. In the context of such fi ndings, expert 
panels currently recommend genotypic test-
ing of therapy-naïve patients when they 
enter into care and therapy-experienced 
patients when they show evidence of viro-
logic failure [ 12 ,  16 ]. 

Whole-genome sequencing

fragmentation

Template DNA

Targeted amplicon sequencing

PCR enrichment

amplification
sequencing

filtering of reads
error correction

reference mapping

inferring taxonomy (16S rRNA) variant calling (DRMs)

target-specific primers

adaptors, barcodes

Library preparation

Sequencing

Data analysis

amplification
sequencing

filtering of reads
error correction

functional annotations

reference mappingremoval of human sequences
de novo assembly

end-repair
adaptor/barcode ligation

size selection

  Figure 33-1    Illustration of whole-genome sequencing (WGS) and targeted amplicon sequencing approaches for 
microorganism investigation. Template enrichment in amplicon sequencing is accomplished by using target-spe-
cifi c primers, followed by primers that are partially complementary to the target-specifi c primers ( black bars ) and 
contain sequencing adaptors and bar codes ( blue bars ). Hatched marks on the template indicate drug resistance 
mutations (DRMs) in a gene of interest ( green ). In WGS, template enrichment is accomplished by nucleic acid 
fragmentation either with enzymatic or mechanical means, followed by enzymatic treatments (end-repair) to allow 
ligation of random primers that contain sequencing adaptors and barcodes ( blue bars ). Size selection allows only 
fragments of a predefi ned length to be used for sequencing. Applications of amplicon sequencing include 16S 
ribosomal RNA (rRNA) sequencing to interrogate bacterial taxonomic diversity as well as testing for viral drug 
resistant variants. WGS is suitable for de novo genome assembly of previously uncharacterized organisms as well 
as functional profi ling by mapping to a reference sequence. Bioinformatics removal of human sequences is required 
since the nucleic acids of the organism of interest frequently constitute less than 1 % of the nucleic acid pool       
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 Traditionally, genotypic HIV drug resis-
tance testing has been performed using “pop-
ulation” or “bulk” sequencing, which involves 
Sanger sequencing of reverse transcription 
polymerase chain reaction (RT-PCR) ampli-
cons of the HIV reverse transcriptase and 
protease genes. Several genotypic interpreta-
tion systems (GIS) have been developed that 
can facilitate downstream sequence analysis 
[ 17 – 19 ], which includes comparison of the 
subject sequence to a reference sequence, 
assignment of nucleotide and amino acid 
changes, query against a database of known 
DRMs, and drug resistance score calling. Such 
automated tools have been compared to 
manual sequence curation and are clearly 
superior in terms of improving sequence 
analysis as well as expediting and standardiz-
ing workfl ow [ 18 ]. Bioinformatics tools for 
therapy optimization based on genotypic resis-
tance have also been developed [ 15 ,  19 – 21 ]. 
However, in their current state, they do not 
obviate the need for expert advice in the 
choice of salvage therapy [ 15 ]. 

 Although substantial strides have been 
made in HIV drug resistance testing, Sanger 
sequencing has certain limitations that can be 
addressed through the use of NGS technolo-
gies. A major issue is the inability of Sanger 
sequencing to detect minority variants pres-
ent at <20 % of the viral population [ 7 ]. Such 
variants are kept at low levels in the absence 
of therapy because they are less fi t relative to 
wild-type virus. However, in the presence of 
selective pressure from antiretroviral therapy, 
the resistant variants become dominant [ 12 ]. 
Importantly, the presence of minority vari-
ants has implications for treatment outcome, 
as evidenced by studies that have demon-
strated increased risk of fi rst-line therapy fail-
ure in patients with baseline resistant variants 
present at <20 % of the viral population, i.e., 
below the limit of detection of Sanger 
sequencing [ 22 – 24 ]. 

 Highly sensitive methods for DRM detec-
tion, such as allele-specifi c PCR [ 24 ] and 
real-time PCR [ 22 ] targeting DRMs with 
well-established roles in antiretroviral ther-
apy response, require prior knowledge of the 
variants that will be targeted and are limited 
in the number of DRMs that can be interro-
gated at a given time. NGS methods, on the 
other hand, offer an unbiased approach and 
their superiority for capturing minority resis-

tant variants relative to Sanger population 
sequencing has been demonstrated in several 
publications [ 25 – 30 ]. At least half of the 
DRMs identifi ed by NGS are missed by 
Sanger sequencing [ 28 ,  29 ,  31 ] and represent 
additional mutations in patients in whom a 
drug resistant variant has already been identi-
fi ed or unsuspected DRMs in patients with 
presumed wild-type viral genotype [ 28 ]. 
NGS also allows for more sensitive monitor-
ing of the dynamics of viral population 
changes, specifi cally the acquisition, emer-
gence, disappearance, and “archiving” of drug 
resistance mutants on and off therapy [ 32 ]. 
Based on NGS data, the rate of transmitted 
drug resistance (TDR) to protease and reverse 
transcriptase is now estimated to be close to 
30 % in treatment-naïve patients [ 29 ,  31 ] 
versus the previously estimated 7–15 % [ 12 ]. 
NGS approaches have also made it possible 
to assess genotypic drug resistance to latest 
generations of antiretroviral drugs such as 
integrase inhibitors and entry inhibitors. 
Whereas integrase inhibitors are typically not 
associated with baseline resistance [ 33 ,  34 ], 
entry inhibitors can be. These drugs target the 
interaction of the HIV envelope glycoprotein 
gp120 with the surface receptor CCR5 on 
host cells. Entry inhibitor resistance occurs 
mainly by viral utilization of a different cell 
surface receptor instead of CCR5, i.e., CXCR4 
[ 13 ]. Several studies have applied NGS to 
identifi cation of minority populations with 
CXCR4 tropism, demonstrating that the 
switch from an entry-inhibitor-sensitive 
CCR5-using population to one that is resis-
tant and uses CXCR4 occurs from preexisting 
minority CXCR4-tropic variants [ 35 – 37 ]. 

 Importantly, the clinical signifi cance of 
low- abundance drug resistance variants 
detected by NGS remains to be fully charac-
terized. Several studies have retrospectively 
evaluated the impact of low-abundance resis-
tance variants detected by NGS in treatment-
naïve patients [ 29 ,  31 ], as well as in 
treatment- experienced patients undergoing 
virologic failure [ 28 ,  38 ]. Although patients 
with low-abundance DRMs detected by NGS 
alone appear to have a modestly increased 
risk of failing therapy, in general, the risk of 
failure is substantially higher if a high-abun-
dance mutant is present, which can be dem-
onstrated both by NGS and Sanger sequencing. 
Thus, it is hoped that data accumulated 
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through NGS studies will contribute to a bet-
ter understanding of the role of specifi c 
minority resistant variants on therapy failure 
and will lead to more accurate therapy opti-
mization tools. 

 The majority of the NGS studies discussed 
above have used an amplicon sequencing 
approach with 454 pyrosequencing technol-
ogy (454 Life Sciences) [ 2 ,  7 ,  39 ]. This 
approach is well suited for diagnosis of viral 
drug resistance because the DRMs typically 
occur in the functional domains of the pro-
teins that are targeted by the drug, so the 
regions can be easily amplifi ed with primers 
that fl ank mutation hotspots. Another advan-
tage of 454 pyrosequencing is the length of 
the sequencing reads (up to 1,000 base pairs 
(bp) with the GS FLX Titanium XL+ instru-
ment and 400 bp with the 454 Junior 
Sequencer), which makes it possible to iden-
tify viruses carrying multiple DRMs. 

 A major challenge in NGS-based studies 
is distinguishing true viral variants from arti-
facts generated during PCR amplifi cation or 
sequencing, such as mismatches, insertions/
deletions, and PCR-mediated recombination 
products known as chimeric sequences 
[ 40 – 42 ]. In particular, 454 pyrosequencing is 
known to be error prone in homopolymer 
regions, i.e., repeats of three or more identical 
bases [ 43 ,  44 ]. Some investigators have taken 
the approach of estimating amplifi cation and 
sequencing error rates by using plasmid clones 
[ 5 ,  25 ,  37 ,  45 ]. For instance, Wang et al. [ 25 ] 
subjected plasmids to 454 pyrosequencing 
and Sanger sequencing, with the assumption 
that all differences are due to library prepara-
tion and/or NGS errors [ 25 ]. Thus, empirical 
error rates were calculated for insertions, 
deletions, and mismatches in areas with 
homopolymers (average error frequency rate: 
4.4 × 10 −3 ) and without homopolymers (aver-
age error frequency rate: 7.0 × 10 −4 ) [ 25 ]. 
Bioinformatics tools have also been devel-
oped for cleaning up sequencing data, which 
reduces error rates and allows for calling of 
authentic low-abundance viral variants in 
NGS studies [ 32 ,  46 ,  47 ]. Additionally, many 
studies validate NGS-identifi ed minority 
variants from clinical specimens by conven-
tional sequencing of  plasmid subclones or 
dilutions of RT-PCR products [ 25 ,  46 ]. 

 Another challenge is reproducible library 
preparation from clinical specimens with low 

viral counts because the number of viral cop-
ies that are used for library preparation will 
be small and a mixed viral population may 
not be accurately represented. Differential 
amplifi cation of some variants can also skew 
the fi nal PCR product mixture because of 
stochastic events in early PCR cycles or dif-
ferences in the effi ciency of primer annealing 
[ 7 ,  41 ]. This can be especially problematic for 
low abundance variants, as illustrated by 
Tsibris et al. [ 37 ] who performed amplifi ca-
tion and sequencing of an identical mixed 
viral population in quadruplicate, and found 
the coeffi cient of variation for detecting a 
minor variant to be 22.8 % (mean ± SD, 
2.426 ± 0.55 %). Jabara et al. modifi ed the 
RT-PCR step with primers tagged with a ran-
dom sequence, such that each template 
received a unique identifi er that could be 
used to create a consensus sequence for each 
individual template, thus correcting for ran-
dom errors during library preparation and 
sequencing [ 48 ]. Through these primer iden-
tifi ers the authors demonstrated amplifi ca-
tion skewing and a wide range of template 
representation, which was particularly pro-
nounced for low- abundance variants. One 
approach that has been attempted for 
addressing PCR bias is performing multiple 
independent RT-PCRs from the same clinical 
specimen and pooling their products to serve 
as template for library preparation [ 49 ].  

   HEPATITIS B AND HEPATITIS C 
VIRUSES 

 Although drug resistance testing is not widely 
used in the management of hepatitis B virus 
(HBV) or hepatitis C virus (HCV) infections, 
resistance to current and experimental drugs 
has been documented [ 50 – 52 ]. This is consis-
tent with the fact that the HCV RNA-
dependent RNA polymerase and the HBV 
polymerase are error- prone and lack proofread-
ing activity, leading to accumulation of large 
numbers of mutations during viral replication. 
As with HIV, genotypic resistance testing for 
HCV and HBV has primarily relied on Sanger 
sequencing, although some of the recent stud-
ies have applied NGS methods to characteriz-
ing HCV and HBV DRM incidence. 

 Drugs that are currently approved for 
treatment of HBV include the immunomod-
ulatory agent interferon-α and nucleoside 
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analogues (lamivudine, telbivudine, and ente-
cavir) and two nucleotide analogues (adefovir 
and tenofovir). Nucleoside/nucleotide ana-
logues (NAs) inhibit viral replication by 
interfering with the activity of the HBV poly-
merase. The prototype NA, lamivudine, has 
been highly effective for viral suppression 
and normalization of liver function. However, 
its long-term use is associated with frequent 
resistance mutations in the tyrosine (Y)–
methionine (M)–aspartic acid (D)–aspartic 
acid (D) (YMDD) motif of the HBV poly-
merase [ 51 ]. DRMs in the YMDD motif are 
encountered in up to 75 % of treatment- 
experienced patients [ 53 ] and in 10–13 % of 
treatment-naive patients with chronic HBV 
infection [ 54 ]. At least one mutation confer-
ring cross-resistance to lamivudine, adefovir, 
and tenofovir has been identifi ed [ 55 ]. The 
remaining NAs have lower incidence of resis-
tance, but the presence of lamivudine DRMs 
is a risk factor for development of resistance 
to other NA drugs through accumulation of 
additional mutations [ 51 ]. Databases for 
interpreting HBV genotypic resistance data 
are also emerging [ 56 ,  57 ]. Several recent 
studies have employed NGS approaches to 
interrogate the incidence of NA DRMs in 
treatment-experienced and treatment- naïve 
patients [ 58 – 62 ]. As with HIV, these studies 
have confi rmed the improved sensitivity of 
NGS relative to Sanger sequencing for detec-
tion of low-abundance resistant mutants [ 59 , 
 60 ,  62 ] and for investigating the evolution of 
DRMs before and during drug therapy [ 61 ]. 
Additionally, the length of 454 pyrosequenc-
ing reads has allowed linkage information to 
be derived from NGS data and has demon-
strated that multiple DRMs occur in combina-
tion within individual viral genomes [ 58 ,  61 ]. 
In spite of these successful NGS applications, 
resistance testing is not frequently recom-
mended clinically, because virologic break-
through during single-agent therapy is 
typically managed empirically by addition of 
another agent with a different resistance pro-
fi le [ 51 ]. Nevertheless, the improved ability 
to characterize the resistance profi les of cur-
rent and investigational NAs will undoubt-
edly be of benefi t as new combination and 
sequential therapies are attempted for the 
treatment of chronic HBV infections. 

 Drug resistance testing is also not regularly 
used for HCV management because, until 

recently, chronic HCV treatment relied pri-
marily on the combination of pegylated 
interferon-α and the antiviral agent ribavirin. 
In the last few years, direct-acting antivirals 
(DAAs) targeting HCV have been developed 
and two protease inhibitors that affect 
HCV polyprotein processing, telaprevir and 
boceprevir, have been approved for treatment 
of chronic infection with HCV genotype 1. 
However, these drugs, as well as other DAAs 
in development, have been associated with 
high levels of resistance both in vitro and in 
clinical trials in which the drugs were used as 
monotherapy [ 52 ]. It has been hypothesized 
that such mutations preexist at low levels in 
the absence of therapy because of the high 
level and error-prone nature of HCV replica-
tion. NGS methods, utilizing 454 pyrose-
quencing and Illumina platforms, have been 
used to demonstrate that baseline resistant 
variants are present at <1 % of the pre-ther-
apy viral population [ 63 ,  64 ]. Deep sequenc-
ing has also shown that HCV DRMs persist 
after cessation of a DAA, although this did 
not correlate with response to combination 
therapy with pegylated interferon-α, ribavi-
rin, and the same DAA [ 65 ]. In fact, the out-
comes of several recent clinical trials suggest 
that failure of combination therapy is largely 
dependent on lack of response to pegylated 
interferon-α and ribavirin [ 52 ]. Such fi ndings 
justify the current practice not to include 
genotypic drug resistance testing in HCV 
management, although it is an important 
aspect of clinical trials investigating new 
DAAs. Conceivably, as such drugs become 
clinically available and new combination regi-
mens are designed, resistance testing may 
become necessary, particularly for patients 
with prior virologic treatment failure.  

   CYTOMEGALOVIRUS 

 Another virus for which genotypic drug resis-
tance testing is becoming routine is human 
cytomegalovirus (CMV), also known as 
human herpes virus 5 (HHV5) (reviewed in 
[ 66 ,  67 ]). Although CMV causes asymptom-
atic or mild infection in immune-competent 
hosts, it can lead to severe systemic and tis-
sue-invasive disease in immune-compromised 
patients, such as solid organ transplant (SOT) 
and bone marrow transplant (BMT) or hemato-
poietic stem cell transplant (HSCT) recipients. 
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The number of antiviral drugs approved for 
CMV treatment is limited and includes gan-
ciclovir (GCV) and its oral pro-drug valganci-
clovir (VCV), foscarnet (FOS), and cidofovir 
(CDV). Prophylaxis with GCV or VCV has 
been shown to substantially reduce rates of 
severe CMV disease in transplant recipients 
[ 68 ,  69 ], although regimens frequently last 
months or years. Importantly, duration of 
CMV antiviral therapy greater than 3 months 
is a risk factor for development of CMV drug 
resistance, in addition to intensive immuno-
suppression, multiple episodes of CMV reac-
tivation, high viral counts, and suboptimal 
antiviral concentrations due to poor compli-
ance or low absorption [ 66 ]. Rates of CMV 
drug resistance vary, based on patient popula-
tions: 5–12.5 % in SOT recipients, with 
CMV-negative lung transplant recipients at 
the highest risk [ 70 – 73 ]; 2–5 % in BMT/
HSCT recipients [ 67 ,  73 ]; and 9 % in HIV-
infected patients in the HAART era com-
pared to >20 % before HAART [ 74 – 77 ]. 

 Although no NGS assays for CMV drug 
resistance are currently available, this virus is 
an ideal target for drug resistance testing by 
NGS because resistance to current CMV 
drugs occurs in two well-defi ned, relatively 
small genomic regions. All currently available 
CMV antivirals target the CMV DNA poly-
merase UL54 and mutations in this gene can 
confer resistance. GCV and VCV require 
phosphorylation by the CMV phosphotrans-
ferase UL97 for antiviral activity and muta-
tions in UL97 also result in resistance to these 
drugs. Numerous sequence variants have 
been identifi ed in UL97 and UL54 from clini-
cal specimens, although only some of those 
confer drug resistance in phenotypic assays 
[ 67 ]. Confi rmed DRMs in UL97 cluster in a 
small number of codons, such that >80 % of 
clinical isolates with GCV resistance have 
one of seven frequently encountered DRMs: 
M460V/I, H520Q, C592G, A594V, L595S, 
and C603W [ 67 ]. In contrast, DRMs in CMV 
polymerase are spread throughout the UL54 
gene, particularly the exonuclease and poly-
merase domains [ 67 ]. Many UL54 mutations 
are associated with cross-resistance, such that 
specifi c DRMs cause resistance to both GCV 
and CDV, and occasionally resistance to all 
three drugs [ 67 ,  73 ]. The majority of resis-
tance mutations identifi ed in patients are 
located in the UL97 gene rather than UL54, 

which may be related to the fact that GCV 
and VCV are the most commonly used drugs 
for prophylaxis and preemptive therapy 
[ 69 ,  78 ]. 

 Timely detection of CMV drug resistance 
is critical because DRMs can accumulate 
with continued exposure to a drug [ 67 ], 
potentially leading to shortened graft survival 
and increased morbidity [ 71 ,  72 ]. On the 
other hand, rational change of therapy fol-
lowing identifi cation of GCV resistance has 
been shown to lead to more rapid clearance 
of virus [ 70 ]. Although no standardized pro-
tocol for alternative therapy selection exists 
at this time, algorithms have been proposed 
by SOT and BMT expert panels [ 69 ,  78 ]. 
These algorithms advocate genotypic resis-
tance testing when CMV viral load is rising or 
CMV-related disease develops in the context 
of CMV antiviral treatment lasting longer 
than 2 weeks. The current gold standard for 
genotypic detection of CMV DRMs is Sanger 
sequencing of PCR-amplifi ed UL97 and 
UL54 gene segments, which requires viral 
loads >1,000 CMV copies/mL. Notably, 
numerous drug sensitive polymorphisms 
exist in the regions of UL97 and UL54 where 
DRMs have been identifi ed. Thus, nucleotide 
changes in these genes are only considered 
DRMs if drug resistance has been demon-
strated in phenotypic assays [ 67 ]. 

 Given that resistance to current CMV 
drugs occurs in well-circumscribed regions of 
the CMV genome, this virus is well suited for 
an NGS-based DRM testing approach analo-
gous to HIV protease and reverse transcrip-
tase 454 pyrosequencing. Based on the HIV 
studies discussed above, conceivable advan-
tages of NGS methods for CMV drug resis-
tance testing over standard Sanger sequencing 
include increased sensitivity, the ability to 
multiplex samples through barcoding, and 
the potential to identify resistant variants that 
are present at <20 % of the viral population. 
Importantly, the impact of low-abundance 
drug resistance variants on CMV virologic 
failure has not been systematically investi-
gated and NGS assays would make it possible 
to address this question. The rates of trans-
mitted drug resistance are also unknown, 
although it is thought that baseline DRMs 
before anti-CMV therapy initiation do not 
occur commonly [ 76 ]. Data from NGS studies 
of CMV drug resistance may also contribute 
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to DRM databases and genotypic interpreta-
tion systems, similar to those that exist for 
HIV [ 17 ,  18 ,  20 ]. In fact, a bioinformatics 
tool has recently been developed to link 
genotypic CMV data with resistance pheno-
types [ 79 ].    

   Detection of Novel Viral 
Pathogens in Clinical Specimens  
 Another area of diagnostic virology where 
NGS is increasingly being applied is the dis-
covery of novel viruses in clinical specimens 
of patients with diseases of unknown etiology. 
Importantly, many viruses cannot be cultured 
or identifi ed by traditional molecular tech-
niques, and although methods relying on 
cloning and Sanger sequencing have been 
used to identify novel viruses, those methods 
are generally laborious, time-consuming, and 
mainly applicable to sterile samples such as 
cerebrospinal fl uid [ 8 ]. Microarrays targeting 
highly conserved regions within viral families 
are capable of detecting known viruses, but 
they cannot identify novel pathogens without 
sequence similarity to oligonucleotides on 
the array [ 11 ,  80 ]. In contrast, NGS offers an 
effi cient, highly sensitive and unbiased meth-
odology for detection of previously unknown 
viruses in specimens with mixed nucleic 
acids. The general approach in such studies is 
fundamentally different from that used in 
amplicon sequencing. Firstly, the virus of 
interest is usually not known and therefore 
cannot be selectively amplifi ed with target-
specifi c primers. Thus, various laboratory and 
bioinformatics techniques need to be used to 
enrich and separate viral RNA or DNA from 
the predominantly human nucleic acids. 
Secondly, a reference sequence may not be 
available for mapping of sequencing reads if 
the virus is truly novel or largely divergent 
from known related viruses. This necessitates 
de novo assembly of the viral genome, which 
requires use of different library preparation 
and sequencing approaches, as well as differ-
ent bioinformatics tools. 

 Laboratory methods that have been used 
for viral particle purifi cation and enrichment 
include viral culture, ultracentrifugation, density 
gradient centrifugation, and pretreatment of 
the sample with RNase or DNase in order to 

remove host nucleic acids, while preserving 
capsid-protected viral particles [ 8 ,  81 ]. PCR- 
based methods that selectively amplify viral 
genomes include rolling circle amplifi cation 
for viruses with a circular genome [ 82 ]; use of 
restriction enzyme sites that are more fre-
quently encountered in viral DNA than 
human, followed by ligation of adaptors and 
PCR amplifi cation [ 83 ,  84 ]; as well as the use 
of oligonucleotides that specifi cally target 
host nucleic acids, e.g., ribosomal RNA, and 
interfere with their reverse transcription and 
amplifi cation without impacting viral genome 
enrichment [ 83 ]. Newer methods have incor-
porated hybridization approaches to capture 
viral nucleic acids with antisense oligonucle-
otides as baits, although bait design requires 
at least some prior knowledge of the patho-
gen [ 85 ,  86 ]. Computational tools have also 
been developed for “subtracting” host 
sequences from the initial read pool contain-
ing mixed human and microbial sequences 
[ 11 ,  87 ,  88 ]. This fi ltering step is crucial 
because viral sequences may comprise less 
than 1 % of the initial aligned reads [ 10 ,  11 ]. 

 Another challenge when attempting to 
identify an unknown pathogen is the selec-
tion of optimal amplifi cation and library 
preparation protocols as well as the sequenc-
ing platform. Many clinical specimens have 
low viral concentrations and require an 
amplifi cation step to generate suffi cient DNA 
for library preparation, which is frequently 
performed with random primers. Because it is 
not always known whether the pathogen is a 
DNA or RNA virus, using an approach that 
amplifi es both nucleic acids can be helpful. 
An example is the Phi29 bacteriophage DNA 
polymerase-based multiple displacement 
amplifi cation with random primers [ 89 ,  90 ]. 
The choice of sequencing platform also 
requires signifi cant consideration. Whereas 
454 pyrosequencing produces long reads and 
therefore linkage information that facilitates 
assembly of contiguous sequences (contigs), 
it has relatively low throughput compared to 
Illumina and SOLiD (35–700 Mb vs. 7.5–
600 Gb vs. 10–15 Gb, respectively). In fact, a 
recent study examined the performance of 
454 pyrosequencing (GS FLX Titanium) and 
Illumina (Illumina GAII sequencer) for 
detection of viruses in cerebrospinal fl uid 
and plasma samples artifi cially spiked with 
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various concentrations of known viruses [ 90 ]. 
When reads were mapped to the reference 
genomes of the spiked-in viruses, the Illumina 
platform had higher sensitivity, which 
approximated the sensitivity of optimized 
real-time PCR assays. The Illumina platform 
also had an improved ability to detect 
unknown viruses by generating contigs for de 
novo genome assembly, although this could 
not be accomplished reliably at low viral 
loads [ 90 ]. 

 Another critical aspect of successful viral 
discovery is the use of appropriate bioinfor-
matics tools. When the reference genome is 
known, as in amplicon sequencing experi-
ments, read mapping software typically 
applies stringent mismatch rules in order to 
minimize errors. In contrast, with unknown 
pathogens it may be impossible to map reads 
to publicly available viral databases, because 
the target virus is highly divergent. This chal-
lenge has been addressed by bioinformatics 
tools that assemble reads into contigs by 
identifying overlapping sequences between 
reads, followed by contig assembly into 
genomes [ 91 ]. Sequences assembled this way 
can be compared to public databases by using 
algorithms with relaxed stringency in order 
to identify related viruses. In some cases, 
comparison of amino acid sequences of pre-
dicted proteins from the novel virus to 
microbial protein databases is also necessary 
to identify phylogenetic links [ 92 ]. A major 
challenge in de novo assembly is the pres-
ence of repeat sequences, because those may 
present diffi culties with PCR amplifi cation 
or accurate assignment to a specifi c part of a 
genome. Computational and experimental 
strategies are being developed to address this 
issue [ 8 ,  91 ]. 

 The approaches outlined above have been 
successfully used to identify viral pathogens 
in patients with infectious syndromes of 
unclear etiology. A specifi c example is a case 
in which three solid organ transplant recipi-
ents with the same organ donor developed a 
fatal febrile illness with sepsis and encepha-
lopathy 4–6 weeks post-transplant [ 92 ]. 
Recipient specimens were subjected to 454 
pyrosequencing, which identifi ed a small 
number of sequences related to Old World 
arenaviruses, ultimately leading to assembly 
of the entire genome. Targeted approaches 

such as real-time PCR and immunostaining 
confi rmed that the arenavirus was present in 
all three recipients, while the donor had evi-
dence of specifi c IgG and IgM antibodies 
[ 92 ]. NGS was also used in the identifi cation 
of a novel enterovirus (enterovirus 109) in a 
nose/throat swab sample from a Nicaraguan 
child with infl uenza-like illness [ 93 ]. In this 
case, an Illumina platform produced 119 
reads (out of 4.66 × 10 6  nonhuman, nonbac-
terial reads) that tentatively could be assigned 
to an enterovirus- like virus, although the 
reads were not suffi cient to assemble the 
novel genome. Virus-specifi c primers were 
designed based on the NGS-generated reads 
for amplifi cation and targeted sequencing of 
the missing genomic regions. A similar tar-
geted strategy was employed to assemble the 
genome of another arenavirus (Lujo virus), 
identifi ed in a series of nosocomial hemor-
rhagic fever cases with high fatality rate in 
Southern Africa [ 94 ]. In this study, 454 pyro-
sequencing provided evidence of an arenavi-
rus within 72 h of receiving the specimens 
from affected patients, which represents an 
acceptable turnaround time for public health 
efforts to control viral spread. 

 High-throughput sequencing was also 
used as proof of concept in a study of 17 
patients with confi rmed H1N1 infl uenza 
infection from the 2009 outbreak [ 10 ]. The 
authors showed that NGS with an Illumina 
GA IIx platform generated a suffi cient num-
ber of reads to allow de novo assembly and up 
to 90 % coverage of the H1N1 genome when 
the sequencing reads of all 17 samples were 
pooled and used for assembly. This study and 
others have demonstrated the utility of NGS 
for characterizing new infl uenza reassortant 
viruses that may pose diagnostic challenges at 
the onset of epidemics if conventional molecular 
methods for infl uenza detection are unable to 
differentiate between the new virus and sea-
sonal variants [ 95 ,  96 ]. 

 The discovery of Merkel cell polyomavirus 
(MCV) illustrates NGS-based identifi cation of 
a tumor-associated virus, specifi cally Merkel 
cell carcinoma (MCC), which is a rare but 
aggressive neuroectodermal tumor in immune- 
compromised patients [ 97 ]. Partial sequences 
from this small double-stranded DNA virus 
were detected by 454 pyrosequencing in 
cDNA libraries from four MCC tumors, and 
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subsequently the complete viral genome was 
reconstructed using targeted molecular 
approaches, including rapid amplifi cation of 
cDNA ends (RACE), PCR, and Sanger 
sequencing [ 97 ]. Another application of NGS 
in viral discovery is the investigation of arthro-
pod-borne illnesses, including identifi cation of 
novel pathogens such as Heartland virus, a 
new phlebovirus associated with cases of 
severe febrile illness in Missouri [ 98 ], and sur-
veillance of mosquito vectors for the presence 
of known pathogens such as dengue virus [ 99 ]. 

 An important caveat to these studies is that, 
although the association of the newly identi-
fi ed virus with disease is convincing, demon-
strating causality is more diffi cult. Clearly, the 
presence of a novel virus in specimens from 
individuals with disease does not automati-
cally imply pathogenicity. Traditionally, prov-
ing that a microorganism is the causative agent 
of disease has depended on fulfi lling Koch’s 
postulates, specifi cally the requirements that a 
putative etiologic agent be found in affected 
hosts but not healthy controls, that it is propa-
gated in culture, and can reproduce the disease 
when a healthy host is inoculated. However, it 
is increasingly evident that many viruses can-
not be cultured, which has necessitated revi-
sions of Koch’s postulates [ 100 – 102 ]. Such 
guidelines eliminate the requirement for 
microorganism isolation but expand on the 
rigor with which the association between 
microorganism and disease has to be estab-
lished. For example, if a putative pathogen is 
identifi ed by a sequence- based approach, the 
presence of the virus should be demonstrated 
in affected organs and tissues by immunostain-
ing for viral antigens, by molecular methods 
for viral nucleic acids, or microscopy for viri-
ons. Phylogenetic analysis that shows that 
putative virulence factors in the novel virus are 
evolutionarily related to known pathogens, or 
a correlation between viral copy number and 
disease severity, can also be helpful in estab-
lishing causality.  

   Monitoring Viral Genome 
Diversity 
 NGS is also being applied to the study of viral 
population diversity, which has implications 
for understanding transmissibility, viral 
immune escape, and the response to antiviral 

therapies and vaccines. Rapid viral replication 
is associated with high mutation rates, espe-
cially for RNA viruses whose RNA polymer-
ases are error prone and lack proofreading 
activity [ 103 ]. Thus, even if a virus is trans-
mitted as a single copy, the mutations that 
accumulate with consecutive replication 
cycles within the host create a genetically 
diverse population that, theoretically, could 
contain every possible mutation across the 
viral genome [ 104 ]. This cloud-like swarm of 
variants has been termed “quasispecies” and is 
hypothesized to function cooperatively such 
that individual genotypes that are less fi t are 
preserved because of their potential to 
become dominant in response to changing 
environmental conditions, thereby preserving 
the collective fi tness of the population [ 104 ]. 
Understanding the dynamics of viral evolu-
tion, therefore, may be helpful for developing 
more successful antiviral therapies and 
vaccines. 

 As outlined in the preceding sections, NGS 
technologies are well suited for studying 
genotypic diversity because the high depth of 
coverage allows low-prevalence variants to be 
detected and faithfully represented by multi-
ple sequencing reads. Investigation of viral 
genome variability has been performed on a 
genome- wide scale [ 105 ] and by targeting 
individual genomic regions known to be 
highly diverse [ 106 – 110 ]. Both 454 pyrose-
quencing and Illumina platforms have been 
used. Viral intrahost diversity has been inter-
rogated for a number of viruses, including 
HIV [ 107 – 110 ], infl uenza A [ 95 ,  111 – 113 ], 
HCV [ 106 ], dengue virus [ 114 ], rhinovirus 
[ 115 ], and CMV [ 105 ,  116 ] to name a few. 
Major challenges in characterizing viral vari-
ants are sequencing/amplifi cation error 
correction and haplotype reconstruction, 
because most platforms produce reads that 
are shorter than a complete viral genome. 
Bioinformatics tools have been developed 
specifi cally to quantify genetic diversity in 
NGS data derived from mixed viral popula-
tions [ 47 ,  117 – 119 ]. The general principle of 
such programs is to cluster overlapping reads 
within sliding windows of the reference 
genome and use probabilistic models to cor-
rect sequencing errors, assign a consensus 
sequence to each haplotype, concatenate 
adjacent windows to generate global haplo-
types, and estimate variant prevalence. 
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 NGS has been used to understand HIV 
viral population diversity in several clinically 
relevant contexts. For example, in clinical tri-
als for transmission prevention within sero-
discordant couples in which one partner is 
initially HIV- negative but subsequently 
becomes infected [ 109 ,  110 ], the interven-
tion typically targets the partner who is 
infected at baseline, and effi cacy is evaluated 
by the rate at which uninfected sexual part-
ners remain infection-free. This means that in 
cases of seroconversion the ability to accu-
rately link transmission to the enrolled 
infected partner is paramount. This can be 
done by sequencing HIV in both partners, 
followed by phylogenetic and Bayesian analy-
ses to assess genetic distance between viral 
sequences from the two partners. Traditionally, 
this type of analysis has used Sanger sequenc-
ing which produces a single consensus viral 
sequence per infected individual, whereas 
NGS allows entire viral populations to be 
compared. In one study, NGS was able to 
resolve linkage status in several cases where 
traditional Sanger-based analysis could not 
[ 110 ]. A similar approach was employed to 
establish linked transmission of HCV between 
intravenous drug users [ 106 ]. Characterization 
of viral population diversity has also been 
applied in studies assessing rates of HIV 
superinfection [ 107 ], where the goal is to 
identify individuals in whom viral popula-
tions at baseline are phylogenetically unre-
lated to those in follow-up specimens. 

 Infl uenza A is another RNA virus with a 
propensity for rapid evolution, immune eva-
sion, and high virulence. Consequently, assess-
ing infl uenza virus population diversity by 
NGS is likely to play an important role in mon-
itoring for emergence of new variants [ 120 ]. 
This virus has a single-stranded, negative-sense 
RNA genome organized in eight individual 
segments, and it is subject to mutation not only 
through the error-prone RNA polymerase (i.e., 
“antigenic drift”) but also through reassort-
ments of the gene segments of different infl u-
enza subtypes (i.e., “antigenic shift”). The latter 
produces particularly virulent variants when 
the reassortment occurs between infl uenza 
subtypes that infect different host species. 
Given that hemagglutinin is the major target of 
the host immune system, there is partial immu-
nity to infl uenza viruses that infect humans but 
not to those infecting birds or swine because 

their hemagglutinin epitopes are foreign to the 
human immune system. In fact, the three 
major pandemics of the twentieth century 
(H1N1 in 1918, H2N2 in 1957, and H3N2 in 
1968) can be traced to reassortants of human, 
avian, and swine viruses, indicating that anti-
genic shift leads to more severe disease and a 
larger number of affected individuals [ 120 ]. 
Thus, the ability to track infl uenza virus evolu-
tion and to identify novel, potentially virulent 
variants is crucial for epidemic containment 
and vaccine development. Given the ability of 
infl uenza A to evolve rapidly, the unbiased 
approach of NGS can provide a diagnostic 
advantage when novel variants enter the 
human population. NGS can characterize the 
entire viral genome and identify reassortants 
early on, whereas existing diagnostic assays 
usually target previously seen infl uenza sub-
types and may miss novel virulent variants, as 
occurred at the beginning of the 2009 H1N1 
pandemic [ 121 ]. Genomics efforts to study 
infl uenza A have been centralized through the 
collaborative Infl uenza Genome Sequencing 
Project, which initially used Sanger sequencing 
to characterize 209 genomes [ 112 ,  122 ], but 
more recently has turned to NGS to sequence 
nearly 10,000 genomes from various outbreaks 
and epidemics and different host species 
(  http://gsc.jcvi.org/projects/msc/influenza/    ). 
The availability of such longitudinal genomic 
data has made it possible to study the evolution 
of infl uenza A viruses within the human popu-
lation and to guide surveillance efforts [ 123 ]. 
Infl uenza diversity has also been studied at the 
level of a single host, demonstrating evidence 
of mixed infl uenza infections and the emer-
gence of drug resistance in an immune-com-
promised patient during the 2009 H1N1 
pandemic [ 111 ]. 

 Although DNA viruses have mutation 
rates that are orders of magnitude lower than 
RNA viruses [ 103 ], the question of intrahost 
viral genome variability has important impli-
cations for certain DNA viruses, such as 
CMV. CMV glycoproteins mediate viral entry 
and host immune response, suggesting that 
mutations in these genes may alter CMV bio-
logical properties and/or immune recognition 
of viral epitopes [ 124 ]. Because of this, 
sequence diversity in the CMV glycoprotein 
genes has been studied extensively in the 
context of vaccine development [ 124 ]. 
Discrete strains have been characterized 
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based on glycoprotein sequence variation and 
it has been shown that immune- compromised 
patients frequently have co- infections with 
multiple CMV genotypes, which is associated 
with worse virologic outcomes compared to 
single-strain infections [ 125 ,  126 ]. Given the 
high sensitivity of NGS for low- abundance 
variants, it can be particularly useful for 
detection of multiple co-infecting genotypes. 
In fact, targeted 454 pyrosequencing of three 
glycoprotein genes in clinical specimens from 
lung transplant recipients [ 116 ] demon-
strated that all specimens had evidence of 
mixed infections with one or two dominant 
strains at any given time. A different study, 
which performed WGS using an Illumina 
platform, found that the level of intrahost 
diversity at the glycoproteins was less than 
the diversity at open reading frames with 
other functions, including DNA replication 
[ 105 ]. Surprisingly, the intrahost CMV diver-
sity on a genome-wide scale was of similar 
magnitude as that in RNA viruses such as 
HIV and dengue virus. Thus, it is possible 
that, in spite of the fi delity of the CMV DNA 
polymerase, mutations can accumulate to 
high levels as a result of high viral replication 
rates [ 105 ] or pressure from the host immune 
system [ 124 ]. Additional research is needed 
to replicate these fi ndings and better charac-
terize the source and signifi cance of such high 
genomic diversity in DNA viral populations.  

    NGS in Clinical Bacteriology 

 Genomics approaches are likely to also gain a 
role in diagnosis and management of bacterial 
infections, although a variety of challenges 
remain to be overcome before NGS can 
become a routine part of clinical bacteriology. 
Diagnostic bacteriology has traditionally 
relied on isolation of a pathogen by culture, 
followed by biochemical tests that identify 
the organism to the genus or species level. 
Phenotypic antibiotic susceptibility testing is 
then performed to select optimal antimicro-
bial therapy. Virulence factor characterization 
is also important, because it can impact pub-
lic health measures for vaccine development 
and outbreak containment, as well as man-
agement of individual patients, for example 
to inform the administration of antitoxin 

[ 127 ]. Given that the majority of bacterial 
organisms in the human body cannot be cul-
tured [ 128 ], the utility of NGS for bacterial 
identifi cation is easily imagined. However, 
the ability of NGS to replace or supplement 
conventional phenotypic methods for antimi-
crobial susceptibility testing remains a signifi -
cant challenge. An important obstacle is that 
the genotypic determinants of antibiotic 
resistance as well as virulence are still largely 
unknown for many pathogens. Large-scale 
efforts, such as the Human Microbiome 
Project [ 128 ] and MetaHit [ 129 ], which aim 
to shed light on the genomic diversity of bac-
terial populations at various sites on the 
human body in health and disease, will be 
enormously helpful in elucidating genotype-
to-phenotype relationships, especially when 
combined with proteomic and transcriptomic 
data. Such projects will also be instrumental 
for the development of standardized techni-
cal protocols and bioinformatics tools for 
sequence-based testing [ 130 ]. 

 Studies that have employed NGS for iden-
tifi cation of bacterial organisms in human 
specimens have used one of two general 
sequencing strategies: targeted amplicon 
sequencing of 16S ribosomal RNA (rRNA) 
genes or shotgun WGS. The fi rst approach is 
particularly useful for characterizing taxo-
nomic diversity of microbial communities 
and usually employs 454 pyrosequencing 
because of the longer read lengths 
(Table  33.1 ). It employs primers that anneal 
to 16S rRNA sequences that are conserved in 
bacteria, with intervening regions that are 
highly variable and typically provide suffi -
cient sequence for taxonomic assignment. 
This strategy is at the core of the Human 
Microbiome Project, which has used 16S 
rRNA primers that cover hypervariable 
regions V3 to V5 (V35) and V1 to V3 (V13) 
to generate 5,177 bacterial taxonomic pro-
fi les from 242 healthy adults, sampled from 
15 to 18 body sites at different time points 
[ 130 ]. Similarly, 16S rRNA hypervariable 
region pyrosequencing has been used to study 
diversity of bacterial communities in several 
diseases, including bacterial vaginosis, which 
is associated with increased bacterial hetero-
geneity compared to the healthy state [ 131 ]. 
On the other hand, examination of microbi-
ota in the lower airway of cystic fi brosis 
patients [ 132 ,  133 ] and stool of patients with 
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 Clostridium diffi cile - associated  disease [ 134 , 
 135 ] has shown that disease progression is 
marked by decreasing bacterial diversity, pos-
sibly related to escalating antibiotic expo-
sures. Such results are beginning to show that 
certain infectious conditions may be driven 
by disturbances in the normal structure and 
diversity of a microbial community rather 
than the action of individual pathogens. 

 An important consideration in 16S rRNA- 
based NGS studies is the choice of primer tar-
gets because certain areas of 16S rRNA genes 
may allow amplifi cation of a broader spec-
trum of bacteria, whereas other areas may 
lead to under-representation of some groups 
of bacteria [ 136 ]. Thus, knowledge of the 
diversity and specifi c genera present in a given 
specimen source may be helpful in selecting 
appropriate primer sets. Additionally, with 
16S rRNA sequencing, classifi cation may only 
be possible to the family or genus level 
because the amount of sequence variation is 
usually insuffi cient for species identifi cation 
[ 137 ]. This limitation may be acceptable if 
the goal is to study an entire microbial com-
munity, but the approach would be subopti-
mal when the exact identity of a bacterial 
pathogen needs to be known for the purposes 
of patient management. One way to obtain 
species resolution is by sequencing multiple 
genomic regions, for example by the recently 
described ribosomal multilocus sequence typ-
ing (rMLST) method [ 138 ]. To illustrate the 
capabilities of this strategy, the authors used 
sequence data from 53 ribosomal subunit 
genes to achieve resolution to the strain level. 
However, the large number of loci that had to 
be sequenced indicated that this approach 
may necessitate a whole-genome, rather than 
targeted amplicon, sequencing approach. 

 Regardless of sequencing strategy, the 
accuracy of bacterial species identifi cation 
will largely depend on the abundance and 
scope of reference sequences in the databases 
used for analysis. One of the advantages of 
16S rRNA sequencing is that several exten-
sive databases already exist. The SILVA data-
base [ 139 ] contains >3 million small subunit 
and >250,000 large subunit bacterial rRNA 
gene sequences in its current version [ 140 ] 
and the Greengenes database calculates taxo-
nomic relationships based on >400,000 16S 
rRNA sequences [ 141 ]. Bioinformatics tools 
that are specifi c for 16S rRNA data analysis 

include methods for error correction or de-
noising [ 137 ,  142 ] and removal of amplifi ca-
tion-derived chimeric sequences [ 143 – 145 ], 
which can artifi cially infl ate the biodiversity 
estimate of a population [ 146 ]. De-noised 
data or raw sequences can be analyzed in ded-
icated pipelines such as QIIME [ 147 ] and 
mothur [ 144 ], that cluster similar sequences 
into operational taxonomic units (OTUs), 
followed by phylogenetic analyses. The pur-
pose of OTUs is to group similar sequences 
into entities that represent genus or species 
level classifi cations depending on a threshold 
that is set for sequence similarity, typically 
97 % for species assignment [ 137 ]. 
Importantly, the diagnostic utility of charac-
terizing entire bacterial communities in the 
context of a clinical laboratory remains to be 
established, although genomics approaches 
are already deciphering the role of microbiota 
in health and disease. 

 While 16S rRNA-based NGS approaches 
are useful for studying diversity of entire bac-
terial communities, WGS approaches allow 
more detailed functional and taxonomic anal-
yses of individual members of a community. 
For example, WGS can facilitate identifi cation 
of  individual bacterial pathogens in clinical 
situations in which the pathogen is not cultur-
able or its DNA constitutes a small minority 
of the nucleic acids in a specimen. In such sce-
narios, WGS allows the comparison of multi-
ple genomic regions of the pathogen to 
reference databases for more accurate classifi -
cation. For instance, NGS was able to detect 
evidence of  Francisella tularensis  in an abscess 
sample in which bacterial DNA represented 
only 0.002 % of a total of 38,285,502 reads 
[ 148 ]. Such studies demonstrate the impor-
tance of sequencing depth and illustrate why 
shotgun WGS of specimens with diverse 
genomic composition has frequently relied on 
Illumina technology [ 130 ,  137 ]. Other plat-
forms that have been used for WGS of bacte-
ria include the Ion Torrent Personal Genome 
Machine (PGM) [ 149 ,  150 ], 454 pyrose-
quencing [ 151 – 153 ], SOLiD [ 154 ], and the 
PacBio RS sequencing system [ 155 ]. 

 Whole-genome approaches have also been 
applied to better understand the mechanisms 
of virulence of pathogenic bacteria, including 
 Campylobacter jejuni  [ 151 ],  Staphylococcus 
aureus  [ 156 ], and  Acinetobacter baumannii  
[ 152 ]. In addition, WGS approaches may 
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provide important epidemiologic informa-
tion in outbreaks of bacterial illness. For 
example, WGS was used to characterize and 
determine the genetic origins of the bacterial 
pathogens responsible for several recent out-
breaks: the 2011 German Enterohemorrhagic 
 Escherichia coli  O104:H4 outbreak [ 149 ], 
the 2010 Haitian Vibrio cholera outbreak 
[ 155 ], and a cluster of methicillin-resistant 
 Staphylococcus aureus  (MRSA) cases in a neo-
natal intensive care unit [ 157 ]. 

 Although phenotypic antimicrobial resis-
tance testing is relatively well standardized, it 
is costly, available only for a limited number 
of organisms [ 158 ], and can take from a few 
days for fast-growing pathogens like 
 Escherichia coli  to several weeks for slow-
growing organisms like  Mycobacterium tuber-
culosis  [ 127 ]. Molecular assays with improved 
sensitivity and turnaround times already exist 
for chromosomal or plasmid-encoded genes 
conferring antimicrobial resistance, including 
 mecA  in MRSA, and  vanA  or  vanB  in 
vancomycin- resistant enterococci [ 158 ]. 
Molecular tests have also been developed to 
detect several well-characterized mutations 
that confer resistance to fi rst-line and second-
line drugs in the  Mycobacterium tuberculosis  
genome [ 159 ]. However, resistance to an 
antimicrobial class can be mediated by sev-
eral molecular mechanisms. For example, 
penicillin resistance can be due to a beta-lac-
tamase or a modifi ed penicillin binding pro-
tein; high-level aminoglycoside resistance in 
enterococci can be due to a large number of 
aminoglycoside-modifying enzymes; and 
macrolide resistance can be either constitu-
tive or inducible, with the inducible mecha-
nisms frequently posing a diagnostic challenge 
[ 158 ]. NGS-based genotypic susceptibility 
testing, therefore, could simplify workfl ow 
and eliminate the need for individual PCR-
based assays by simultaneously interrogating 
multiple resistance mechanisms. The applica-
tion of NGS in a clinically relevant timeframe 
for detection of drug resistance patterns has 
been demonstrated in a proof-of-concept 
study utilizing 454 pyrosequencing of the 
bioterrorism agent  Bacillus anthracis : starting 
with purifi ed genomic DNA, draft bacterial 
genomes could be obtained within 24 h, and 
identifi cation of genotypic antibiotic resis-
tance was accomplished in the following 12 h 
[ 160 ]. Currently, NGS genotypic susceptibil-

ity testing is feasible only in a small number 
of situations in which the relationship 
between phenotypic and genotypic resistance 
has been established. However, NGS 
approaches are certain to be instrumental for 
the identifi cation of novel clinically relevant 
mutations conferring resistance to existing 
antibacterial agents and newly developed 
antibiotics. For example, 454 pyrosequencing 
was used to explore the mode of action and 
potential resistance mechanisms of an experi-
mental antituberculosis drug, R207910 
[ 153 ]. Notably, a drawback of genotypic 
assays is that they do not provide a quantita-
tive measure of antimicrobial susceptibility, 
and because some resistance genes may con-
fer only low level of antibiotic resistance 
[ 158 ], sequence-based testing may not fully 
obviate the need for correlation with pheno-
typic susceptibility testing. In order to be use-
ful as a screening or a stand-alone test, NGS 
must have a turnaround time that is shorter 
than, or at least equivalent to, phenotypic 
methods. Whether this is possible in a routine 
clinical laboratory remains to be 
demonstrated. 

 WGS strategies are also helpful for extract-
ing functional information, both on the spe-
cies and the population level: genomic 
sequences can be used to predict genes, as 
well as protein structure and function, meta-
bolic pathways, and phenotypic correlations 
[ 161 ]. Thus, shotgun sequencing has become 
a driver of metagenomic studies, which exam-
ine the genomic content of entire bacterial 
communities within various habitats, and 
delineate not only taxonomic diversity but 
also the functional and metabolic pathways 
of the communities [ 137 ,  162 ]. The analysis 
of metagenomic data poses even more 
challenges than those discussed for 16S rRNA 
sequencing [ 137 ]. After sequencing data are 
fi ltered for human sequences and sequencing 
errors, the putative bacterial reads have to be 
aligned to reference genomes or subjected to 
de novo assembly of contigs in order for gene 
predictions to be made, as well as assignment 
of biological functions. Importantly, both tax-
onomic and functional annotations may be 
hindered by limited availability of reference 
genomes, although large endeavors exploring 
bacterial metagenomics in the human host, 
such as the Human Microbiome Project [ 128 , 
 130 ] and MetaHit [ 129 ], are actively expanding 
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bacterial genomic databases and are testing 
bioinformatics pipelines for metagenomic 
data analysis.  

    NGS in Clinical Mycology 

 Invasive fungal infections (IFI) can be life- 
threatening. However, microbiological cul-
ture is frequently unavailable or yields no 
growth, even when fungal elements are 
observed on microscopic examination. 
Culture-independent tests, such as serology 
and antigen assays, may be helpful, although 
many lack sensitivity and specifi city [ 163 , 
 164 ]. Because tailored antifungal therapy 
early in the course of disease is critical, par-
ticularly in immune-compromised patients 
[ 165 ], nucleic acid-based tests can be utilized 
for accurate and rapid diagnosis. In particular, 
broad-range PCR targeting ribosomal genes 
followed by Sanger sequencing of amplicons 
has allowed direct detection and identifi cation 
of fungi from clinical specimens [ 166 – 169 ]. 
The fungal rRNA operon is present in multi-
ple copies (≥100 copies per fungal genome) 
and therefore targeting this region improves 
sensitivity of fungal detection in clinical speci-
mens. Specifi c areas of the fungal rRNA locus, 
the internal transcribed spacer regions (ITS1 
and ITS2), have been the most frequently 
used targets for fungal identifi cation by Sanger 
sequencing to date [ 170 ]. Importantly, prim-
ers for ITS1 and ITS2 amplifi cation can be 
easily designed to prevent cross-priming with 
human or bacterial DNA. 

 Despite the many advantages of direct 
fungal identifi cation with rRNA locus 
sequencing, for clinical purposes it also has 
limitations. Variables that are likely to affect 
the sensitivity and accuracy of the assay 
include DNA extraction methodology, primer 
selection, and phylogenetic breadth and taxo-
nomic accuracy of reference sequence data-
bases [ 166 ,  171 ]. Because fungal identifi cation 
by sequence analysis is highly susceptible to 
contamination with fungal spores and com-
mensal organisms, it is imperative that testing 
is strictly limited to samples obtained from 
sterile sources with visible fungal elements on 
the microscopic exam [ 172 ]. Additionally, 
not all fungi can be identifi ed using the ITS 
region, including clinically important organ-

isms such as  Aspergillus  section  Fumigati  and 
 Fusarium solani  species complex [ 172 ]. 
Accurate identifi cation of these fungi requires 
sequence analysis of alternative genes or com-
bination of multiple ribosomal targets [ 166 ]. 
Another problem is the paucity of publicly 
available genomic sequences for rare fungi. 
For example, the GenBank sequence database 
is of limited utility for identifi cation of rare 
fungi, due to incomplete taxon sampling of 
disease-causing fungi, incorrect nomenclature 
assigned to sequence entries, and erroneous 
or truncated entries which can only be edited 
by the original depositor [ 173 ,  174 ]. 

 NGS methods can offer solutions to sev-
eral of these issues. As discussed for viruses 
and bacteria in previous sections, NGS can 
dramatically improve sensitivity by simulta-
neously sampling large numbers of genomic 
regions, thus increasing the probability of 
fi nding phylogenetic relationships, even in 
limited databases. The amount of sequence 
diversity that NGS datasets provide can also 
be useful for epidemiological tracing of out-
breaks. Engelthaler et al. used the SOLiD 
platform to sequence  Coccidioides immitis  
isolates from three patients who received 
solid organ transplants from a single donor. 
The sequence similarity of the isolates sug-
gested origin from a single ancestor, most 
likely the common organ donor, who also had 
serologic evidence of coccidioidomycosis 
[ 175 ]. Because NGS approaches do not have 
to rely on target-specifi c primers, the danger 
of missing clinically important fungi due to 
lack of recognition by ITS primers is resolved, 
although contamination with environmental 
and commensal organisms remains a sig-
nificant concern. Finally, NGS studies of 
clinically important fungi will undoubtedly 
expand the amount of publicly available 
genomic sequences and lead to development 
of improved reference databases.  

    Conclusions 

 In this chapter, we have discussed various 
areas of clinical microbiology in which 
genomic approaches have been used to iden-
tify or characterize medically important patho-
gens. The majority of these studies have been 
conducted as proof-of-concept experiments 
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or research investigations. However, adopting 
high- throughput sequencing in diagnostic 
microbiology laboratories is certain to occur 
in the near future, as NGS procedures and 
data-analysis tools become more user friendly. 
Targeted NGS assays relying on amplicon 
sequencing, such as viral drug resistance test-
ing, are likely to be introduced fi rst given the 
sensitivity advantages over Sanger sequencing 
and the accumulating data supporting the 
clinical relevance of low-abundance resis-
tance mutations, particularly in HIV. NGS-
based amplicon sequencing of ribosomal 
RNA genes may also become routine for 
identifi cation of pathogenic bacteria and 
fungi when there is high suspicion for infec-
tion and culture is negative or not available, 
for example in formalin-fi xed, paraffi n-
embedded tissues. WGS strategies may also 
be useful for pathogen identifi cation in sterile 
specimens if testing can be optimized to pro-
vide clinically actionable data faster than cul-
ture or currently available molecular methods. 
Importantly, the ability of NGS methods and 
bioinformatics pipelines to accurately iden-
tify and characterize pathogens will need to 
be rigorously validated and compared with 
traditional diagnostic techniques. 

 The greatest attraction of genomic 
approaches is that WGS could provide all rel-
evant information about a pathogen in a sin-
gle assay, including species identifi cation, 
strain typing, virulence determination, and 
antimicrobial resistance. In practice, wide-
spread implementation of NGS in clinical 
microbiology laboratories will require acqui-
sition of costly new equipment and reagents, 
optimization of turnaround times, and per-
sonnel re-training from largely phenotypic 
testing approaches to methods that are 
increasingly reliant on bioinformatics exper-
tise. Thus, NGS methods are expected to 
supplement, rather than replace, conven-
tional diagnostic testing. Further, early clinical 
adoption of NGS methods is likely to take 
place in laboratories that already have signifi -
cant molecular and Sanger sequencing expe-
rience. An important hurdle, even in the most 
sophisticated of clinical laboratories, is that 
genotype-phenotype correlations for many 
clinically relevant microorganisms are 
unknown, although large-scale metagenomic 
efforts like the Human Microbiome Project 
will undoubtedly defi ne numerous new 

associations between sequence and function. 
It will also be crucial to construct standard-
ized procedures for specimen handling, 
library preparation and sequencing, as well as 
data interpretation in order to ensure the 
accuracy and reproducibility of NGS-derived 
genotypic results. Ultimately, the tremendous 
promise of NGS methods for diagnostic 
infectious disease testing will also need the 
successful development of clinical microbiol-
ogists capable of interpreting and evaluating 
NGS data and placing these data in the 
appropriate clinical context.     

   REFERENCES 

    1.      Boyd SD. Diagnostic applications of high- 
throughput DNA sequencing. Annu Rev Pathol. 
2012.  

     2.    Loman NJ, Constantinidou C, Chan JZ, Halachev 
M, Sergeant M, Penn CW, Robinson ER, Pallen 
MJ. High-throughput bacterial genome sequenc-
ing: an embarrassment of choice, a world of 
opportunity. Nat Rev Microbiol. 2012;10:
599–606.  

    3.    Anderson MW, Schrijver I. Next generation 
DNA sequencing and the future of genomic 
medicine. Genes. 2010;1:38–69.  

    4.    Loman NJ, Misra RV, Dallman TJ, Constantinidou 
C, Gharbia SE, Wain J, Pallen MJ. Performance 
comparison of benchtop high-throughput 
sequencing platforms. Nat Biotechnol. 2012;
30:434–9.  

     5.    Hoffmann C, Minkah N, Leipzig J, Wang G, 
Arens MQ, Tebas P, Bushman FD. DNA bar cod-
ing and pyrosequencing to identify rare HIV 
drug resistance mutations. Nucleic Acids Res. 
2007;35:e91.  

   6.    Hamady M, Walker JJ, Harris JK, Gold NJ, 
Knight R. Error-correcting barcoded primers for 
 pyrosequencing hundreds of samples in multi-
plex. Nat Methods. 2008;5:235–7.  

       7.    Vrancken B, Lequime S, Theys K, Lemey P. 
Covering all bases in HIV research: unveiling a 
hidden world of viral evolution. AIDS Rev. 
2010;12:89–102.  

        8.    Radford AD, Chapman D, Dixon L, Chantrey J, 
Darby AC, Hall N. Application of next-genera-
tion sequencing technologies in virology. J Gen 
Virol. 2012;93:1853–68.  

    9.    Weinstock GM. Genomic approaches to study-
ing the human microbiota. Nature. 2012;489:
250–6.  

      10.    Greninger AL, Chen EC, Sittler T, Scheinerman 
A, Roubinian N, Yu G, Kim E, Pillai DR, Guyard 
C, Mazzulli T, et al. A metagenomic analysis of 

596  |  Martina I. Lefterova, Niaz Banaei, Benjamin A. Pinsky



pandemic infl uenza A (2009 H1N1) infection in 
patients from North America. PLoS One. 
2010;5:e13381.  

       11.    Yozwiak NL, Skewes-Cox P, Stenglein MD, 
Balmaseda A, Harris E, DeRisi JL. Virus identifi -
cation in unknown tropical febrile illness cases 
using deep sequencing. PLoS Negl Trop Dis. 
2012;6:e1485.  

        12.    Cortez KJ, Maldarelli F. Clinical management of 
HIV drug resistance. Viruses. 2011;3:347–78.  

     13.    Johnson VA, Calvez V, Gunthard HF, Paredes R, 
Pillay D, Shafer R, Wensing AM, Richman DD. 
2011 update of the drug resistance mutations in 
HIV-1. Top Antivir Med. 2011;19:156–64.  

    14.    Grant PM, Zolopa AR. The use of resistance test-
ing in the management of HIV-1-infected 
patients. Curr Opin HIV AIDS. 2009;4:474–80.  

      15.    Dunn DT, Coughlin K, Cane PA. Genotypic 
resistance testing in routine clinical care. Curr 
Opin HIV AIDS. 2011;6:251–7.  

    16.    Vandamme AM, Camacho RJ, Ceccherini- 
Silberstein F, de Luca A, Palmisano L, Paraskevis 
D, Paredes R, Poljak M, Schmit JC, Soriano V, 
et al. European recommendations for the clinical 
use of HIV drug resistance testing: 2011 update. 
AIDS Rev. 2011;13:77–108.  

     17.    Tang MW, Liu TF, Shafer RW. The HIVdb sys-
tem for HIV-1 genotypic resistance interpreta-
tion. Intervirology. 2012;55:98–101.  

     18.    Woods CK, Brumme CJ, Liu TF, Chui CK, Chu 
AL, Wynhoven B, Hall TA, Trevino C, Shafer RW, 
Harrigan PR. Automating HIV drug resistance 
genotyping with RECall, a freely accessible 
sequence analysis tool. J Clin Microbiol. 
2012;50:1936–42.  

     19.    Lengauer T, Sing T. Bioinformatics-assisted anti-
HIV therapy. Nat Rev Microbiol. 2006;4:790–7.  

    20.    Zazzi M, Kaiser R, Sonnerborg A, Struck D, 
Altmann A, Prosperi M, Rosen-Zvi M, Petroczi A, 
Peres Y, Schulter E, et al. Prediction of response 
to antiretroviral therapy by human experts and 
by the EuResist data-driven expert system (the 
EVE study). HIV Med. 2011;12:211–8.  

    21.    Beerenwinkel N, Daumer M, Oette M, Korn K, 
Hoffmann D, Kaiser R, Lengauer T, Selbig J, 
Walter H. Geno2pheno: estimating phenotypic 
drug resistance from HIV-1 genotypes. Nucleic 
Acids Res. 2003;31:3850–5.  

     22.    Johnson JA, Li JF, Wei X, Lipscomb J, Irlbeck D, 
Craig C, Smith A, Bennett DE, Monsour M, 
Sandstrom P, et al. Minority HIV-1 drug resis-
tance mutations are present in antiretroviral 
treatment-naive populations and associate with 
reduced treatment effi cacy. PLoS Med. 
2008;5:e158.  

   23.    Li JZ, Paredes R, Ribaudo HJ, Svarovskaia ES, 
Metzner KJ, Kozal MJ, Hullsiek KH, Balduin M, 
Jakobsen MR, Geretti AM, et al. Low-frequency 
HIV-1 drug resistance mutations and risk of 

NNRTI- based antiretroviral treatment failure: a 
systematic review and pooled analysis. JAMA. 
2011;305:1327–35.  

     24.    Metzner KJ, Giulieri SG, Knoepfel SA, Rauch P, 
Burgisser P, Yerly S, Gunthard HF, Cavassini M. 
Minority quasispecies of drug-resistant HIV-1 
that lead to early therapy failure in treatment-
naive and -adherent patients. Clin Infect Dis. 
2009;48:239–47.  

         25.    Wang C, Mitsuya Y, Gharizadeh B, Ronaghi M, 
Shafer RW. Characterization of mutation spectra 
with ultra-deep pyrosequencing: application to 
HIV-1 drug resistance. Genome Res. 2007;17:
1195–201.  

   26.    Mitsuya Y, Varghese V, Wang C, Liu TF, Holmes 
SP, Jayakumar P, Gharizadeh B, Ronaghi M, 
Klein D, Fessel WJ, et al. Minority human immu-
nodefi ciency virus type 1 variants in antiretrovi-
ral-naive persons with reverse transcriptase 
codon 215 revertant mutations. J Virol. 2008;
82:10747–55.  

   27.    Fisher R, van Zyl GU, Travers SA, Kosakovsky 
Pond SL, Engelbrech S, Murrell B, Scheffl er K, 
Smith D. Deep sequencing reveals minor protease 
resistance mutations in patients failing a protease 
inhibitor regimen. J Virol. 2012;86:6231–7.  

      28.    Le T, Chiarella J, Simen BB, Hanczaruk B, 
Egholm M, Landry ML, Dieckhaus K, Rosen MI, 
Kozal MJ. Low- abundance HIV drug-resistant 
viral variants in treatment-experienced persons 
correlate with historical antiretroviral use. PLoS 
One. 2009;4:e6079.  

      29.    Simen BB, Simons JF, Hullsiek KH, Novak RM, 
Macarthur RD, Baxter JD, Huang C, Lubeski C, 
Turenchalk GS, Braverman MS, et al. Low- 
abundance drug-resistant viral variants in chron-
ically HIV-infected, antiretroviral treatment-naive 
patients signifi cantly impact treatment out-
comes. J Infect Dis. 2009;199:693–701.  

    30.    Varghese V, Shahriar R, Rhee SY, Liu T, Simen 
BB, Egholm M, Hanczaruk B, Blake LA, 
Gharizadeh B, Babrzadeh F, et al. Minority vari-
ants associated with transmitted and acquired 
HIV-1 nonnucleoside reverse transcriptase 
inhibitor resistance: implications for the use of 
second-generation nonnucleoside reverse tran-
scriptase inhibitors. J Acquir Immune Defi c 
Syndr. 2009;52:309–15.  

      31.    Lataillade M, Chiarella J, Yang R, Schnittman S, 
Wirtz V, Uy J, Seekins D, Krystal M, Mancini M, 
McGrath D, et al. Prevalence and clinical signifi -
cance of HIV drug resistance mutations by ultra- 
deep sequencing in antiretroviral-naive subjects 
in the CASTLE study. PLoS One. 2010;5:e10952.  

     32.    Hedskog C, Mild M, Jernberg J, Sherwood E, 
Bratt G, Leitner T, Lundeberg J, Andersson B, 
Albert J. Dynamics of HIV-1 quasispecies during 
antiviral treatment dissected using ultra-deep 
pyrosequencing. PLoS One. 2010;5:e11345.  

Genomic Applications in the Clinical Management of Infectious Diseases  |  597



    33.    Mukherjee R, Jensen ST, Male F, Bittinger K, 
Hodinka RL, Miller MD, Bushman FD. Switching 
between raltegravir resistance pathways ana-
lyzed by deep sequencing. AIDS. 2011;25:
1951–9.  

    34.    Armenia D, Vandenbroucke I, Fabeni L, Van 
Marck H, Cento V, D’Arrigo R, Van Wesenbeeck 
L, Scopelliti F, Micheli V, Bruzzone B, et al. 
Study of genotypic and phenotypic HIV-1 
dynamics of integrase mutations during raltegra-
vir treatment: a refi ned analysis by ultra-deep 
454 pyrosequencing. J Infect Dis. 2012;205:
557–67.  

    35.    Archer J, Braverman MS, Taillon BE, Desany B, 
James I, Harrigan PR, Lewis M, Robertson DL. 
Detection of low-frequency pretherapy chemo-
kine (CXC motif) receptor 4 (CXCR4)-using 
HIV-1 with ultra-deep pyrosequencing. AIDS. 
2009;23:1209–18.  

   36.    Bunnik EM, Swenson LC, Edo-Matas D, Huang 
W, Dong W, Frantzell A, Petropoulos CJ, Coakley 
E, Schuitemaker H, Harrigan PR, et al. Detection 
of inferred CCR5- and CXCR4-using HIV-1 
variants and evolutionary intermediates using 
ultra-deep pyrosequencing. PLoS Pathog. 
2011;7:e1002106.  

      37.    Tsibris AM, Korber B, Arnaout R, Russ C, Lo CC, 
Leitner T, Gaschen B, Theiler J, Paredes R, Su Z, 
et al. Quantitative deep sequencing reveals 
dynamic HIV-1 escape and large population 
shifts during CCR5 antagonist therapy in vivo. 
PLoS One. 2009;4:e5683.  

    38.    Codoner FM, Pou C, Thielen A, Garcia F, 
Delgado R, Dalmau D, Alvarez-Tejado M, Ruiz 
L, Clotet B, Paredes R. Added value of deep 
sequencing relative to population sequencing in 
heavily pre- treated HIV-1-infected subjects. 
PLoS One. 2011;6:e19461.  

    39.    Rothberg JM, Leamon JH. The development and 
impact of 454 sequencing. Nat Biotechnol. 
2008;26:1117–24.  

    40.    Gorzer I, Guelly C, Trajanoski S, Puchhammer- 
Stockl E. The impact of PCR-generated recom-
bination on diversity estimation of mixed viral 
populations by deep sequencing. J Virol Methods. 
2010;169:248–52.  

    41.    Mild M, Hedskog C, Jernberg J, Albert 
J. Performance of ultra-deep pyrosequencing in 
analysis of HIV-1 pol gene variation. PLoS One. 
2011;6:e22741.  

    42.    Harismendy O, Ng PC, Strausberg RL, Wang X, 
Stockwell TB, Beeson KY, Schork NJ, Murray SS, 
Topol EJ, Levy S, et al. Evaluation of next gen-
eration sequencing platforms for population tar-
geted sequencing studies. Genome Biol. 
2009;10:R32.  

    43.    Becker EA, Burns CM, Leon EJ, Rajabojan S, 
Friedman R, Friedrich TC, O’Connor SL, Hughes 
AL. Experimental analysis of sources of error in 

evolutionary studies based on Roche/454 pyro-
sequencing of viral genomes. Genome Biol Evol. 
2012;4:457–65.  

    44.    Skums P, Dimitrova Z, Campo DS, Vaughan G, 
Rossi L, Forbi JC, Yokosawa J, Zelikovsky A, 
Khudyakov Y. Effi cient error correction for next-
generation sequencing of viral amplicons. BMC 
Bioinformatics. 2012;13 Suppl 10:S6.  

     45.    Dudley DM, Chin EN, Bimber BN, Sanabani SS, 
Tarosso LF, Costa PR, Sauer MM, Kallas EG, 
O’Connor DH. Low-cost ultra-wide genotyping 
using Roche/454 pyrosequencing for surveil-
lance of HIV drug resistance. PLoS One. 
2012;7:e36494.  

     46.    Eriksson N, Pachter L, Mitsuya Y, Rhee SY, Wang 
C, Gharizadeh B, Ronaghi M, Shafer RW, 
Beerenwinkel N. Viral population estimation 
using pyrosequencing. PLoS Comput Biol. 
2008;4:e1000074.  

     47.    Zagordi O, Geyrhofer L, Roth V, Beerenwinkel 
N. Deep sequencing of a genetically heteroge-
neous sample: local haplotype reconstruction 
and read error correction. J Comput Biol. 
2010;17:417–28.  

    48.    Jabara CB, Jones CD, Roach J, Anderson JA, 
Swanstrom R. Accurate sampling and deep 
sequencing of the HIV-1 protease gene using a 
Primer ID. Proc Natl Acad Sci U S A. 2011;
108:20166–71.  

    49.    Vandenbroucke I, Van Marck H, Mostmans W, 
Van Eygen V, Rondelez E, Thys K, Van Baelen K, 
Fransen K, Vaira D, Kabeya K, et al. HIV-1V3 
envelope deep sequencing for clinical plasma 
specimens failing in phenotypic tropism assays. 
AIDS Res Ther. 2010;7:4.  

    50.   Chevaliez S, Rodriguez C, Pawlotsky JM. New 
virologic tools for management of chronic hepa-
titis B and C. Gastroenterology. 2012;142:1303–
1313 e1301  

      51.    Fung J, Lai CL, Seto WK, Yuen MF. Nucleoside/
nucleotide analogues in the treatment of chronic 
hepatitis B. J Antimicrob Chemother. 2011;66:
2715–25.  

      52.    Pawlotsky JM. Treatment failure and resistance 
with direct-acting antiviral drugs against hepati-
tis C virus. Hepatology. 2011;53:1742–51.  

    53.    Yuen MF, Seto WK, Chow DH, Tsui K, Wong 
DK, Ngai VW, Wong BC, Fung J, Yuen JC, Lai 
CL. Long-term lamivudine therapy reduces the 
risk of long-term complications of chronic hepa-
titis B infection even in patients without 
advanced disease. Antivir Ther. 2007;12:
1295–303.  

    54.    Tan Y, Ding K, Su J, Trinh X, Peng Z, Gong Y, 
Chen L, Cui Q, Lei N, Chen X, et al. The natu-
rally occurring YMDD mutation among patients 
chronically infected HBV and untreated with 
lamivudine: a systematic review and meta-analy-
sis. PLoS One. 2012;7:e32789.  

598  |  Martina I. Lefterova, Niaz Banaei, Benjamin A. Pinsky



    55.    Villet S, Pichoud C, Billioud G, Barraud L, 
Durantel S, Trepo C, Zoulim F. Impact of hepati-
tis B virus rtA181V/T mutants on hepatitis B 
treatment failure. J Hepatol. 2008;48:747–55.  

    56.   Hayer J, Jadeau F, Deleage G, Kay A, Zoulim F, 
Combet C. HBVdb: a knowledge database for 
hepatitis B virus. Nucleic Acids Res. 2012.  

    57.    Yuen LK, Ayres A, Littlejohn M, Colledge D, 
Edgely A, Maskill WJ, Locarnini SA, Bartholomeusz 
A. SeqHepB: a sequence analysis program and 
relational database system for chronic hepatitis B. 
Antiviral Res. 2007;75:64–74.  

     58.    Ko SY, Oh HB, Park CW, Lee HC, Lee JE. 
Analysis of hepatitis B virus drug-resistant 
mutant haplotypes by ultra-deep pyrosequenc-
ing. Clin Microbiol Infect. 2012;18:E404–11.  

    59.    Margeridon-Thermet S, Shulman NS, Ahmed A, 
Shahriar R, Liu T, Wang C, Holmes SP, Babrzadeh 
F, Gharizadeh B, Hanczaruk B, et al. Ultra-deep 
pyrosequencing of hepatitis B virus quasispecies 
from nucleoside and nucleotide reverse-tran-
scriptase inhibitor (NRTI)-treated patients and 
NRTI-naive patients. J Infect Dis. 2009;199:
1275–85.  

    60.   Margeridon-Thermet S, Svarovskaia ES, 
Babrzadeh F, Martin R, Liu TF, Pacold M, 
Reuman EC, Holmes SP, Borroto-Esoda K, 
Shafer RW. Low-level persistence of drug-resis-
tance mutations in hepatitis B virus-infected 
subjects with a past history of Lamivudine treat-
ment. Antimicrob Agents Chemother. 2012.  

     61.    Rodriguez-Frias F, Tabernero D, Quer J, Esteban 
JI, Ortega I, Domingo E, Cubero M, Camos S, 
Ferrer- Costa C, Sanchez A, et al. Ultra-deep 
pyrosequencing detects conserved genomic sites 
and quantifi es linkage of drug-resistant amino 
acid changes in the hepatitis B virus genome. 
PLoS One. 2012;7:e37874.  

     62.    Solmone M, Vincenti D, Prosperi MC, Bruselles 
A, Ippolito G, Capobianchi MR. Use of mas-
sively parallel ultradeep pyrosequencing to char-
acterize the genetic diversity of hepatitis B virus 
in drug- resistant and drug-naive patients and to 
detect minor variants in reverse transcriptase 
and hepatitis B S antigen. J Virol. 2009;83:
1718–26.  

    63.    Nasu A, Marusawa H, Ueda Y, Nishijima N, 
Takahashi K, Osaki Y, Yamashita Y, Inokuma T, 
Tamada T, Fujiwara T, et al. Genetic heterogene-
ity of hepatitis C virus in association with antivi-
ral therapy determined by ultra-deep sequencing. 
PLoS One. 2011;6:e24907.  

    64.    Verbinnen T, Van Marck H, Vandenbroucke I, 
Vijgen L, Claes M, Lin TI, Simmen K, Neyts J, 
Fanning G, Lenz O. Tracking the evolution of 
multiple in vitro hepatitis C virus replicon vari-
ants under protease inhibitor selection pressure 
by 454 deep sequencing. J Virol. 2010;
84:11124–33.  

    65.   Lenz O, de Bruijne J, Vijgen L, Verbinnen T, 
Weegink C, Van Marck H, Vandenbroucke I, 
Peeters M, Simmen K, Fanning G., et al. Effi cacy 
of re- treatment with TMC435 as combination 
therapy in hepatitis c virus-infected patients fol-
lowing TMC435 monotherapy. Gastroenterology. 
2012;143:1176–1178 e1176.  

     66.    Drew WL. Cytomegalovirus resistance testing: 
pitfalls and problems for the clinician. Clin 
Infect Dis. 2010;50:733–6.  

           67.    Lurain NS, Chou S. Antiviral drug resistance of 
human cytomegalovirus. Clin Microbiol Rev. 
2010;23:689–712.  

    68.    Baroco AL, Oldfi eld EC. Gastrointestinal cyto-
megalovirus disease in the immunocompro-
mised patient. Curr Gastroenterol Rep. 2008;
10:409–16.  

      69.    Ljungman P, Reusser P, de la Camara R, Einsele 
H, Engelhard D, Ribaud P, Ward K. Management 
of CMV infections: recommendations from the 
infectious diseases working party of the EBMT. 
Bone Marrow Transplant. 2004;33:1075–81.  

     70.    Myhre HA, Haug Dorenberg D, Kristiansen KI, 
Rollag H, Leivestad T, Asberg A, Hartmann A. 
Incidence and outcomes of ganciclovir-resistant 
cytomegalovirus infections in 1244 kidney trans-
plant recipients. Transplantation. 2011;92:
217–23.  

    71.    Limaye AP, Corey L, Koelle DM, Davis CL, 
Boeckh M. Emergence of ganciclovir-resistant 
cytomegalovirus disease among recipients of 
solid-organ transplants. Lancet. 2000;356:
645–9.  

    72.    Li F, Kenyon KW, Kirby KA, Fishbein DP, Boeckh 
M, Limaye AP. Incidence and clinical features of 
ganciclovir- resistant cytomegalovirus disease in 
heart transplant recipients. Clin Infect Dis. 
2007;45:439–47.  

      73.    Hantz S, Garnier-Geoffroy F, Mazeron MC, 
Garrigue I, Merville P, Mengelle C, Rostaing L, 
Saint Marcoux F, Essig M, Rerolle JP, et al. Drug-
resistant cytomegalovirus in transplant recipients: 
a French cohort study. J Antimicrob Chemother. 
2010;65:2628–40.  

    74.    Boivin G, Gilbert C, Gaudreau A, Greenfi eld I, 
Sudlow R, Roberts NA. Rate of emergence of 
cytomegalovirus (CMV) mutations in leuko-
cytes of patients with acquired immunodefi -
ciency syndrome who are receiving 
valganciclovir as induction and maintenance 
therapy for CMV retinitis. J Infect Dis. 
2001;184:1598–602.  

   75.    Gilbert C, Handfi eld J, Toma E, Lalonde R, 
Bergeron MG, Boivin G. Emergence and preva-
lence of cytomegalovirus UL97 mutations asso-
ciated with ganciclovir resistance in AIDS 
patients. AIDS. 1998;12:125–9.  

    76.    Jabs DA, Dunn JP, Enger C, Forman M, Bressler 
N, Charache P. Cytomegalovirus retinitis and 

Genomic Applications in the Clinical Management of Infectious Diseases  |  599



viral resistance. Prevalence of resistance at diag-
nosis, 1994. Cytomegalovirus Retinitis and Viral 
Resistance Study Group. Arch Ophthalmol. 
1996;114:809–14.  

    77.    Martin BK, Ricks MO, Forman MS, Jabs DA. 
Change over time in incidence of ganciclovir 
resistance in patients with cytomegalovirus reti-
nitis. Clin Infect Dis. 2007;44:1001–8.  

     78.    Kotton CN, Kumar D, Caliendo AM, Asberg A, 
Chou S, Snydman DR, Allen U, Humar A. 
International consensus guidelines on the man-
agement of cytomegalovirus in solid organ trans-
plantation. Transplantation. 2010;89:779–95.  

    79.    Chevillotte M, von Einem J, Meier BM, Lin FM, 
Kestler HA, Mertens T. A new tool linking 
human cytomegalovirus drug resistance muta-
tions to resistance phenotypes. Antiviral Res. 
2010;85:318–27.  

    80.    Wang D, Coscoy L, Zylberberg M, Avila PC, 
Boushey HA, Ganem D, DeRisi JL. Microarray-
based detection and genotyping of viral patho-
gens. Proc Natl Acad Sci U S A. 2002;99:
15687–92.  

    81.    Barzon L, Lavezzo E, Militello V, Toppo S, Palu 
G. Applications of next-generation sequencing 
technologies to diagnostic virology. Int J Mol Sci. 
2011;12:7861–84.  

    82.    Rector A, Tachezy R, Van Ranst M. A sequence- 
independent strategy for detection and cloning 
of circular DNA virus genomes by using multi-
ply primed rolling-circle amplifi cation. J Virol. 
2004;78:4993–8.  

     83.    de Vries M, Deijs M, Canuti M, van Schaik BD, 
Faria NR, van de Garde MD, Jachimowski LC, 
Jebbink MF, Jakobs M, Luyf AC, et al. A sensitive 
assay for virus discovery in respiratory clinical 
samples. PLoS One. 2011;6:e16118.  

    84.    Pyrc K, Jebbink MF, Berkhout B, van der Hoek L. 
Detection of new viruses by VIDISCA. Virus 
discovery based on cDNA-amplifi ed fragment 
length polymorphism. Methods Mol Biol. 
2008;454:73–89.  

    85.    Depledge DP, Palser AL, Watson SJ, Lai IY, Gray 
ER, Grant P, Kanda RK, Leproust E, Kellam P, 
Breuer J. Specifi c capture and whole-genome 
sequencing of viruses from clinical samples. 
PLoS One. 2011;6:e27805.  

    86.    Duncavage EJ, Magrini V, Becker N, Armstrong 
JR, Demeter RT, Wylie T, Abel HJ, Pfeifer JD. 
Hybrid capture and next-generation sequencing 
identify viral integration sites from formalin-
fi xed, paraffi n- embedded tissue. J Mol Diagn. 
2011;13:325–33.  

    87.    Bhaduri A, Qu K, Lee CS, Ungewickell A, 
Khavari PA. Rapid identifi cation of non-human 
sequences in high-throughput sequencing datas-
ets. Bioinformatics. 2012;28:1174–5.  

    88.    Kostic AD, Ojesina AI, Pedamallu CS, Jung J, 
Verhaak RG, Getz G, Meyerson M. PathSeq: 

software to identify or discover microbes by 
deep sequencing of human tissue. Nat 
Biotechnol. 2011;29:393–6.  

    89.    Berthet N, Reinhardt AK, Leclercq I, van Ooyen 
S, Batejat C, Dickinson P, Stamboliyska R, Old 
IG, Kong KA, Dacheux L, et al. Phi29 poly-
merase based random amplifi cation of viral RNA 
as an alternative to random RT-PCR. BMC Mol 
Biol. 2008;9:77.  

      90.    Cheval J, Sauvage V, Frangeul L, Dacheux L, 
Guigon G, Dumey N, Pariente K, Rousseaux C, 
Dorange F, Berthet N, et al. Evaluation of high-
throughput sequencing for identifying known 
and unknown viruses in biological samples. J 
Clin Microbiol. 2011;49:3268–75.  

     91.    Miller JR, Koren S, Sutton G. Assembly algo-
rithms for next-generation sequencing data. 
Genomics. 2010;95:315–27.  

      92.    Palacios G, Druce J, Du L, Tran T, Birch C, Briese 
T, Conlan S, Quan PL, Hui J, Marshall J, et al. A 
new arenavirus in a cluster of fatal transplant- 
associated diseases. N Engl J Med. 2008;358:
991–8.  

    93.    Yozwiak NL, Skewes-Cox P, Gordon A, Saborio 
S, Kuan G, Balmaseda A, Ganem D, Harris E, 
DeRisi JL. Human enterovirus 109: a novel 
interspecies recombinant enterovirus isolated 
from a case of acute pediatric respiratory illness 
in Nicaragua. J Virol. 2010;84:9047–58.  

    94.    Briese T, Paweska JT, McMullan LK, Hutchison 
SK, Street C, Palacios G, Khristova ML, Weyer 
J, Swanepoel R, Egholm M, et al. Genetic detec-
tion and characterization of Lujo virus, a new 
hemorrhagic fever-associated arenavirus from 
Southern Africa. PLoS Pathog. 2009;5:
e1000455.  

     95.    Hoper D, Hoffmann B, Beer M. A comprehen-
sive deep sequencing strategy for full-length 
genomes of infl uenza A. PLoS One. 2011;
6:e19075.  

     96.    Yongfeng H, Fan Y, Jie D, Jian Y, Ting Z, Lilian S, 
Jin Q. Direct pathogen detection from swab 
samples using a new high-throughput sequenc-
ing technology. Clin Microbiol Infect. 2011;17:
241–4.  

     97.    Feng H, Shuda M, Chang Y, Moore PS. Clonal 
integration of a polyomavirus in human Merkel 
cell carcinoma. Science. 2008;319:1096–100.  

    98.    McMullan LK, Folk SM, Kelly AJ, MacNeil A, 
Goldsmith CS, Metcalfe MG, Batten BC, 
Albarino CG, Zaki SR, Rollin PE, et al. A new 
phlebovirus associated with severe febrile illness 
in Missouri. N Engl J Med. 2012;367:834–41.  

    99.    Bishop-Lilly KA, Turell MJ, Willner KM, Butani 
A, Nolan NM, Lentz SM, Akmal A, Mateczun A, 
Brahmbhatt TN, Sozhamannan S, et al. Arbovirus 
detection in insect vectors by rapid, high- 
throughput pyrosequencing. PLoS Negl Trop 
Dis. 2010;4:e878.  

600  |  Martina I. Lefterova, Niaz Banaei, Benjamin A. Pinsky



    100.    Falkow S. Molecular Koch’s postulates applied to 
bacterial pathogenicity–a personal recollection 
15 years later. Nat Rev Microbiol. 2004;2:
67–72.  

   101.    Fredericks DN, Relman DA. Sequence-based 
identifi cation of microbial pathogens: a reconsid-
eration of Koch’s postulates. Clin Microbiol Rev. 
1996;9:18–33.  

    102.    Mokili JL, Rohwer F, Dutilh BE. Metagenomics 
and future perspectives in virus discovery. Curr 
Opin Virol. 2012;2:63–77.  

     103.    Sanjuan R, Nebot MR, Chirico N, Mansky LM, 
Belshaw R. Viral mutation rates. J Virol. 
2010;84:9733–48.  

     104.    Lauring AS, Andino R. Quasispecies theory and 
the behavior of RNA viruses. PLoS Pathog. 
2010;6:e1001005.  

       105.    Renzette N, Bhattacharjee B, Jensen JD, Gibson 
L, Kowalik TF. Extensive genome-wide variabil-
ity of human cytomegalovirus in congenitally 
infected infants. PLoS Pathog. 2011;7:e1001344.  

      106.    Escobar-Gutierrez A, Vazquez-Pichardo M, 
Cruz- Rivera M, Rivera-Osorio P, Carpio-Pedroza 
JC, Ruiz- Pacheco JA, Ruiz-Tovar K, Vaughan G. 
Identifi cation of hepatitis C virus transmission 
using a next- generation sequencing approach. J 
Clin Microbiol. 2012;50:1461–3.  

     107.    Redd AD, Mullis CE, Serwadda D, Kong X, 
Martens C, Ricklefs SM, Tobian AA, Xiao C, 
Grabowski MK, Nalugoda F, et al. The rates of 
HIV superinfection and primary HIV incidence 
in a general population in Rakai, Uganda. J Infect 
Dis. 2012;206:267–74.  

   108.    Buzon MJ, Codoner FM, Frost SD, Pou C, Puertas 
MC, Massanella M, Dalmau J, Llibre JM, 
Stevenson M, Blanco J, et al. Deep molecular 
characterization of HIV-1 dynamics under sup-
pressive HAART. PLoS Pathog. 2011;7:e1002314.  

    109.    Campbell MS, Mullins JI, Hughes JP, Celum C, 
Wong KG, Raugi DN, Sorensen S, Stoddard JN, 
Zhao H, Deng W, et al. Viral linkage in HIV-1 
seroconverters and their partners in an HIV-1 pre-
vention clinical trial. PLoS One. 2011;6:e16986.  

       110.    Eshleman SH, Hudelson SE, Redd AD, Wang L, 
Debes R, Chen YQ, Martens CA, Ricklefs SM, 
Selig EJ, Porcella SF, et al. Analysis of genetic 
linkage of HIV from couples enrolled in the HIV 
Prevention Trials Network 052 trial. J Infect Dis. 
2011;204:1918–26.  

     111.    Ghedin E, Laplante J, DePasse J, Wentworth DE, 
Santos RP, Lepow ML, Porter J, Stellrecht K, Lin 
X, Operario D, et al. Deep sequencing reveals 
mixed infection with 2009 pandemic infl uenza 
A (H1N1) virus strains and the emergence of 
oseltamivir resistance. J Infect Dis. 2011;203:
168–74.  

    112.    Holmes EC, Ghedin E, Miller N, Taylor J, Bao Y, 
St George K, Grenfell BT, Salzberg SL, Fraser 
CM, Lipman DJ, et al. Whole-genome analysis of 

human infl uenza A virus reveals multiple persis-
tent lineages and reassortment among recent 
H3N2 viruses. PLoS Biol. 2005;3:e300.  

    113.    Roedig JV, Rapp E, Hoper D, Genzel Y, Reichl U. 
Impact of host cell line adaptation on quasispe-
cies composition and glycosylation of infl uenza 
A virus hemagglutinin. PLoS One. 2011;6:
e27989.  

    114.    Parameswaran P, Charlebois P, Tellez Y, Nunez A, 
Ryan EM, Malboeuf CM, Levin JZ, Lennon NJ, 
Balmaseda A, Harris E, et al. Genome-wide pat-
terns of intrahuman dengue virus diversity reveal 
associations with viral phylogenetic clade and 
interhost diversity. J Virol. 2012;86:8546–58.  

    115.    Tapparel C, Cordey S, Junier T, Farinelli L, Van 
Belle S, Soccal PM, Aubert JD, Zdobnov E, 
Kaiser L. Rhinovirus genome variation during 
chronic upper and lower respiratory tract infec-
tions. PLoS One. 2011;6:e21163.  

     116.    Gorzer I, Guelly C, Trajanoski S, Puchhammer- 
Stockl E. Deep sequencing reveals highly com-
plex dynamics of human cytomegalovirus 
genotypes in transplant patients over time. J 
Virol. 2010;84:7195–203.  

    117.    Astrovskaya I, Tork B, Mangul S, Westbrooks K, 
Mandoiu I, Balfe P, Zelikovsky A. Inferring viral 
quasispecies spectra from 454 pyrosequencing 
reads. BMC Bioinformatics. 2011;12 Suppl 6:S1.  

   118.    Zagordi O, Bhattacharya A, Eriksson N, 
Beerenwinkel N. ShoRAH: estimating the 
genetic diversity of a mixed sample from next-
generation sequencing data. BMC Bioinformatics. 
2011;12:119.  

    119.    Prosperi MC, Salemi M. QuRe: software for viral 
quasispecies reconstruction from next-genera-
tion sequencing data. Bioinformatics. 2012;
28:132–3.  

     120.    McHardy AC, Adams B. The role of genomics in 
tracking the evolution of infl uenza A virus. PLoS 
Pathog. 2009;5:e1000566.  

    121.    Wang R, Taubenberger JK. Methods for molecu-
lar surveillance of infl uenza. Expert Rev Anti 
Infect Ther. 2010;8:517–27.  

    122.    Ghedin E, Sengamalay NA, Shumway M, 
Zaborsky J, Feldblyum T, Subbu V, Spiro DJ, Sitz 
J, Koo H, Bolotov P, et al. Large-scale sequencing 
of human infl uenza reveals the dynamic nature 
of viral genome evolution. Nature. 2005;437:
1162–6.  

    123.    Rambaut A, Pybus OG, Nelson MI, Viboud C, 
Taubenberger JK, Holmes EC. The genomic and 
epidemiological dynamics of human infl uenza A 
virus. Nature. 2008;453:615–9.  

      124.    Jackson SE, Mason GM, Wills MR. Human cyto-
megalovirus immunity and immune evasion. 
Virus Res. 2011;157:151–60.  

    125.    Lisboa LF, Tong Y, Kumar D, Pang XL, Asberg A, 
Hartmann A, Rollag H, Jardine AG, Pescovitz 
MD, Humar A. Analysis and clinical correlation 

Genomic Applications in the Clinical Management of Infectious Diseases  |  601



of genetic variation in cytomegalovirus. Transpl 
Infect Dis. 2012;14:132–40.  

    126.    Manuel O, Asberg A, Pang X, Rollag H, Emery 
VC, Preiksaitis JK, Kumar D, Pescovitz MD, 
Bignamini AA, Hartmann A, et al. Impact of 
genetic polymorphisms in cytomegalovirus gly-
coprotein B on outcomes in solid-organ trans-
plant recipients with cytomegalovirus disease. 
Clin Infect Dis. 2009;49:1160–6.  

     127.    Didelot X, Bowden R, Wilson DJ, Peto TE, 
Crook DW. Transforming clinical microbiology 
with bacterial genome sequencing. Nat Rev 
Genet. 2012;13:601–12.  

      128.    Peterson J, Garges S, Giovanni M, McInnes P, 
Wang L, Schloss JA, Bonazzi V, McEwen JE, 
Wetterstrand KA, Deal C, et al. The NIH Human 
Microbiome Project. Genome Res. 2009;19:
2317–23.  

     129.    Qin J, Li R, Raes J, Arumugam M, Burgdorf KS, 
Manichanh C, Nielsen T, Pons N, Levenez F, 
Yamada T, et al. A human gut microbial gene 
catalogue established by metagenomic sequenc-
ing. Nature. 2010;464:59–65.  

       130.      A framework for human microbiome research. 
Nature. 2012;486:215–21.  

    131.    Srinivasan S, Hoffman NG, Morgan MT, Matsen 
FA, Fiedler TL, Hall RW, Ross FJ, McCoy CO, 
Bumgarner R, Marrazzo JM, et al. Bacterial com-
munities in women with bacterial vaginosis: high 
resolution phylogenetic analyses reveal relation-
ships of microbiota to clinical criteria. PLoS 
One. 2012;7:e37818.  

    132.    VanDevanter DR, LiPuma JJ. Microbial diversity 
in the cystic fi brosis airways: where is thy sting? 
Future Microbiol. 2012;7:801–3.  

    133.    Zhao J, Schloss PD, Kalikin LM, Carmody LA, 
Foster BK, Petrosino JF, Cavalcoli JD, 
VanDevanter DR, Murray S, Li JZ, et al. Decade-
long bacterial community dynamics in cystic 
fi brosis airways. Proc Natl Acad Sci U S A. 
2012;109:5809–14.  

    134.      Shahinas D, Silverman M, Sittler T, Chiu C, Kim 
P, Allen-Vercoe E, Weese S, Wong A, Low DE, 
Pillai DR. Toward an understanding of changes 
in diversity associated with fecal microbiome 
transplantation based on 16S rRNA gene deep 
sequencing. mBio. 2012;3.  

    135.    Dethlefsen L, Huse S, Sogin ML, Relman DA. 
The pervasive effects of an antibiotic on the 
human gut microbiota, as revealed by deep 16S 
rRNA sequencing. PLoS Biol. 2008;6:e280.  

    136.   Klindworth A, Pruesse E, Schweer T, Peplies J, 
Quast C, Horn M, Glockner FO. Evaluation of 
general 16S ribosomal RNA gene PCR primers 
for classical and next-generation sequencing-
based diversity studies. Nucleic Acids Res. 2012.  

         137.    Kuczynski J, Lauber CL, Walters WA, Parfrey 
LW, Clemente JC, Gevers D, Knight R. 
Experimental and analytical tools for studying 

the human microbiome. Nat Rev Genet. 
2012;13:47–58.  

    138.    Jolley KA, Bliss CM, Bennett JS, Bratcher HB, 
Brehony C, Colles FM, Wimalarathna H, 
Harrison OB, Sheppard SK, Cody AJ, et al. 
Ribosomal multilocus sequence typing: universal 
characterization of bacteria from domain to 
strain. Microbiology. 2012;158:1005–15.  

    139.    Pruesse E, Quast C, Knittel K, Fuchs BM, Ludwig 
W, Peplies J, Glockner FO. SILVA: a comprehen-
sive online resource for quality checked and 
aligned ribosomal RNA sequence data compati-
ble with ARB. Nucleic Acids Res. 
2007;35:7188–96.  

    140.   Quast C, Pruesse E, Yilmaz P, Gerken J, Schweer 
T, Yarza P, Peplies J, Glockner FO. The SILVA 
ribosomal RNA gene database project: improved 
data processing and web-based tools. Nucleic 
Acids Res. 2012.  

    141.    McDonald D, Price MN, Goodrich J, Nawrocki 
EP, DeSantis TZ, Probst A, Andersen GL, Knight 
R, Hugenholtz P. An improved Greengenes tax-
onomy with explicit ranks for ecological and 
evolutionary analyses of bacteria and archaea. 
ISME J. 2012;6:610–8.  

    142.    Schloss PD, Gevers D, Westcott SL. Reducing 
the effects of PCR amplifi cation and sequencing 
artifacts on 16S rRNA-based studies. PLoS One. 
2011;6:e27310.  

    143.    Edgar RC, Haas BJ, Clemente JC, Quince C, 
Knight R. UCHIME improves sensitivity and 
speed of chimera detection. Bioinformatics. 
2011;27:2194–200.  

    144.    Schloss PD, Westcott SL, Ryabin T, Hall JR, 
Hartmann M, Hollister EB, Lesniewski RA, 
Oakley BB, Parks DH, Robinson CJ, et al. 
Introducing mothur: open- source, platform-
independent, community- supported software 
for describing and comparing microbial commu-
nities. Appl Environ Microbiol. 2009;75:
7537–41.  

    145.    Haas BJ, Gevers D, Earl AM, Feldgarden M, 
Ward DV, Giannoukos G, Ciulla D, Tabbaa D, 
Highlander SK, Sodergren E, et al. Chimeric 16S 
rRNA sequence formation and detection in 
Sanger and 454- pyrosequenced PCR amplicons. 
Genome Res. 2011;21:494–504.  

    146.    Reeder J, Knight R. Rapidly denoising pyrose-
quencing amplicon reads by exploiting rank- 
abundance distributions. Nat Methods. 2010;
7:668–9.  

    147.    Caporaso JG, Kuczynski J, Stombaugh J, Bittinger 
K, Bushman FD, Costello EK, Fierer N, Pena AG, 
Goodrich JK, Gordon JI, et al. QIIME allows 
analysis of high-throughput community 
sequencing data. Nat Methods. 2010;7:335–6.  

    148.    Kuroda M, Sekizuka T, Shinya F, Takeuchi F, 
Kanno T, Sata T, Asano S. Detection of a possi-
ble bioterrorism agent, Francisella sp., in a clinical 

602  |  Martina I. Lefterova, Niaz Banaei, Benjamin A. Pinsky



specimen by use of next-generation direct 
DNA sequencing. J Clin Microbiol. 2012;
50:1810–2.  

      149.    Mellmann A, Harmsen D, Cummings CA, Zentz 
EB, Leopold SR, Rico A, Prior K, Szczepanowski 
R, Ji Y, Zhang W, et al. Prospective genomic char-
acterization of the German enterohemorrhagic 
Escherichia coli O104:H4 outbreak by rapid 
next generation sequencing technology. PLoS 
One. 2011;6:e22751.  

    150.    Vogel U, Szczepanowski R, Claus H, Junemann 
S, Prior K, Harmsen D. Ion torrent personal 
genome machine sequencing for genomic typing 
of Neisseria meningitidis for rapid determination 
of multiple layers of typing information. J Clin 
Microbiol. 2012;50:1889–94.  

     151.    Hofreuter D, Tsai J, Watson RO, Novik V, Altman 
B, Benitez M, Clark C, Perbost C, Jarvie T, Du L, 
et al. Unique features of a highly pathogenic 
Campylobacter jejuni strain. Infect Immun. 
2006;74:4694–707.  

     152.    Smith MG, Gianoulis TA, Pukatzki S, Mekalanos 
JJ, Ornston LN, Gerstein M, Snyder M. New 
insights into Acinetobacter baumannii patho-
genesis revealed by high-density pyrosequencing 
and transposon mutagenesis. Genes Dev. 
2007;21:601–14.  

     153.    Andries K, Verhasselt P, Guillemont J, Gohlmann 
HW, Neefs JM, Winkler H, Van Gestel J, 
Timmerman P, Zhu M, Lee E, et al. A diarylquin-
oline drug active on the ATP synthase of 
Mycobacterium tuberculosis. Science. 2005;
307:223–7.  

    154.    Perez Chaparro PJ, McCulloch JA, Cerdeira LT, 
Al-Dilaimi A, Canto de Sa LL, de Oliveira R, 
Tauch A, de Carvalho Azevedo VA, Cruz 
Schneider MP, da Silva AL. Whole genome 
sequencing of environmental Vibrio cholerae O1 
from 10 nanograms of DNA using short reads. J 
Microbiol Methods. 2011;87:208–12.  

      155.    Chin CS, Sorenson J, Harris JB, Robins WP, 
Charles RC, Jean-Charles RR, Bullard J, Webster 
DR, Kasarskis A, Peluso P, et al. The origin of the 
Haitian cholera outbreak strain. N Engl J Med. 
2011;364:33–42.  

    156.    McAdam PR, Holmes A, Templeton KE, 
Fitzgerald JR. Adaptive evolution of 
Staphylococcus aureus during chronic endo-
bronchial infection of a cystic fi brosis patient. 
PLoS One. 2011;6:e24301.  

     157.    Koser CU, Holden MT, Ellington MJ, Cartwright 
EJ, Brown NM, Ogilvy-Stuart AL, Hsu LY, 
Chewapreecha C, Croucher NJ, Harris SR, et al. 
Rapid whole- genome sequencing for investiga-
tion of a neonatal MRSA outbreak. N Engl J 
Med. 2012;366:2267–75.  

       158.    Jenkins SG, Schuetz AN. Current concepts in 
laboratory testing to guide antimicrobial therapy. 
Mayo Clin Proc. 2012;87:290–308.  

    159.    Heysell SK, Houpt ER. The future of molecular 
diagnostics for drug-resistant tuberculosis. 
Expert Rev Mol Diagn. 2012;12:395–405.  

    160.    Chen PE, Willner KM, Butani A, Dorsey S, 
George M, Stewart A, Lentz SM, Cook CE, 
Akmal A, Price LB, et al. Rapid identifi cation of 
genetic modifi cations in Bacillus anthracis using 
whole genome draft sequences generated by 454 
pyrosequencing. PLoS One. 2010;5:e12397.  

    161.   Structure, function and diversity of the healthy 
human microbiome. Nature. 2012;486:207–14.  

    162.    Williamson SJ, Yooseph S. From bacterial to 
microbial ecosystems (metagenomics). Methods 
Mol Biol. 2012;804:35–55.  

    163.    Blair JE, Coakley B, Santelli AC, Hentz JG, 
Wengenack NL. Serologic testing for symptom-
atic coccidioidomycosis in immunocompetent 
and immunosuppressed hosts. Mycopathologia. 
2006;162:317–24.  

    164.    Hage CA, Ribes JA, Wengenack NL, Baddour 
LM, Assi M, McKinsey DS, Hammoud K, Alapat 
D, Babady NE, Parker M, et al. A multicenter 
evaluation of tests for diagnosis of histoplasmo-
sis. Clin Infect Dis. 2011;53:448–54.  

    165.    Pagano L, Caira M, Offi dani M, Martino B, 
Candoni A, Valentini CG, Specchia G, Nosari A, 
Tosti ME, Leone G, et al. Adherence to interna-
tional guidelines for the treatment of invasive 
aspergillosis in acute myeloid leukaemia: feasi-
bility and utility (SEIFEM-2008B study). J 
Antimicrob Chemother. 2010;65:2013–8.  

      166.    Balajee SA, Sigler L, Brandt ME. DNA and the 
classical way: identifi cation of medically impor-
tant molds in the 21st century. Med Mycol. 
2007;45:475–90.  

   167.    Ciardo DE, Schar G, Bottger EC, Altwegg M, 
Bosshard PP. Internal transcribed spacer sequenc-
ing versus biochemical profi ling for identifi ca-
tion of medically important yeasts. J Clin 
Microbiol. 2006;44:77–84.  

   168.    Ciardo DE, Lucke K, Imhof A, Bloemberg GV, 
Bottger EC. Systematic internal transcribed spacer 
sequence analysis for identifi cation of clinical 
mold isolates in diagnostic mycology: a 5-year 
study. J Clin Microbiol. 2010;48:2809–13.  

    169.    Pounder JI, Simmon KE, Barton CA, Hohmann 
SL, Brandt ME, Petti CA. Discovering potential 
pathogens among fungi identifi ed as nonsporu-
lating molds. J Clin Microbiol. 2007;45:568–71.  

    170.    Schoch CL, Seifert KA, Huhndorf S, Robert V, 
Spouge JL, Levesque CA, Chen W. Nuclear ribo-
somal internal transcribed spacer (ITS) region as 
a universal DNA barcode marker for Fungi. Proc 
Natl Acad Sci U S A. 2012;109:6241–6.  

    171.    Munoz-Cadavid C, Rudd S, Zaki SR, Patel M, 
Moser SA, Brandt ME, Gomez BL. Improving 
molecular detection of fungal DNA in formalin-
fi xed paraffi n- embedded tissues: comparison of 
fi ve tissue DNA extraction methods using 

Genomic Applications in the Clinical Management of Infectious Diseases  |  603



panfungal PCR. J Clin Microbiol. 2010;48:
2147–53.  

     172.    Lau A, Chen S, Sorrell T, Carter D, Malik R, 
Martin P, Halliday C. Development and clinical 
application of a panfungal PCR assay to detect 
and identify fungal DNA in tissue specimens. 
J Clin Microbiol. 2007;45:380–5.  

    173.    Romanelli AM, Sutton DA, Thompson EH, 
Rinaldi MG, Wickes BL. Sequence-based identi-
fi cation of fi lamentous basidiomycetous fungi 

from clinical specimens: a cautionary note. J Clin 
Microbiol. 2010;48:741–52.  

    174.    Bidartondo MI. Preserving accuracy in GenBank. 
Science. 2008;319:1616.  

     175.    Engelthaler DM, Chiller T, Schupp JA, Colvin J, 
Beckstrom-Sternberg SM, Driebe EM, Moses T, 
Tembe W, Sinari S, Beckstrom-Sternberg JS, 
et al. Next-generation sequencing of Coccidioides 
immitis isolated during cluster investigation. 
Emerg Infect Dis. 2011;17:227–32.    

604  |  Martina I. Lefterova, Niaz Banaei, Benjamin A. Pinsky



G.J. Netto and I. Schrijver (eds.), Genomic Applications in Pathology,
DOI 10.1007/978-1-4939-0727-4, © Springer Science+Business Media New York 2015 605

  A 
  Absorption, distribution, metabolism, and excretion 

(ADME) genes , 554   
  Accreditation Council for Graduate Medical 

Education (ACGME) , 105, 108   
  Accuracy 

 academic laboratories, testing and 
interpretation , 150  

  Association for Molecular Pathology v. Myriad 
Genetics, Inc.  , 150  

 CLIA , 143  
 clinical side , 150  
 DTC testing , 141  
 ethics , 149  
 Federal Food, Drug and Cosmetics Act , 143  
 “Free the Data” , 150  
 “Global Alliance” , 150–151  
  HTT  gene , 150  
 human genome , 149  
 LDTs , 143  
 regulatory schemes , 143  
 sequencing techniques , 149  
 traditional genetic testing , 150  
 WES , 150  
 WGS , 149  
 whole-genome sequences , 150   

  aCGH.    See  Array comparative genomic hybridization 
(aCGH)  

  ACGME.    See  Accreditation Council for Graduate 
Medical Education (ACGME)  

  ACMG.    See  American College of Medical Genetics 
and Genomics (ACMG)  

  Acute myeloid leukemias (AMLs) 
 aCGH , 309  
 “escape clone monitoring” , 315  
  FlT3  mutation , 300  
 hematologic malignancies , 308  
 pathogenesis , 315  
 patients , 300  
 T-cell gene and IGH rearrangements , 299–300   

  Acute promyelocytic leukemia (APML) , 102   
  Adenylation master mix components , 216   
  Adipocytic tumors , 504–507   
  ADME genes.    See  Absorption, distribution, 

metabolism, and excretion (ADME) genes  
  Adult/young adult onset applications 

 aortopathy , 545–546  
 cardiomyopathy , 546   

  Affi nity-based microchips , 72, 73   
  AFP.    See  Alpha-fetoprotein (AFP)  
  Aldehyde dehydrogenase (ALDH) , 74, 75   

  Alpha-fetoprotein (AFP) , 564   
  ALT.    See  Atypical lipomatous tumors (ALT)  
  Alveolar rhabdomyosarcoma , 513–514   
  Alveolar soft part sarcoma (ASPS) , 517   
  AMA.    See  American Medical Association (AMA)  
  America Invents Act of 2011 , 130   
  American College of Medical Genetics and 

Genomics (ACMG) , 13, 115, 151, 153, 264  
 genome/exome sequencing, 253NGS , 241  
 WGS , 253   

  American Medical Association (AMA) , 124   
  American Society for Clinical Pathology (ASCP) , 

107, 113   
   Amgen v. Chugai Pharmaceutical Co.  , 131   
  AMLs.    See  Acute myeloid leukemias (AMLs)  
  AMP.    See  Association for Molecular Pathology 

(AMP)  
  Amplicon sequencing 

 genome , 589  
 microorganisms , 582, 583  
 NGS studies , 581  
 rRNA , 592   

   AMP v. Myriad  , 137   
  Aneuploidy , 575   
  Angiosarcoma , 515–516   
  Annotation , 12, 184, 189, 226, 264, 279   
  Aortopathy 

 fi brillin gene  (FBN1)  mutation , 545  
 Marfan syndrome , 545  
 multiplex ligation dependent probe amplifi cation 

(MLPA) , 545–546  
 TGF β  signaling genes mutation , 545  
 thoracic aortic aneurism , 546   

  APML.    See  Acute promyelocytic leukemia (APML)  
  Array comparative genomic hybridization (aCGH) , 

35, 146, 147, 164, 309–311, 322, 325, 337, 
443, 575   

  ASCP.    See  American Society for Clinical Pathology 
(ASCP)  

  Ashkenazi Jewish (AJ) population , 539   
  Association for Molecular Pathology (AMP) , 107, 

113, 125, 126, 216, 277, 425   
   Association for Molecular Pathology v. Myriad Genetics  

  BRCA1  and  BRCA2  genes , 135, 137  
 breast and ovarian cancer , 136–137  
 CAFC decision , 137  
 dissenting judge , 137  
 the District Court , 135  
 DNA sequence , 137  
 molecular biology , 135–136  
 Myriad’s patent claims , 137–138  

                     INDEX 



606  |  Index

 Association for Molecular Pathology 
v. Myriad Genetics (cont.) 

 Patent Act of 1952 , 135  
 pertinent sections , 136  
 USPTO , 137   

  Atypical lipomatous tumors (ALT) , 504–506   
  Atypical teratoid/rhabdoid tumor (AT/RT) , 328   
  Australian Ovarian Cancer Study (AOCS) , 494    

  B 
  Bacteriology, NGS 

 antimicrobial testing , 592  
  Clostridium diffi cile  , 592–593  
 metagenomic studies , 594  
 MRSA, 594  Mycobacterium tuberculosis,  

594OTUs , 593  
 phenotype and antibiotic testing , 592  
 rMLST , 593  
 rRNA , 592  
 virulence factor , 592  
 WGS , 593   

  BAM fi le format.    See  Binary alignment map 
(BAM) fi le format  

  Bayh-Dole Act , 130   
  BEAMing, ccfDNA 

 beads , 90  
 fl ow cytometry , 90, 91  
 genetic molecules , 90  
 human genomic DNA , 90  
 microemulsions , 90  
 oligonucleotides , 90  
 PCRs , 90  
 plasma tumor DNA (ptDNA) , 90, 91   

  Beth Israel Deaconess Medical Center (BIDMC) , 106   
  BIDMC.    See  Beth Israel Deaconess Medical Center 

(BIDMC)  
   Bilski v. Kappos  , 132–133   
  Binary alignment map (BAM) fi le format , 180, 186, 

189, 245   
  Bioinformatics 

 data storage , 116  
 defi nition , 177  
 exome and genome Sequencing , 190–193  
 fi nancial investment , 116  
 genomics revolution. , 193  
 illumina technology   ( see  Illumina technology) 
 ion torrent , 184–190  
 laboratory , 113  
 NGS , 178   

  Biological samples, miRNA 
 expression and localization , 50  
 FFPE samples , 49  
 ISH , 49  
 LCM , 49  
 plasma and serum , 50  
 tumor cells , 50   

  Biomarker development , 92  
 analytic validity , 172  
 clinical validity and utility , 170, 172  

 delivery process , 171  
 ELSI , 172  
 OPHG , 172  
 REMARK , 171  
 STARD , 171  
 TMUGS , 171  
 USPSTF , 172, 173   

  Bladder cancer 
 Cancer-Testis antigens MAGE-A3 , 447  
 copy number changes , 449  
 DNA based lesions , 449  
  EGFR and ERBB2,  high level copy gains , 449, 450  
 FGFR3 and TP53 , 446–447  
 gemcitabine and carboplatin (GC) neoadjuvant 

chemotherapy , 448  
 gene expression panels , 448  
 12-gene qRT-PCR expression panel , 448  
 KI-67 , 447  
 LAGE-1 , 447  
 molecular subtyping , 447–448  
 multigene panels, early detection/recurrence 

monitoring , 451  
 NY-ESO-1 , 447  
 whole-genome and exome sequencing , 449–451   

   BRAF .    See  B-type RAS associated factor  (BRAF)   
  Brain tumors 

  BRAF  , 326–327  
  CDKN2A  , 328–329  
 EGFR and receptor tyrosine kinases , 325–326  
 gliomas   ( see  Gliomas) 
  IDH1  mutations , 324–325  
  INI1  , 328  
  MGMT  gene , 327–328  
 oligodendroglioma , 322–324  
 1p/19q , 322–324  
  PTEN,  tumor suppressor , 328  
 whole-genome evaluation   ( see  Medulloblastomas) 
 whole-genome sequencing , 321   

  Breast Cancer Index SM  (BCI) , 369   
  Breast carcinoma , 36  

 adjuvant systemic therapy , 360  
 fi rst-generation prognostic gene signatures  

 ( see  First-generation prognostic gene signatures) 
 gene expression   ( see  Gene expression)
  gene expression profi ling , 468–469  
 HER2 status , 359  
 “intrinsic” genes , 360  
 lymph node involvement , 359  
 management , 359  
 massively parallel sequencing and intra-tumor 

genetic heterogeneity , 371–373  
 microarray-based gene expression profi ling , 360  
 molecular classifi cation   ( see  Molecular 

classifi cation, breast cancer) 
 second-generation prognostic gene signatures   ( see  

Second-generation prognostic gene signatures)  
  Broadband genetic and genomic testing , 146–148  

 aCGH , 146  
 ethical and legal issues , 148  
 “partially broadband” technology , 147  



Index  |  607

 SNP chips , 147  
 tandem mass spectrometry , 146–147  
 WGS , 147–148   

  B-type RAS associated factor  (BRAF)  , 87, 426  
 brain tumors , 326–327  
 mutation, activation and inactivation , 386  
 pulmonary malignancies , 386   

  Burkitt lymphoma , 306–308    

  C 
  CAFC.    See  The Court of Appeals for the Federal 

Circuit (CAFC)  
  Calculator for Ovarian Subtype Probability 

(COSP) , 491   
  Cancer 

 APC mutations , 87  
 BC management , 36  
 bioinformatics and genomic datasets in public 

domain , 163–164  
 biomarker discovery , 162–163  
 BRAF mutation , 87  
 clinically applicable gene-based assays , 

164–168  
 CLL , 46  
 CTCs , 36, 88  
 DNA integrity , 89  
 drug resistance , 47  
 EGFR , 88  
 genomics , 89, 162–168, 199, 232, 343  
 integration approaches, silico datasets , 164  
 liquid biopsy , 87  
 loss of heterozygosity (LOH) , 89  
 lung cancer , 37  
 metastatic disease , 37, 87  
 miR-16-1 , 46  
 miR-21 , 46–47  
 MiR-129-2 , 47  
 miR-155 , 47  
 miR-15a , 46  
 MM , 47  
 NGS , 87  
 passenger mutations , 86  
 PIK3CA mutations , 88  
 proto-oncogenes , 87  
 pseudogene expression , 36  
 ptDNA , 86  
 radioimmunoassays , 86  
 recurrent gene fusions , 37  
 Sunitinib , 37  
 TCL-1 , 46  
 tumor suppressor genes , 87   

  Cancer stem cell (CSC) 
 adjuvant chemotherapy , 76  
 bone marrow , 76  
 breast cancer studies , 76  
 DTC , 76  
 fl ow cytometry , 76  
 lung cancer and brain tumors , 76   

  “Cancer stemness” colorectal cancer , 416–418   

  CAP.    See  College of American Pathologists (CAP)  
  Cardiomyopathy , 112, 225, 277, 546   
  Castration resistant prostate cancers (CRPC) , 167, 

440, 444–445   
  Catalogue of Somatic Mutations in Cancer 

(COSMIC) , 268, 281, 285   
  Causal and candidate gene 

 bioinformatics strategies , 190  
 heuristic and probabilistic approaches , 190–191  
 identifi cation , 190   

  CBO.    See  Clinical Bioinformatic Ontology (CBO)  
  ccfDNA.    See  Circulating cell-free DNA (ccfDNA)  
  CCS.    See  Clear cell sarcoma (CCS)  
   CDKN2A  

 brain tumors , 328–329  
  P16,  HNSCC , 345   

  CDR.    See  Complementary determining regions (CDR)  
  CDSS.    See  Clinical decision support systems (CDSS)  
  Cell free fetal DNA (cffDNA), in maternal plasma 

 fetal genotypes testing , 540  
 fetal Y chromosome sequences detection , 540  
 microdeletion syndromes , 541  
 NGS analysis , 541   

  Centers for Medicare and Medicaid Services 
(CMS) , 124   

  Centromere enumeration probes (CEP) , 306   
  CEP.    See  Centromere enumeration probes (CEP)  
  Cerebral spinal fl uid (CSF) , 267, 512–513   
  CGH.    See  Genomic hybridization (CGH)  
  Children , 146, 335  

 autosomal recessive genetic disorder , 142  
  BRCA1  mutations , 146  
 clinical genetics , 146  
 family member’s genome , 146  
 gliomas, LGGs and DIPG , 335  
 pediatricians/geneticists , 142  
 WGS , 153   

  Chromogenic in situ hybridization (CISH) , 166–167   
  Chromosomal inversions and translocations 

  ALK  rearrangements , 388  
  EML4-ALK  fusions , 388  
 evaluation , 402–403  
 HER family proteins , 388–389  
  KIF5B  gene , 390  
 lung adenocarcinoma cell line , 390  
  ROS1  gene , 390   

  Chronic lymphocytic leukemias (CLL) , 46   
  Chronic myeloid leukemia (CML) , 88, 92, 162, 167, 

303, 306   
  Circulating cell-free DNA (ccfDNA) 

 aneuploidy , 566  
 BEAMing , 90–91  
 cancer diagnostics , 86–89  
 cellular debris , 85  
 droplet digital PCR , 91–92  
 human fl uids , 85  
 maternal-fetal medicine , 86  
 maternal plasma , 565–566  
 PARE , 92  
 shotgun sequencing , 566   



608  |  Index

  Circulating tumor cells (CTC) , 36, 88, 496  
 ALDH , 74, 75  
 cancer , 71  
 CSC , 75–76  
 EMT , 74, 77  
 enrichment-based microchips , 71–73  
 genomic analysis , 72  
 genomic profi le , 77–79  
 hematopoietic cells , 74  
 IHC/IF detection , 74  
 intratumoral heterogeneity , 75  
 mutation analyses , 79–80  
 peripheral blood , 71  
 sentinel nodes , 71  
 tumor cell heterogeneity , 75   

  CISH.    See  Chromogenic in situ hybridization (CISH)  
  Classical GBM , 334   
  Clear cell sarcoma (CCS) , 517–518   
  CLIA.    See  Clinical Laboratory Improvement Act 

(CLIA); Clinical Laboratory Improvement 
Amendments (CLIA)  

  Clinical Bioinformatic Ontology (CBO) , 274   
  Clinical decision support systems (CDSS) , 262  

 Clinical Pharmacogenomics Implementation 
Consortium , 274  

 genomic medicine information , 272, 273  
 Health eDecision , 274  
 informatics requirements , 274   

  Clinical genetics , 146, 153, 234, 538   
  Clinical genomics , 8, 14, 126, 259, 261, 445  

 ACMG , 277  
 cancer test , 280–281  
 communication , 281–290  
 high-throughput sequencing , 277  
 pathologist , 290–291  
 single gene/gene panel , 278–279  
 whole-exome and whole-genome sequencing , 279   

  Clinical Laboratory Improvement Act (CLIA) 
 clinical testing , 122  
 entrepreneurial laboratories , 121  
 LDTs , 120   

  Clinical Laboratory Improvement Amendments 
(CLIA) , 104, 143, 165, 166, 264, 271  

 CAP , 112  
 challenges , 259  
 clinical genomics , 259  
 general laboratory , 112  
 LIS  vs.  LIMS , 261–263  
 molecular pathology , 112  
 QA and QI activities , 271  
 technical and IT staff , 266   

  Clinical sequencing.    See  Genome sequencing 
(GS) assay  

  Clinical trials design , 160, 168, 338  
 genetic biomarkers , 168–169  
 HPV-positive women , 161  
 preclinical research , 170   

  CLL.    See  Chronic lymphocytic leukemias (CLL)  
  Clonality , 267, 438  

 B-cell , 298–299  

 diagnostic , 299–300  
 T-cell , 299   

  CMOS.    See  Complementary metal-oxide-
semiconductor (CMOS)  

  CMS.    See  Centers for Medicare and Medicaid 
Services (CMS)  

  CMV.    See  Cytomegalovirus (CMV)  
  CN-LOH.    See  Copy neutral loss of heterozygosity 

(CN-LOH)  
  CNVs.    See  Copy number variants (CNVs)  
  College of American Pathologists (CAP) , 112, 115, 

117, 123, 277  
 ACMG , 247  
 ASCO , 359, 360  
 CLIA-certifi ed , 112  
 FDA , 123  
 NGS , 9  
 profi ciency test , 256, 564  
 USCAP , 107   

  Colorectal cancer 
 “cancer stemness” colorectal cancer , 416–418  
 core cellular processes and hallmarks , 421  
 expression data based classifi cation , 422  
 genome-wide analysis , 422  
 genotype-based classifi cation , 420–422  
 mismatch repair defective, evaluation , 423–424  
 molecular classifi cation , 418  
 MUTYH/MYH colon cancer , 420  
 oncogene-induced senescence (OIS) , 418–420  
 “passenger mutations” , 420  
 predictive markers, targeted therapeutics , 

424–427  
 translocations , 421  
 types , 420   

  Companion diagnostics 
 FDA , 122  
 genomic sequencing assays , 119  
 IVDs , 122   

  Complementary determining regions (CDR) , 298   
  Complementary metal-oxide-semiconductor 

(CMOS) , 563   
  Consent , 265  

 laboratory , 243, 290  
 LIS , 268  
 medical appropriateness , 142–143, 148–149  
 requisition and clinical information , 113–114  
 WGS , 149   

  Copy neutral loss of heterozygosity (CN-LOH) , 309, 
311, 312   

  Copy number aberrations (CNAs) , 493   
  Copy number variants (CNVs) , 210, 229, 244, 

264, 312   
  COSMIC.    See  Catalogue of Somatic Mutations in 

Cancer (COSMIC)  
  COSP.    See  Calculator for Ovarian Subtype 

Probability (COSP)  
  The Court of Appeals for the Federal Circuit 

(CAFC) , 131, 133–135   
  CPT.    See  Current procedural terminology (CPT)  
  Crouzon syndrome , 541   



Index  |  609

  CRPC.    See  Castration resistant prostate cancers 
(CRPC)  

  CRT.    See  Cyclic reversible termination (CRT)  
  CSC.    See  Cancer stem cell (CSC)  
  CSF.    See  Cerebral spinal fl uid (CSF)  
  CTC.    See  Circulating tumor cells (CTC)  
  Current procedural terminology (CPT) , 125, 269  

 AMA , 124  
 molecular pathology , 124  
 novel medical services , 126   

  Cyclic reversible termination (CRT) , 203   
  Cytomegalovirus (CMV) 

 bioinformatics tool , 588  
 GCV and VCV , 587  
 HHV5 , 586  
 phenotypic assays , 587  
 prophylaxis , 587    

  D 
  DAAs.    See  Direct-acting antivirals (DAAs)  
  Database , 11, 14, 153, 247, 274, 312, 586   
  Data warehousing , 260, 266, 270–272   
  DCDF.    See  Dual color dual fusion (DCDF)  
  DDLS.    See  Dedifferentiated liposarcomas (DDLS)  
  Dedifferentiated liposarcomas (DDLS) , 504–506   
  Desmoid-type (deep) fi bromatosis , 507–508   
  Desmoplastic small round cell tumor (DSRCT) , 519   
  Detoxifi cation enzymes , 349   
   Diamond v. Chakrabarty  , 131   
  Diffuse intrinsic pontine gliomas (DIPG) , 335   
  Digital PCR , 92   
  DIPG.    See  Diffuse intrinsic pontine gliomas (DIPG)  
  Direct-acting antivirals (DAAs) , 586   
  Direct RNA sequencing (DRS) , 35   
  Discrimination, genetic , 145, 153   
  Disease-targeted panels , 209, 210   
  Disseminated tumor cells (DTC) , 76   
  DNA-based single gene assays 

 B-cell immunoglobulin gene rearrangement , 
297–299  

 clonality testing , 299–300  
  FlT3  mutation , 300–303  
  JAK2  mutation , 300  
 PCR , 297  
 T-cell receptor gene rearrangement , 299   

  DNA isolation 
 control reactions , 402  
 FFPE tissue , 401  
 HRM PCR setting , 402  
 NGS to molecular lung cancer pathology , 393–394  
 precautions , 401–402   

  DNA sequencing , 3, 4, 9, 197   
  DNETs.    See  Dysembryoplastic neuroepithelial 

tumors (DNETs)  
  Down syndrome 

 AFP , 564  
 Ariosa diagnostics , 569–570  
 autosomal trisomies , 566  
 ccf DNA , 565–566  

 cell lane , 567  
 clinical validation studies , 570, 571  
 euploid pregnancies , 566, 568  
 exome/genome sequencing , 575  
 external profi ciency testing , 577–578  
 high risk population , 576  
 IVF pregnancies , 574  
 maternal plasma , 570–574  
 Natera , 568, 570  
 NIPD , 565  
 patient educational material , 577  
 prenatal screening , 564  
 quadruple test , 564  
 screening , 569–570  
 sensitivity , 564  
 Sequenom , 567, 569  
 serum markers , 565  
 serum/ultrasound , 570  
 shotgun sequencing , 568  
 twin pregnancies , 574–575  
 ultrasound measurements , 565  
 Verinata , 567, 569   

  Dravet syndrome , 544   
  DRM.    See  Drug resistance mutations (DRM)  
  DRS.    See  Direct RNA sequencing (DRS)  
  Drug effi cacy determination 

 individuals identifi cation , 558  
 responsiveness , 557–558  
 right dose , 558   

  Drug resistance mutations (DRM) 
 CMV , 586, 587  
 HBV and HCV,585 , 586  
 HIV , 583–585   

  DSRCT.    See  Desmoplastic small round cell tumor 
(DSRCT)  

  DTC.    See  Disseminated tumor cells (DTC)  
  Dual color dual fusion (DCDF) , 308   
  Dysembryoplastic neuroepithelial tumors (DNETs) , 

322, 325    

  E 
  Early Detection Research Network (EDRN) , 171   
  EGFR.    See  Epidermal growth factor receptor 

(EGFR)  
  EHR.    See  Electronic health records (EHR)  
  Electronic health records (EHR) , 260, 262, 265, 266, 

268, 272, 274   
  Electronic Medical Records and Genomics 

(eMERGE) , 274, 557   
  ELSI.    See  Ethical, Legal and Social Implications 

(ELSI)  
  Embryonal rhabdomyosarcoma , 513   
  eMERGE.    See  Electronic Medical Records and 

Genomics (eMERGE)  
  EMT.    See  Epithelial-mesenchymal transition (EMT)  
  Endometrial carcinoma 

 epithelial membrane antigen (EMA) , 466  
 FIGO staging system , 466  
 glycoprotein-associated markers , 466  
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 Endometrial carcinoma (cont.) 
 histological classifi cation , 467  
 HNF-1b expression , 467  
 immunophenotype, endometrioid, serous and 

clear cell carcinomas , 468  
 Lynch syndrome , 471–472  
 malignant mixed Mullerian tumors , 466  
 molecular genetic classifi cation , 467–470  
 mTORC1 inhibitors , 471  
 pan-cytokeratins (CKs) , 466  
 p53 and p16 expression , 466–467  
 PI3K pathway , 470–471   

  Endometrial stromal tumors 
 ancillary immunohistochemical studies , 474–475  
 chimeric proteins , 475  
 endometrial stromal nodule (ESN) , 473–476  
 immunohistochemical surrogate markers , 476  
 International Cancer Genome Consortium 

(ICGC) , 476  
 low-grade and high-grade endometrial stromal 

sarcoma (ESS) , 473–476  
 recurrent chromosomal translocations , 474, 475  
 undifferentiated uterine sarcoma (USS) , 473–476  
  YWHAE-FAM22  fusion gene , 476   

  EndoPredict test , 369   
  Enrichment-based microchips 

 affi nity-based microchips , 72, 73  
 hydrodynamic fl ow , 73  
 immunomagnetic enrichment , 72  
 non-epithelial cancers , 72  
 size-based microchips , 72–73  
 tumor cells , 72   

  Ependymoma , 337   
  Epidermal growth factor receptor (EGFR) , 79, 88, 

101, 162, 171  
 biomarker evaluation , 384  
 composition , 383  
 exon , 385  
 gene copy number , 384  
 HNSCC, malignant transformation , 345  
 inhibitors , 351  
 inhibitory monoclonal antibodies , 384  
  MET  amplifi cation , 385  
 optical imaging , 348  
 receptor activation , 383–384  
 therapeutic applications , 351  
 tyrosine kinase inhibitors (TKIs) , 384   

  Epilepsy , 543–544   
  Epithelial-mesenchymal transition (EMT) , 74   
  Epithelial ovarian malignancies (EOM) 

  ARID1A  , 490  
 expression analysis , 491–492  
 HGSOC, mutational spectrum , 492  
 high-grade serous ovarian cancer (HGSOC) , 489  
 homologous recombination and high-grade 

carcinoma   ( see  Homologous recombination 
and high-grade carcinoma) 

 morphology and immunohistochemical markers , 
490–491  

 normal ovarian epithelium (NOE) , 489  

 ovarian clear-cell adenocarcinoma (OCCA) , 490  
 pre-invasive lesions , 489  
 resistance   ( see  Intratumoral heterogeneity, 

in HGSOC) 
 structural DNA aberrations , 493  
  TP53  mutations , 490, 492–493  
 trans-differentiation , 489  
 tubal intraepithelial carcinomas (TICs) , 490   

  Epithelioid sarcoma (ES) , 516–517   
  eQTL.    See  Expression quantitative trait loci (eQTL)  
  ERT.    See  Extrarenal rhabdoid tumor (ERT)  
  ESHG.    See  European Society for Human Genetics 

(ESHG)  
  ESMC.    See  Extraskeletal myxoid chondrosarcoma 

(ESMC)  
  Ethical, Legal and Social Implications (ELSI) , 172   
  Ethics , 13, 106, 125, 172, 235, 290  

 accuracy   ( see  Accuracy) 
 adults with symptoms , 142  
 communicating results , 143  
 contemporary genetic testing , 141  
 Down syndrome , 142  
 DTC testing , 141, 143–144  
 genetic/chromosomal variants , 141  
 medical appropriateness and informed consent , 

142–143  
 “targeted” genetic testing , 141   

  ETS gene fusions , 436–438   
  European Society for Human Genetics (ESHG) , 151   
  Exome and genome 

 clinical WES/WGS tests , 546–548  
 congenital anomalies , 547  
 dopa (3,4-dihydroxyphenylalanine)-responsive 

dystonia (DRD) , 547  
 infl ammatory bowel disease , 547  
 nucleotide binding oligomerization domain 

(NOD) signaling pathway , 547  
  X-Linked Inhibitor of Apoptosis gene (XIAP)  

mutation , 547   
  Exome sequencing assay 

 Alzheimer’s disease , 231  
 causative mutations , 234  
 clinical care , 232–233  
 gene panels , 235  
 GWAS , 231  
 heterogeneous disorders , 225–226  
 implemention , 233–234  
 and Mendelian disorders , 230–231  
 NGS , 225  
 novel disease , 231  
 Parkinson’s disease , 231  
 traditional molecular diagnostic approaches , 226  
 WES   ( see  Whole-exome sequencing (WES)) 
 X-chromosome-linked intellectual disability , 231   

  Expression profi ling , 491–492  
 biological processes , 53  
 ISH , 54, 55  
 LCM , 53  
 microarrays , 31, 54–58  
 NGS , 58–61  
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 northern blotting , 53  
 qRT-PCR , 54  
 RNA-Seq , 35  
 signal intensity , 31   

  Expression quantitative trait loci (eQTL) , 36   
  Extrarenal rhabdoid tumor (ERT) , 519   
  Extraskeletal myxoid chondrosarcoma (ESMC) , 

518–519    

  F 
  FDA.    See  Food and Drug Administration (FDA)  
  Federation of Gynecology and Obstetrics (FIGO) 

system , 466   
  FFPE.    See  Formalin-fi xed paraffi n-embedded (FFPE)  
   FGFR1  and  DDR2,  in squamous cell carcinoma , 

390, 403   
  Fibroblastic/myofi broblastic tumors , 507–512   
  Fibrohistiocytic tumors , 512–513   
  Fine needle aspirate (FNA) , 123   
  First-generation prognostic gene signatures 

 Breast Cancer Index SM  (BCI) , 369  
 characteristics , 365  
 EndoPredict test , 369  
 ER-positive disease , 364  
 MammaPrint ®  , 366–367  
 MapQuant Dx™ , 367  
 Oncotype Dx ®  , 368  
 PAM50 , 368–369  
 schematic representation , 366  
 tumors size and lymph node status , 364  
 Veridex 76-gene signatures , 367–368   

  FISH.    See  Fluorescence  in situ  hybridization (FISH)  
  Fluorescence in situ hybridization (FISH) , 306–309, 

397–398   
  Fluorescence resonance energy transfer (FRET) , 20   
  FMS-like tyrosine kinase 3 (FLT3) mutation , 

300–303, 305   
  FNA.    See  Fine needle aspirate (FNA)  
  Food and Drug Administration (FDA) , 35  

 AMP , 124  
 biochemical assay , 123  
 CAP , 123  
 colorectal cancer , 123  
 enforcement discretion , 123  
 FNA , 123  
 metastatic malignant melanoma , 123   

  Formalin-fi xed paraffi n-embedded (FFPE) , 49, 114, 
166, 306   

  Fragment length analysis , 397   
  FRET.    See  Fluorescence resonance energy transfer 

(FRET)   

  G 
  Ganciclovir (GCV) , 587   
  Gastrointestinal stromal tumors (GIST) , 520–523   
  GATK.    See  Genome Analysis Tool Kit (GATK)  
  GBM.    See  Glioblastoma (GBM)  
  Gene discovery , 129, 131, 190–191, 229, 547   

  Gene expression 
 analysis , 360  
 chemotherapy resistance , 371  
 intra-tumor genetic heterogeneity , 371  
 prognostic signatures , 364  
 SET index , 371   

  Gene expression profi le (GEP) , 165, 468–469   
  Gene panels.    See also  Next-generation 

sequencing (NGS) 
 clinical genomics , 278–279  
 disease-targeted multi-gene panels , 209, 222  
 exome sequencing assay , 235  
 prostate cancer , 442–443  
 WES , 235   

  Gene patents , 14, 15, 129–131  
  Amgen v. Chugai Pharmaceutical Co.  , 131  
 Bayh-Dole Act , 130  
 CAFC , 131  
 chemical law , 131  
  Diamond v. Chakrabarty  , 131  
 economic value , 130  
 Federal Circuit decisions , 131  
 legitimization , 130  
 proponents , 129  
 US biotech industry , 131   

  Genetic counseling , 152   
  Genetic Information Nondiscrimination Act 

(GINA) , 103, 145   
  Genetic mosaicism and intratumoral heterogeneity , 

335, 336   
  Genetics , 35, 39   
  Genetic testing , 13, 91, 103, 131, 136, 148, 153, 

535, 538, 540, 543  
 ACCE Model Project , 172  
 adult-onset disorders , 13  
 Americans with private health coverage , 145  
 authorized disclosures , 145  
 BTK , 145  
 cDNA , 138  
 clinical genetics , 146  
 13 “CODIS” markers , 145  
 counseling , 253  
 ethical and legal issues , 141–144  
 families share genetic variants , 146  
 genetic discrimination , 145  
 GINA , 145  
 HIPAA , 145  
 implication, court decisions , 138  
 IRD , 200  
 medical process , 145  
 nontrivial percentage of men , 146  
 pathogenic/clinically insignifi cant , 146  
 and reports , 265, 268  
 specimen identifi cation and tracking , 

267–268  
 survey-based study , 105  
 “targeted” version , 144–145  
 traditional , 145   

  Genetic Test Report (GTR) , 265   
  Gene variants , 189, 192, 193   
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  Genitourinary cancers 
 bladder cancer   ( see  Bladder cancer) 
 current and future genomic applications , 456  
 kidney cancer , 451–454  
 prostate cancer   ( see  Prostate cancer) 
 testis and penile cancers , 454–455   

  Genome Analysis Tool Kit (GATK) , 180–181, 
184, 222   

  Genome sequencing (GS) assay 
 ACMG , 115  
 AMP , 113  
 analytical , 244–246  
 ASCP , 113  
 bioinformatics analysis , 116  
 CLIA , 112  
 clinical application , 235–236  
 clinical laboratory testing , 111  
 communication and support , 253–254  
 diagnostic tests , 114  
 FDA , 116  
 FFPE , 114  
 germline analysis , 114  
 incidental fi ndings , 115  
 infrastructure , 254–255  
 IRB , 114  
 LDTs , 116  
 Mendelian disorders , 112  
 NGS , 111  
 post-analytical , 246–253  
 pre-analytical , 243–244  
 process and workfl ow , 241, 242  
 profi ciency testing , 116–117  
 protein-coding regions , 112  
 quality assessment and control , 255–256  
 SNVs , 115   

  Genome wide association studies (GWAS) , 36, 104, 
163, 231, 442, 554–555, 557, 558   

  Genomic hybridization (CGH) , 78   
  Genomic pathology 

 ACGME , 105  
 APC gene variant , 103  
 APML , 102  
 ASCP , 107  
 BIDMC , 106  
 chromosomal microarrays , 102  
 donor-recipient , 102  
 EGFR , 101  
 gene assay , 102  
 GINA , 103  
 GWAS , 104  
 horizontal strand , 103  
 molecular biology , 104  
 molecular pathology , 101  
 neoplastic disease , 104  
 oncology , 101  
 polymerase chain reaction , 106  
 salivary duct carcinoma , 102  
 SNPs , 101, 104  
 TRIG , 107  
 whole-genome and transcriptome sequencing , 102  

 XIAP , 102   
  Genomic profi le, CTC 

 anticancer therapies , 79  
 CGH , 78  
 DTC , 77  
 HER-2 , 78  
 IHC/IF labelling , 78  
 immunomagnetic enrichment , 78  
 MCF7 cells , 78  
 metastasis , 77  
 parylene fi lter , 78, 79  
 whole-genome , 77   

  The Genomic Research and Accessibility Act , 129   
  Genomic testing 

 cases , 260  
 CLIA , 120  
 CLIA testing , 259  
 clinical infrastructure , 260  
 CPT , 119  
 data in health care , 259–260  
 FDA , 122–124  
 gap analysis , 260–261  
 IT requirements , 261, 266  
 LDTs , 121–122  
 LIS  vs.  LIMS , 261–264, 266  
 maintenance and function , 120  
 novel technologies , 119  
 order entry systems , 266–267  
 regulatory framework , 119  
 reimbursement , 124–126  
 requirements , 260  
 sequencing assays , 121  
 standard fi le formats , 264–265  
 timeline and plan , 261   

  Genotypic interpretation systems (GIS) , 584   
  Genotypic viral drug resistance , 584, 586   
  GEP.    See  Gene expression profi le (GEP)  
  Germ cell malignancies , 454–455   
  Giant cell fi broblastoma/dermatofi brosarcoma 

protuberans , 508–509   
  GINA.    See  Genetic Information Nondiscrimination 

Act (GINA)  
  GIS.    See  Genotypic interpretation systems (GIS)  
  GIST.    See  Gastrointestinal stromal tumors (GIST)  
  Glioblastoma (GBM) , 333   
  Gliomas , 321, 324  

 classical GBM , 334  
 CNS neoplasms , 321  
 ependymoma , 337  
 genetic mosaicism and intratumoral 

heterogeneity , 335, 336  
 glioblastoma (GBM) , 333  
 LGGs and DIPG, in children , 335  
 meningioma , 335–337  
 mesenchymal GBM , 334  
 neural GBM , 334  
 proneural GBM , 334  
 secondary GBM (sGBM) , 333   

   Graham v. John Deere Co.  , 134   
  GS assay.    See  Genome sequencing (GS) assay  
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  GTR.    See  Genetic Test Report (GTR)  
  GWAS.    See  Genome wide association studies (GWAS)  
  Gynecologic malignancies 

 endometrial carcinoma , 465–472  
 uterine mesenchymal tumors , 472–476    

  H 
  HAART.    See  Highly active antiretroviral therapy 

(HAART)  
  Haemangioendothelioma , 514–515   
  HBV.    See  Hepatitis B virus (HBV)  
  Head and neck squamous cell carcinoma (HNSCC) 

 adenovirus , 350–351  
  CDKN2A/P16  , 345  
  EGFR    ( see  Epidermal growth factor receptor 

(EGFR)) 
 HPV   ( see  Human papillomavirus (HPV), HNSCC) 
  NOTCH  , 343–345  
  PIK3CA  gene , 346  
 prognostic applications , 348–349  
 RAS , 345–346  
 therapeutic applications , 349–352  
 tobacco and alcohol , 342  
  TP53,  tumor-suppressor gene , 343   

  Health Insurance Portability and Accountability Act 
(HIPAA) , 145, 152, 316   

  Hearing loss , 542–543   
  Helicos sequencing chemistry , 20–21   
  Hematologic oncology 

 aCGH , 309–311  
 B-and T-cells clonality , 298–300  
 BCR-ABl1 mRNA transcript , 303–305  
 chromosomal abnormalities , 306  
 chromosome assays , 305  
 CN-LOH , 309  
 conventional cytogenetics , 306  
 dilemma , 300  
 FISH , 306–309  
 IGH and IG κ  gene , 298  
 NGS   ( see  Next-generation sequencing (NGS)) 
 3’ reverse primer binding site , 298  
 RQ-PCR assays , 300  
 single gene assays   ( see  Single gene analysis) 
 SNP arrays , 311–314  
 whole genome assays , 314   

   α -Hemolysin , 25   
  Hepatitis B virus (HBV) 

 DAAs , 586  
 interferon- α  and ribavirin , 586  
 NAs , 586  
 454 pyrosequencing , 587  
 RNA polymerase , 585  
 YMDD , 586–586   

  Hereditary genome applications, prostate cancer , 
441–442   

  Hereditary leiomyomatosis and renal cell carcinoma 
(HLRCC) syndrome , 452   

  Hereditary papillary renal cell carcinoma syndrome 
(HPRCC) , 452   

  HGMD.    See  Human Gene Mutation Database 
(HGMD)  

  HGVS.    See  Human Genome Variation Society 
(HGVS)  

  HHV5.    See  Human herpes virus 5 (HHV5)  
  Highly active antiretroviral therapy (HAART) , 

269, 583   
  High-resolution melting (HRM) , 395–397   
  High throughput sequencing , 20, 23, 58, 279, 285, 

290, 395–397, 581, 589  
 cancer , 281  
 clinical implementation , 281  
 description , 277  
 disruptive technology , 290  
 germline mutations , 281, 282  
 pathologists , 290–291   

  HIPAA.    See  Health Insurance Portability and 
Accountability Act (HIPAA)  

  Hippel–Lindau syndrome , 452   
  Hodgkin lymphoma , 299   
  Homologous recombination and high-grade 

carcinoma 
 BRCA1/2 mutation , 493–494  
 functional tests , 494   

  HRM.    See  High-resolution melting (HRM)  
  Human disease, miRNA 

 adipogenesis , 48  
 autoimmune diseases , 48  
 B-cell lymphomas , 46  
 cancer , 46–48  
 cardiovascular diseases , 48  
 embryogenesis , 46  
 p53 pathways , 46   

  Human Gene Mutation Database (HGMD) , 11   
  Human Genome Variation Society (HGVS) , 281   
  Human herpes virus 5 (HHV5) , 586   
  Human immunodefi ciency virus (HIV) 

 amplicon sequencing , 584  
 antiretroviral drugs , 583  
 chimeric sequences , 585  
 epidemiologic studies , 583  
 genotypic resistance , 584  
 GIS , 584  
 HAART , 583  
 inhibitor resistance , 584  
 low-abundance resistance , 584  
 plasmid subclones , 585  
 pyrosequencing , 585  
 RT-PCR , 584  
 substantial strides , 584  
 TDR , 584   

  Human papillomavirus (HPV), HNSCC 
 anal cancer , 342–343  
 cervical cancer in women , 342–343, 346  
 de-intensifi cation , 349–350  
 diagnostic applications , 347–348  
 features , 346  
 penile cancer in men , 342–343  
  p16  immunohistochemistry (IHC), surrogate 

marker , 347  
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 Human papillomavirus (HPV), HNSCC (cont.) 
 prognostic applications , 348–349  
 in regional/distant metastatic foci , 347  
 risk factor , 342–343  
 in situ hybridization (ISH) , 347  
 vaccines and immunotherapy , 350   

  Hybridization buffer components , 219    

  I 
  Illumina/solexa Genome analyzer , 202   
  Illumina technology 

 algorithms , 180  
 ANNOVAR, GATK and snpEff , 184  
 chastity fi lter ratio , 178, 179  
 cluster failure , 179  
 FASTQ fi le , 180  
 GATK , 180–181  
 germline variant detection , 183–184  
 local realignment , 181, 182  
 mapping and aligning , 180  
 quality (Q) score , 179–180  
 and SAMtools , 180  
 sequence reads and alignment , 181–183  
 sequencing clusters , 178, 179  
 software programs , 184  
 VCF , 181   

  Image-guided core biopsy (IGCB) , 496   
  Immune-related signatures , 370–371   
  Immunohistochemical/immunofl uorescent 

(IHC/IF) , 74   
  Index-specifi c hybridization blockers (ISHB) , 214   
  Infantile fi brosarcoma , 511   
  Infectious diseases management 

 amplicon sequencing , 583, 585  
 antimicrobial susceptibility , 581  
 epidemiologic studies , 583  
 germ-line disorders , 581, 582  
 microbiology and virology , 582  
 microorganisms , 581  
 NGS   ( see  Next-generation sequencing (NGS)) 
 novel viral pathogens , 588–590  
 nucleic acid fragmentation , 583, 583  
 viral genome diversity , 590–592  
 WGS , 583, 583   

  Infl ammatory myofi broblastic tumor , 510–511   
  Informatics system requirements , 262, 274   
  Inherited genetic disorders 

 adult/young adult onset applications , 545–546  
 aortopathies , 537  
 cell free fetal DNA, in maternal plasma , 540–541  
 “diagnostic odyssey” , 535  
 exome and genome , 546–548  
 Miller syndrome , 537  
 multi-gene panels , 536  
 newborn/infant applications , 542–545  
 next-generation sequencing (NGS) tests , 535–536  
 Noonan syndrome (NS) , 542  
 prenatal applications , 539–540  
 Proteus syndrome , 536  

 retinitis pigmentosa (RP) , 535  
  RHO  (rhodopsin) gene mutation , 535  
 Sanger sequencing , 536–537  
 skeletal dysplasia , 541–542  
 variants of uncertain signifi cance (VUS) , 539  
 WES tests , 537–539  
 WGS , 537–539   

   In Re Kubin  , 133–134   
  In silico predictors 

 computational scoring metric , 193, 194  
 gene variants , 193  
 genotype-phenotype outcomes , 193  
 monogenic diseases, gene mutations , 192  
 MutPred , 192  
 PMut , 192  
 PolyPhen and SIFT , 192   

  In situ hybridization (ISH) , 49  
 expression profi ling , 54, 55  
 HPV, HNSCC , 347   

  In-solution sequence capture , 210, 211   
  Institutional Review Board (IRB) , 114   
  Internal tandem duplication (ITD) mutation , 300–302   
  International Cancer Genome Consortium 

(ICGC) , 476   
  Interpretation and reporting , 283, 285, 287–289  

 ACMG , 278  
 analytical and clinical , 278   

  Intratumoral heterogeneity, in HGSOC 
 “actionable” mutation , 495  
 comparative genomic hybridization (CGH) 

array , 495  
 epithelial tumors , 495  
 genetic heterogeneity , 495  
 in hematological cancers , 495  
 leukemic blasts , 495  
 metastatic sites , 495  
 platinum sensitivity , 495  
 sensitive and resistant subclones , 495  
 sequential biopsy and plasma studies , 496  
 single nucleotide polymorphism (SNP) , 495  
 tumor DNA circulation , 496–497   

  In vitro diagnostic (IVDs) , 122   
  In vitro fertilization (IVF) , 574   
  Ion-sensitive fi eld-effect transistor (ISFET) , 5, 6   
  Ion Torrent Personal Genome Machine (PGM) , 7, 

187, 199, 202, 314, 593   
  Ion Torrent™ technology 

 base calling module , 184–185  
 Browser’s reports , 186  
 Data Acquisition (DAT) data fi les , 184  
 Ion Reporter T  software , 188–189  
 nucleotide incorporation detection , 184  
 pipeline processing , 184, 185  
 realignment , 187  
 sequencing chip , 184  
 software approach , 187  
 third-party software , 189–190  
 TMAP , 185, 186  
 Torrent Suite Software v3. , 188  
 TVC , 188   
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  IRB.    See  Institutional Review Board (IRB)  
  ISFET.    See  Ion-sensitive fi eld-effect transistor (ISFET)  
  ISH.    See  In situ hybridization (ISH)  
  ISHB.    See  Index-specifi c hybridization blockers 

(ISHB)  
  ITD mutation.    See  Internal tandem duplication 

(ITD) mutation  
  IVDs.    See  In vitro diagnostic (IVDs)  
  IVF.    See  In vitro fertilization (IVF)   

  J 
  Janus kinase 2 (JAK2) mutations , 300, 301    

  K 
  Kidney cancer 

 copy number changes , 452  
 inherited syndromes and single gene mutations , 

452–453  
  PBRM1  , 451–452  
 treatment response, molecular prediction , 453–454  
  VHL  gene , 451  
 whole-genome and exome sequencing , 453   

   KRAS,  TKI treatment and therapeutic options , 
385–386   

   KSR Int ’ l Co. v. Telefl ex Inc.  , 133   
  Kyoto Encyclopedia of Genes and Genomes 

(KEGG) , 265–266    

  L 
  Laboratory developed tests (LDTs) , 116, 143  

 CLIA , 121  
 diagnostic tests , 122  
 FDA , 122  
 IVDs , 122  
 medical advancement , 121   

  Laboratory information management systems (LIMS) 
 CLIA laboratory , 261–262, 264  
 clinical and genomic LIS , 262, 263  
 commercial clinical , 261  
 institutions , 261  
 NGS section , 264  
 non-CLIA , 261  
 testing pathways and informatics system 

requirements , 261, 262  
 workfl ow process , 254   

  Laboratory information systems (LIS) 
 CDSS , 274  
 CLIA laboratory , 261–262, 264  
 complex molecular tests , 270  
 consents , 268  
 data integration and reporting , 270, 271  
 genomic testing , 266  
  vs.  LIMS   ( see  Laboratory information 

management systems (LIMS))  
  Laser capture microdissection (LCM) , 49   
  Law 

 American case law , 151  

 enforcement , 145  
 genetic discrimination , 145  
 GINA , 145  
 HIPAA , 145   

  LCM.    See  Laser capture microdissection (LCM)  
  LDTs.    See  Laboratory developed tests (LDTs)  
  Leukemia , 37, 39, 310, 495  

 AMLs , 300  
 chronic lymphocytic , 309, 310  
 diagnostic chromosomal abnormalities , 306  
 lymphomas , 298–299  
 pediatric acute , 315  
 pre-B-acute lymphoblastic , 299–300  
 pre-T-ALL , 299  
 T-cell , 299   

  Ligation master mix components , 216   
  LIMS.    See  Laboratory information management 

systems (LIMS)  
  LINEs.    See  Long interspersed elements (LINEs)  
  LIS.    See  Laboratory information systems (LIS)  
  Locus specifi c indicators (LSI) , 306   
  Logical Observation Identifi ers Names and Codes 

(LOINC) , 265, 269   
  LOINC.    See  Logical Observation Identifi ers Names 

and Codes (LOINC)  
  Long interspersed elements (LINEs) , 211   
  Low-grade fi bromyxoid sarcoma , 511–512   
  LSI.    See  Locus specifi c indicators (LSI)  
  Lung cancer pathology 

 amplicon clones , 391  
 development , 400–401  
 DNA isolation , 393–394  
 fl uorescence in situ hybridization (FISH) , 397–398  
 fl uorochrome-labelled nucleotides , 391  
 fragment length analysis , 397  
 high-resolution melting (HRM) , 395–397  
 ion semiconductor sequencing system , 391, 392  
 methods , 391–393  
 MOSFET (metal–oxide–semiconductor 

fi eld-effect transistor) fl ow cell , 391  
 mutation analyses protocols , 394–395  
 operation workfl ow, diagnostics , 398–399  
 Sanger sequencing , 395  
 selected protocols , 400   

  Lymphoma , 47, 167, 388  
 Burkitt lymphoma , 306–308  
 Hodgkin lymphoma , 299  
 leukemia , 306  
 T-cell , 299, 300   

  Lynch syndrome , 423  
 endometrial carcinoma , 471–472  
 mismatch repair defective colorectal cancer , 424  
 oncogene-induced senescence (OIS) colorectal 

cancers , 418–419    

  M 
  MAF.    See  Minor allele frequency (MAF)  
  MammaPrint ®  , 366–367   
  MapQuant Dx™ , 367   
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  Massively parallel sequencing and intra-tumor 
genetic heterogeneity 

 ER-alpha and HER2 , 371–372  
 genetic aberrations collection , 371  
 genetic diversity , 373  
 human cancers, genomic analyses , 372–373  
 tumor heterogeneity , 372   

  Maternal plasma, DNA 
 DYS14 , 565  
 fetal Rh status , 566  
 fetal sex , 565–566  
 mosaicism , 573–574  
 serum , 565  
 sex aneuploidies , 572–573  
 trisomy 18 and 15 , 570–572   

   Mayo v. Prometheus  , 134–135   
  MCC.    See  Merkel cell carcinoma (MCC)  
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