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   Foreword     

 It was an inauspicious beginning in Barcelona in 2010. I had agreed to give talk to 
a workshop I hadn’t heard of before on Recommender Systems for Technology 
Enhanced Learning. That morning was sunny and hot, and the city’s usually effi -
cient transit was on strike. I was advised that the easiest way to get to the workshop 
would be a long walk, so I set off for the workshop refl ecting on the theme of my 
talk—that recommender systems had great potential in education, but that we 
weren’t there yet. Arriving hot and tired, I re-told the story I’d been telling for 
almost 15 years—about how recommending products was relatively easy, and that 
it was a quick win for the technology. Product recommenders certainly have 
improved quality of life—making shopping and television watching easier. But for 
people seeking a deeper impact, they may fall short. 

 By contrast, education raised all sorts of challenges for recommender systems. 
But it also presented the potential for a deep win—for making a difference that 
would affect the quality of life for billions of people. The technical challenges are 
formidable. Education is fundamentally interdependent and sequential. A learning 
module or lesson that may be ideal for a student at one time may be completely use-
less too early or too late. So in a very real way, technology-enhanced learning should 
be a “grand challenge” for recommender systems researchers—but at that time, it 
mostly wasn’t happening. 

 There were many reasons why. Making progress on educational recommenders 
presented at least three formidable obstacles to the typical recommender systems 
researcher. First, the researcher needed to gain understanding of education and 
learning research—any successful effort in education would require such an under-
standing. Second, the researcher would need real datasets—part of the challenge at 
the time was the lack of large datasets in general and of cases where there are more 
than one or two alternatives for given content modules specifi cally. And third, the 
researcher would need to learn how to conduct meaningful evaluation—this is no 
longer simply a question of which learning modules a student “prefers” but of what 
leads to actual learning, competence, and performance, not just on an immediate 
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post-test basis, but later as the knowledge gets integrated. So while I was happy to 
lead the cheers for the whole area of RecSysTEL, and enjoyed seeing the work 
being done at the time, I left that day somewhat discouraged that this fi eld would 
remain in the margins. 

 Three years later, how things have changed! Who knew that we’d have online 
courses with tens and hundreds of thousands of students? And who would have 
expected entire campuses (physical and virtual) committed to the idea of scientifi c 
exploration of personalised education? We are surely entering an era of new interest 
and new possibilities. 

 But what’s most exciting is that we are entering that area through strength. As I look 
through the collection of articles in this book, I see a variety of advances that bring 
together the best ideas in recommender systems with important TEL applications. It is 
gratifying to see the expansion of available datasets that can allow researchers to 
explore ideas offl ine fi rst, and even more gratifying to see the increased diversity of 
research approaches and questions—with issues ranging from trust to affect, and 
methods ranging from data analysis to fi eld and experimental research. 

 So we are entering what may well become the golden age of RecSysTEL research, 
and this is a well-timed volume to help bring those new to the fi eld up to speed.  

    Minneapolis, MN Joseph     A.     Konstan    

Foreword
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  Pref ace                

 Technology-enhanced learning (TEL) aims to design, develop, and test socio- 
technical innovations that will support and enhance learning practices of both indi-
viduals and organisations. It is an application domain that generally addresses all 
types of technology research and development aiming to support teaching and 
learning activities, and considers meta-cognitive and refl ective skills such as self- 
management, self-motivation, and effective informal and self-regulated learning. It 
was in 2007 when our fi rst efforts to create opportunities for researchers working on 
topics related to recommender systems for TEL found their way in workshops like 
the Workshop on Social Information Retrieval for Technology Enhanced Learning 
(SIRTEL), the Workshop on Context-Aware Recommendation for Learning, and the 
Workshop Towards User Modelling and Adaptive Systems for All (TUMAS-A). 

 Still, it was only in 2010 when a really rare opportunity rose: during the same 
week of September and at the same location (Barcelona, Spain), two very presti-
gious and very relevant events (the fourth ACM Conference on Recommender 
Systems and the fi fth European Conference on Technology Enhanced Learning) 
took place, giving us the chance to bring the two communities together. And so we 
did, by organising a joint event called the  1st Workshop on Recommender Systems 
for Technology Enhanced Learning (RecSysTEL) . 

 Since then, lots of things have happened to mainstream educational applications 
in recommender systems’ research. The most important achievement is an initial 
pool of datasets that have been collected and can be used to compare the outcomes 
of different TEL Recommender Systems to create a body of knowledge about the 
effects of different algorithms on learners. Furthermore, running research projects 
like Open Discovery Space 1  and LinkedUp 2  aim to create a publicly accessible 
Linked Data cloud 3  that can be used as a reference dataset for RecSysTEL research. 
Along these infrastructure improvements various scientifi c events and publications 

1   www.opendiscoveryspace.eu/ 
2   www.linkedup-project.eu/ 
3   http://data.linkededucation.org/linkedup/catalog/ 

http://www.opendiscoveryspace.eu 
http://www.linkedup-project.eu 
http://data.linkededucation.org/linkedup/catalog 
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have been realised. The most relevant are the organisation of subsequent editions of 
the RecSysTEL workshop with bi-annual periodicity; authoring a review article for 
the Recommender Systems Handbook; expanding it to an introductory handbook on 
Recommender Systems for Learning; and contributing (as co-editors or as authors) 
to several relevant Special Issues in scientifi c journals and specialised books. 

 We thought that this is a good time to build upon this previous experience and to 
collect some state-of-the-art contributions to a volume that will give a fresh view of 
the status of this area. Our interest was to collect a representative sample of high- 
quality manuscripts that will illustrate some important research trends, identify key 
challenges and demonstrate some innovative applications. This volume is the result 
of an open call that helped us collect, peer-review, select and propose for publica-
tion 14 articles (out of 49 proposed works; 29 % acceptance rate) that give a very 
good picture of the current status of research in recommender systems for TEL. The 
fi rst four chapters (Karampiperis et al.; Cenichel et al.; Dietze et al.; Bienkowski 
and Klo) deal with user and item data that can be used to support recommendation 
systems and scenarios. The next four (Hulpus et al.; Santos et al.; Schwind and 
Buder; Tang et al.) focus on innovative methods and techniques for recommenda-
tion purposes. And the last six (Fazeli et al.; Bielikova et al.; Nowakowski et al.; 
Fernandez et al.; Sie et al.; Petertonkoker et al.) present examples of educational 
platforms and tools where recommendations are incorporated. 

 The bibliography covered by this book is available in an open group created at 
the Mendeley research platform 4  and will continue to be enriched with additional 
references. We would like to encourage the reader to sign up for this group and to 
connect to the community of people working on these topics, gaining access to the 
collected bibliography but also contributing pointers to new relevant publications 
within this very fast developing domain. 

 We hope that you will enjoy reading this volume as much as we enjoyed 
editing it. 

 Athens, Greece Nikos Manouselis 
 Heerlen, The Netherlands Hendrik Drachsler 
 Leuven, Belgium Katrien Verbert 
 Madrid, Spain Olga C. Santos  

4   http://www.mendeley.com/groups/1969281/recommender-systems-for-learning/ 
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Abstract Collaborative filtering techniques are commonly used in social networking 
environments for proposing user connections or interesting shared resources. While 
metrics based on access patterns and user behaviour produce interesting results, 
they do not take into account qualitative information, i.e. the actual opinion of a user 
that used the resource and whether or not he would propose it for use to other users. 
This is of particular importance on educational repositories, where the users present 
significant deviations in goals, needs, interests and expertise level. In this paper, we 
examine the benefits from introducing sentiment analysis techniques on user-generated 
comments in order to examine the correlation of an explicit rating with the polarity 
of an associated text, to retrieve additional explicit information from user comments 
when a standard rating is missing and expand tried recommendation calculation 
with qualitative information based on the community’s opinion before proposing 
the resource to another user.

Keywords Recommender systems • Educational repositories • Sentiment Analysis 
• Qualitative analysis
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 Introduction

Recommender Systems are of particular importance within social environments, 
where users share access to a common set of resources. The variability of crucial 
user characteristics, like their background, their special interests, their degree of 
expertise, pose interesting issues in terms of proposing a resource that is interesting, 
useful and comprehensible to a particular user.

Collaborative filtering approaches based on explicitly given user ratings do not 
always reflect the differentiation between the various criteria that apply to a 
resource and the weight that the users give to each criterion. On the other hand, 
techniques that examine access patterns may suffer from the appearance of stig-
mergy phenomena. That is, the resources that are more popular or favourably 
regarded by the community at a given time tend to be favoured as recommenda-
tions to new users. The visibility of a resource, or even more elaborate features like 
the time spent in a resource, the amount of downloads etc. are not directly con-
nected to its quality or suitability. Hence, the examination of access and use pat-
terns can lead to poor recommendation that will be further propagated due to the 
users continuing to follow previously defined paths within the repository of avail-
able content.

The evolvements of Web 2.0, however, led to the provision of more explicit 
information from the user side. User comments, discussions and reviews can 
 constitute valuable information for determining the quality, appeal and popularity of 
a resource.

In this context, we propose the exploitation of user generated comments on the 
resources of a repository of educational content in order to deal with the lack of 
explicit ratings and discover qualitative information related to a specific resource 
and the impressions it left to the users that accessed it. To this end, we applied senti-
ment analysis to comments on educational content and examined the accuracy of 
the results and the degree to which these comments reflect the perceived user satis-
faction from the content. At this stage, a Collaborative Filtering Recommendation 
system was built, that is, content characteristics and features were not taken into 
account in the analysis.

The rest of the paper is structured as follows. We provide an overview of 
Collaborative Filtering approaches in “Collaborative Filtering Recommender 
Systems”. Our quality-centric approach on Collaborative Filtering Recommendation 
is analysed in “Quality-Centric Recommender System Methodology”. “Sentiment 
Analysis Techniques for Collaborative Filtering Recommender Systems” describes 
the Sentiment Analysis techniques that were implemented and examined for incor-
poration in a Recommender System. The experimental setup for determining the 
appropriateness of these Sentiment Analysis techniques and evaluating our 
Recommender System is described in “Experimental Setup”, while the experimen-
tal results are presented in “Experimental Results.” We conclude and define our next 
steps in “Conclusions and Future Work”.

P. Karampiperis et al.
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 Collaborative Filtering Recommender Systems

Recommender systems aim to predict the preferences of an individual (user/ 
customer) and provide suggestions of further resources or entities (other users of the 
same system, resources, products) that are likely to be of interest.

In broad terms, a recommender system can be defined formally as follows; Let U 
be the set of all users of a system and R the set of all items (resources) that are avail-
able within the system and accessible by the users. A utility function f : U × R → S, 
associates a score to user-resource pairs, which indicates the suitability of the 
 specific resource to the specific user. As it is obvious, the common case for environ-
ments with that structure is that there do not exist scores for every pair in U × R. 
To this end, the role of a recommender system is to “predict” the scores for the 
 user- resource pairs that do not have a score readily available.

The main approaches for building a recommender system, i.e. defining the char-
acteristics that are taken into account by the utility function employed, are the 
following:

• Content-based approaches; the utility function examines the similarity of new/
unknown items with the ones already declared as likeable by the user and pro-
poses the most similar to him/her.

• Collaborative filtering approaches; the recommendations provided to the user are 
based on the explicit usefulness declared by other users with similar tastes and 
activity with him/her.

• Hybrid approaches that combine the characteristics of the previous methods.

Collaborative recommender systems can generally be grouped into heuristic- 
based and model-based systems [1, 2]. In the first case, the score for a user-resource 
pair is calculated using the scores of other users for the examined resource. The 
main goals in heuristic-based approaches are to determine user similarity and the 
way that the degree of similarity is used to weigh the effect of a user’s activity to 
another user’s preferences. Various metrics have been examined for computing user 
similarity, like calculating the angle between the rating vectors of the users [3], 
computing the mean squared difference of users’ ratings [4] and calculating the cor-
relation coefficient between a given pair of users [5]. In the latter case, existing 
scores are used to construct a rating model, to which the predicted scores are 
expected to conform. Similarly, the aggregation of peer ratings to produce a pre-
dicted rating can be achieved in various ways, such as calculating the average of the 
ratings of similar users, using a weighted average where the weights are based on 
the degree of similarity etc. In the case of model-based approaches,

The usage of recommender systems is widely spread in e-commerce environ-
ments [6] but the general principle is applicable to multiple and diverse environ-
ments. In the case of TEL, multiple solutions have been proposed and examined [7, 
8]. The proposed systems use a variety of methods and elements for producing 
recommendations. For example, RACOFI [9] takes into account user ratings and 
content associations, CoFind [10] applies folksonomies to better define context and 

Collaborative Filtering Recommendation of Educational Content in Social…
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purpose before producing a recommendation, while [11] exploits a multi-attribute 
rating of educational resources. Further techniques from different fields have been 
used in TEL Recommenders, like creating clusters of users based on their interests 
[12], ontology-based strategies [13] and methods that combine social and contex-
tual information [14].

Due to the particularities of the domain, some of the most common algorithms 
for collaborative filtering have been shown to struggle in the setting of a learning 
object repository [15, 16]. Furthermore, the explosion of Social Networking envi-
ronments in the context of Web2.0 has established new interesting issues and pro-
posed solutions for the field [17–19] and urged the pre-dominance of collaborative 
filtering methods in many environments with such functionality. The incorporation 
of social networking functionality in educational repositories is continuously 
increasing. Platforms like MERLOT [20] and Organic. Edunet [21] offer to their 
users the ability to comment on the presented material, stating their opinions or 
remarks regarding various aspects of the available content.

Taking into account the previous two statements, the presented service tries to 
exploit the newly-introduced information from user comments and reviews and 
examine an alternative approach for producing recommendations of educational 
resources. As mentioned, the presented techniques are to be incorporated in a rec-
ommender system over a social platform that provides access to educational con-
tent. Linguistic techniques, such as sentiment analysis, can be of use for alleviating 
some of the drawbacks of traditional algorithms in terms of differentiating users 
belonging in different audiences (e.g. teachers from students) and bypassing the 
need for explicit ratings (via a star system).

 Quality-Centric Recommender System Methodology

The proposed Collaborative Filtering methodology is based on the users’ social con-
nectivity and their rating activities within the relevant Social environment in order to 
compute the expected ratings for resources unknown to the user. It should be noted 
that the approach is domain-agnostic; hence additional information for the resources 
(metadata, categorization, keywords etc.) is not examined by the method. In this 
paper, the equations and scores rely on the widely used 5-scale rating system.

For the purposes of our research we consider a social service that incorporates 
the following functionalities:

• Membership: The service enables user registration and associates each user with 
a unique account.

• Organisation in Communities: Users can create communities (groups) within the 
social environment. The communities can be considered as subsets of the overall 
social network.

• Rating attribution: The users of the service can apply a rating to the resources 
available through the system, by assigning 1–5 stars to the resource.

P. Karampiperis et al.
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• Comment submission: The users can comment on resources, essentially providing 
a review in natural language. The length of a comment can be arbitrary. For the 
purposes of the experiment, we consider comments written in English.

In this context, the activities of interest from a registered user are the ones of (a) 
assigning a rating to a resource and (b) commenting on a resource. The purpose of the 
recommendation service, therefore, is twofold; to generate a rating of the user from 
his/her actual activities (ratings and comments); and to generate a rating for resources 
for which there is no activity from the particular user. We consider the first case as an 
explicit rating for the user-resource pair, while in the second case, we consider the 
rating implicit. In the next paragraphs, we proceed to elaborate on the two types of 
ratings and their formal definition for the proposed recommender system.

Explicit Rating: The proposed system relies on the attribution of a rating to a 
resource by a user. This rating could be direct, via the aforementioned star system, 
or indirect, via the analysis of comments/discussion related to the specific resource. 
These ratings—if existent—are used to provide a score for a user-resource pair. The 
score is defined as:
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Where Rating(u, r) is the explicit rating of the resource r by user u and 
Sentiment(u, r) is the sentiment score assigned by the sentiment analysis that will be 
applied to user comments and is described in detail in “Sentiment Analysis 
Techniques for Collaborative Filtering Recommender Systems”.

Implicit Rating using User Similarity: In the case that a user has not explicitly 
provided a rating for a specific resource, the recommender system provides a pre-
dicted rating, taking into account the user’s similarity with other users who have 
actually provided a rating for this resource.

This similarity represents the trust of a certain user to the expressed opinion of 
other users of the social service. In the relevant literature, it is evident that this type of 
information can provide meaningful recommendations in the case where no explicit 
qualitative information has been provided by the user himself/herself [17, 18, 22].

The calculation of the predicted rating relies on the similarity and distribution of 
scores provided by the system’s users. Specifically, the predicted score given to a 
resource r by user u is defined as:

 

Score u r
S
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In this function, S is the set of system users that have provided an explicit score 
for the resource r. The L metric is a modification of the trust-centred algorithm pro-
posed by [23] and is defined as:
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The set C = Ra ∩ RB is the conjunction of the sets Ra and Rb of resources that bear 
explicit scores provided by users a and b respectively. So, in broad terms, L is a 
measure for the similarity in the ratings of users a and b. The score difference is 
normalized to the [0, 1] space, since the ratings on the examined dataset belong in 
the (0, 5] range.

P is the normalized Pearson correlation metric as applied to our system. 
Specifically,
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The Score(u, Ru) construct denotes the complete set of scores provided by a user 
u. Hence, the average of these scores is Score u Ru,( ) .

Both quantities participate in the definition of the proposed score, as L reflects 
the “trust” that the examined user can have in the opinions of others, while P com-
putes the differentiations on their rating habits and adjusts the score accordingly.

Community-driven Implicit Rating: In the case that a user has not explicitly pro-
vided a rating for a specific resource and, additionally, does not have any common 
activities with the other users of the system, i.e. Ru ∩ Rk = ∅ ∀ k ∈ U, k ≠ u, where U is 
the set of users known to the system, the recommendation module provides a 
rougher estimate for the scores to be proposed to the user by calculating the average 
of the scores provided by users belonging to the same communities with user u. 
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Formally, let M(u, c) denote that user u is a member of community c. 
If Ru ∩ Rk = ∅ ∀ k ∈ U, k ≠ u the estimated score of user u or a resource r is calculated 
by the following formula:
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 Sentiment Analysis Techniques for Collaborative  
Filtering Recommender Systems

Sentiment analysis regards extracting opinion from texts and classifying it into 
 positive, negative or neutral valence [24]. Work on the field focuses on two general 
directions; lexical approaches and solutions using supervised machine learning 
techniques.

Lexical approaches rely on the creation of appropriate dictionaries. The terms 
present in the dictionary are tagged with respect to their polarity. Given an input 
text, the presence of dictionary terms is examined and the overall sentiment of the 
text is computed based on the existence of “positive” and “negative” terms within it. 
Despite its simplicity, the lexical approach has produced results significant better 
than “coin-toss” [25–27]. The way of constructing the lexica that are used for senti-
ment analysis is the subject of several works. In [27] and [28] the lexicons com-
prised solely adjective terms.

The usage of pivot words (like “good” and “bad”) and their association with the 
target words is also a frequently met approach. In [29] and [30], the minimum path 
between each target word and the pivot terms in the WordNet hierarchy was calcu-
lated in order to determine the polarity of the term and its inclusion in the dictionary. 
In [26], the authors executed search queries with the conjunction of the pivot words 
and the target word given as input. The query that returned the most hits determined 
the polarity of the given word.

Machine learning techniques focus on the selection of feature vectors and the 
provision of tagged corpora to a classifier, which will be used for analysing untagged 
corpora. The most frequent routes for choosing the feature vectors are the inclusion 
of unigrams or n-grams, counting the number of positive/ negative words, the length 
of the document etc. The classifiers are usually implemented as a Naive Bayes 
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classifiers or as Support Vector Machines [27, 31]. Their accuracy is dependent on 
the selection of the aforementioned feature vectors, ranging in the same space as the 
lexical approaches (63–82 %).

This section presents the sentiment analysis techniques that were examined and 
tested in order to identify the most suitable method for the case of the proposed 
Social Recommendation Service in terms of precision, recall and execution time. 
Sentiment analysis in the context of the Social Recommendation Service refers to 
the task of extracting the polarity of an opinionated text segment with respect to the 
quality of a certain resource. In this case, a number of different techniques could be 
applied (presented in the following subsections), with different performance and 
characteristics. The fact that we are dealing with user generated content drives us to 
take into account its unstructured nature and the potential unbalanced distribution it 
may present. This gives rise to the fact that our training set may be unbalanced and 
therefore learning may not be able to cope with such diversity in the number of 
instances per class. In this paper, we focus on lexical approaches for sentiment 
analysis, in order to avoid the consequences of erroneous training due to the distri-
bution of the ratings in MERLOT (i.e. the positive ratings are much more than the 
negative ones). The following subsections discuss the techniques that we have 
implemented and tested for inclusion in the proposed recommender system.

 Affective Term Frequency

This technique relies on the existence of sets of terms that bear a predetermined 
polarity. In most cases, there are two sets of terms; a set containing terms with posi-
tive polarity and a set containing terms with negative polarity. Let P be the set of 
terms bearing positive polarity and N the set of terms bearing negative polarity. 
Also, let T = {t1, t2, ⋯, tn}, the set of distinct tokens in the text segment to be exam-
ined. We define a positive score for a token t as:
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Similarly, the negative score for a token is defined as:
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For the entire text, i.e. the complete set of tokens T, we define the positive 
score as:
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Similarly, the negative score for the entire text is defined as:

 
NegScore T N NegScore t N
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We describe two distinct variations of this approach below.

 Domain-agnostic Term Frequency

In this case, the sets of positive and negative terms are constant and known before-
hand [27]. The algorithm discovers all the terms of a text segment that can be found 
in the positive set and all the terms that can be found in the negative set. For exam-
ple, in the sentence “Don’t you just love this camera? It’s great!”, the presence of 
sentiment-bearing terms determines the polarity of the overall statement.

Keeping in mind the previous definitions, the overall polarity of the text segment 
(normalized to the [−1, 1] space) is defined as:

 

Sentiment T P N
PosScore T P NegScore T N

PosScore T P
, ,
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max ,
( ) = ( ) - ( )

(( ) ( ){ }, ,NegScore T N
 

(4)

 Domain-Aware Term Frequency

In this variation of the term frequency approach, the sets of polarized terms are 
constructed from a corpus of already classified, in-domain text segments [31]. Every 
term found in segments characterized as positive is added to the positive set  
P. Similarly, every term found in segments characterized as negative is added to the 
negative set N. An example for showcasing the differentiation of term polarity with 
respect to the domain at hand is a text segment such as “This phone is amazing! It’s 
so small and light”, where the term “small” carries a positive valence, in contrast 
with the general notion that small is a negative attribute. In this method, we intro-
duce the notion of neutral polarity, where the text segment was characterized as 
neither positive nor negative. Hence, the algorithm uses another set of terms Neu, in 
which the terms found in segments characterized as neutral are added. Similar to the 
cases of positive and negative sets, the neutral score of a token is equal to:
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And the neutral score for the entire text equals to:
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In this case, the function for determining the polarity of a text segment T is 
 formulated as follows.
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 Affective and Domain Terms Correlation

The main drawback of the previous approach is that it does take into account the fact 
that a certain text segment may express opinions not directly related to the entity we 
are actually interested in. For example, a comment on an educational object may 
contain praises for a similar work that is recommended as a possible reference. The 
following techniques try to address this problem by examining ways to associate the 
affective terms with specific tokens that refer to the entity for which we want to 
mine the writer’s opinion.

 Distance-Based Correlation

This method relies on the proximity of the domain and affective terms in order to 
determine which of the latter are more likely to determine the polarity of the text 
towards the entity of interest. Let D = {D1, D2, ⋯, Dn}  the set of terms/phrases that 
are used to define the entity of interest (e.g. “the paper”, “the article”, the title of the 
article etc.). For each element of D, we calculate the distance between the term and 
all the affective terms in the positive and negative sets, i.e. the number of words 
between the descriptive and the affective term. If there is not an affective term 
within the text segment, the distance is set to zero.

 Dependency-Based Correlation

A more sophisticated approach for estimating the polarity of a text towards a spe-
cific entity is to examine if the terms associated with the latter are syntactically 
linked with one or more affective terms.

In this method, we split the input text into sentences and obtain the parse tree for 
each sentence by employing a shallow parser. For sentences containing a term or 
phrase that describes the entity of interest, we examine the dependencies of these 
terms from the parse tree. If the connected terms are also found in the positive or the 
negative sets, the PosScore and NegScore are respectively incremented by 1. Finally, 
we employ (4) to calculate the overall polarity of the text.
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 Experimental Setup

 Experimental Corpus

The conducted experiments used the material available in the MERLOT platform. 
MERLOT is an online repository, providing open access to resources for learning 
and online teaching. It provides learning material of higher education aiming at 
promoting access to scientific data and as a result to their manipulation and exploi-
tation by research communities.

MERLOT users can evaluate the available resources in two distinct ways. They 
can write comments on the resource, along with providing a rating in the 0–5 scale. 
We consider ratings of 0–2 as negative, ratings of 3 as neutral and ratings of 4–5 as 
positive. Additionally, MERLOT users can provide comments in a more formal man-
ner, by submitting an “expert review”. Expert reviews follow a structured template. 
Reviewers can provide an overview of the examined content and evaluate it with 
respect to its (a) Content Quality; (b) Effectiveness as a teaching tool; and (c) Ease of 
Use for students and faculty. Figures 1, 2 and 3 depict a resource description, a user 
comment and an expert review respectively, as they are presented within MERLOT.

Fig. 1 A MERLOT resource as represented in the constructed XML file

Collaborative Filtering Recommendation of Educational Content in Social…



Fig. 2 Structure of the reviews element in a MERLOT resource description

Fig. 3 Structure of the comments element in a MERLOT resource description
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In order to build our test corpus, the MERLOT user-generated content was 
retrieved via the following process: starting from a list of resources presented via 
the MERLOT web environment, we crawled the pages of each individual included 
object by following the appropriate hyperlinks in the object’s page. For each 
resource, we retrieved the following elements:

• The title of the resource
• The description provided within MERLOT
• The keywords associated with the resource
• User comments provided for the resource
• Expert reviews submitted to MERLOT

For the user comments, we store the URL of the comment and the actual com-
ment text. For the expert reviews associated with a resource, we store the following 
information:

• The URL of the review
• The ID code of the user that provided the review
• Information pertaining to the quality of the content, as expressed by the reviewer. 

This includes descriptions in natural language, of the strengths and concerns 
regarding the content quality.

• Information pertaining to the effectiveness of the examined resource, as a 
 learning object. This includes descriptions, in free-form text, of the strengths and 
concerns regarding the effectiveness of the resource.

• Information pertaining to the ease of use of the resource, again indicating the 
strengths and weaknesses in free text.

All of the above information is organized and stored in an XML file, in order to 
facilitate the extraction of information with respect to the resources and the contrib-
uting users (via XPath querying). Each tag associated with a MERLOT resource 
encloses all the elements associated with it.

The dataset used for our experiments incorporates information for 6,720 
MERLOT resources. There are 9,623 comments and 3,459 expert reviews in total. 
Hence, the average comment count is 1.43 comments per resource and 0.514 expert 
reviews per resource. The majority of the resources had 1 or 2 comments and no 
reviews. However, the maximum number of comments in the examined datasets 
was 23, while the maximum number of expert reviews was 4.

 Sentiment Analysis Techniques

The described methods were tested in terms of precision, recall and execution time 
in order to reach to a decision for their suitability in the context of a recommenda-
tion service. As the recommendation methodologies have an execution overhead, 
we incorporate the execution time metric into the quality analysis of each imple-
mentation. This section provides a description of the dataset used for the 
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experiments, the definition of the quality score for a sentiment analysis method and 
the results of the experiments on the given dataset.

 Corpus Preparation

In order to build our test corpus, the MERLOT user-generated content was retrieved 
and underwent trivial linguistic processing (HTML cleaning, Stop-word removal, 
Lemmatization) before being fed to implementations of the aforementioned senti-
ment analysis methods.

 Sentiment Analysis Quality Score

As mentioned, besides the precision and recall performance of a sentiment analysis 
method, we are especially concerned with the execution time of the respective 
 module, as it will be incorporated into an already time-demanding recommendation 
process.

In this regard, we introduce a Quality Score (QS) metric for the implementation 
of each method. Let P denote the achieved precision from the application of the 
method on the MERLOT corpus, and R the achieved recall. Let also T denote the 
execution time (in milliseconds) for 1,000 iterations of the method (that is, the anal-
ysis of 1,000 specific textual segments) and maxT, minT the worst and best observed 
execution times, that is, the execution time of the slowest and fastest method respec-
tively. The Quality Score for the method is defined as:
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Since 0 ≤ P ≤ 1, 0 ≤ R ≤ 1 and T ≤ maxT, it is obvious that 0 ≤ QS ≤ 1 and that a 
higher Quality Score indicates a more suitable method. The QS metric assigns a 
higher weight to the effectiveness of the method in comparison to its execution 
speed.

 Quality-Centric Collaborative Filtering Recommender

 Building the Training and Evaluation Sets

In this phase of the experiment, the retrieved corpus was divided in two subsets; the 
first subset was considered the initial input of the recommender system, that is, the 
records were considered as the information known to the service; the second subset 
was held as the evaluation corpus, that is, the information present was considered 
unknown and the results of the recommendation service are to be compared with 
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these data. For this first run, 60 % of the corpus was used as the input set, while the 
remaining 40 % was held for the comparison of the results.

Evaluation Metrics

The creation of a test corpus allows us to obtain a set of ratings that are comparable 
to the one generated by the recommender system. As mentioned, the ratings pro-
vided by the recommender system are normalized to the [0, 5] space, while the rat-
ings available from MERLOT hold values in the {1, 2, 3, 4, 5} set. Therefore, the 
produced ratings were rounded to the closest integer and compared to the actual 
rating provided by the user. The mean distance of the two ratings provide a measure 
for the accuracy of the acquired results. We examined the accuracy of the service’s 
results with two different thresholds. The first one was set to zero, that is, the result 
was considered correct when the (rounded) rating for the resource predicted by the 
service was exactly the one provided by the user in the test set. The second threshold 
was set to 0.5, that is, the (exact) rating predicted by the service was within 0.5 stars 
from the actual rating. Furthermore, we applied the standard Mean Average Error 
(MAE) metric to our results.

It should be noted that a differentiation between the MERLOT structure and our 
definition for a social environment is the lack of organisation in user communities 
within the former. To overcome this obstacle, we defined an ad-hoc classification of 
the users, based on their profile. To this end, users that share at least two common 
interests, as declared in the “skills and interests” section of their MERLOT profile, 
were considered to belong in the same community.

 Experimental Results

 Sentiment Analysis Techniques

This section presents the produced results of the experiments over the constructed 
MERLOT corpus for each class of polarity (positive, negative and neutral). We dis-
tinguish the two cases of MERLOT input (comments and expert reviews) in terms 
of the formality of their structure. The expert reviews—clearly divided in subjects 
of evaluation and strengths and concerns—are considered as “structured” content, 
while user comments are considered unstructured, as there is not a clear distinction 
of the positive and negative points made by the commenter.

Table 1 summarizes the Precision, Recall and overall Quality Score over struc-
tured content (Expert Reviews) for positive reviews and for each sentiment analysis 
method.

Accordingly, Table 2 presents the results over structured content for negative 
reviews and for each sentiment analysis method.
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In similar fashion, Tables 3 and 4 presented the results for each polarity class and 
for each sentiment analysis method over unstructured data (User Comments).

The experimental results indicated that the benefits of applying more sophisti-
cated methods of sentiment analysis do not overcome the decrease in performance. 
Furthermore, the methods examining the correlation between descriptive and affec-
tive terms have the additional drawback that they do not offer an intuitive way to 
obtain sentiment values in a continuous space. That is, they have good performance 
on indicating the general polarity of the examined text but they operate on the quan-
tized space of {−1, 0, 1}.

Therefore, the sentiment analysis module that was incorporated in the proposed 
Recommendation Service uses the Domain-agnostic variation of the Term Frequency 

Table 1 Quality scores over structured input with positive polarity

Method Precision Recall Execution time QS

Domain-agnostic term frequency 0.577 0.786 1,500 0.788
Domain-aware term frequency 0.622 0.802 1,700 0.764
Distance-based correlation 0.645 0.821 1,800 0.756
Dependency-based correlation 0.691 0.826 3,000 0.506

Table 2 Quality Scores over structured input with negative polarity

Method Precision Recall Execution time QS

Domain-agnostic term frequency 0.569 0.810 1,500 0.793
Domain-aware term frequency 0.596 0.829 1,700 0.764
Distance-based correlation 0.671 0.838 1,800 0.770
Dependency-based correlation 0.710 0.850 3,000 0.520

Table 3 Quality scores over unstructured input with positive polarity

Method Precision Recall Execution time QS

Domain-agnostic term frequency 0.563 0.740 1,500 0.768
Domain-aware term frequency 0.573 0.760 1,700 0.733
Distance-based correlation 0.610 0.779 1,800 0.730
Dependency-based correlation 0.634 0.788 3,000 0.474

Table 4 Quality Scores over structured input with negative polarity

Method Precision Recall Execution time QS

Domain-agnostic term frequency 0.517 0.762 1500 0.760
Domain-aware term frequency 0.525 0.781 1700 0.724
Distance-based correlation 0.623 0.800 1800 0.741
Dependency-based correlation 0.640 0.804 3000 0.481
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Calculation algorithm. In order to transfer the results of sentiment analysis to the 
[0, 5] space, we formulate the sentiment analysis equation (4) that will be used 
within the service as follows.
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 Quality-Centric Collaborative Filtering Recommender

Table 5 presents the accuracy of the service’s prediction for the two thresholds we 
set. As explained in the experimental setup, we employ two different thresholds for 
comparing the obtained results with the explicit ratings provided by the MERLOT 
users. In the first case, we required that the produced rating for a resource in the 
5-star scale was exactly equal to the rating provided by the users or the reviewers of 
the resource. In the second case, we required that the produced rating had a distance 
of 0.5 from the explicit rating provided by the users or reviewers.

Similarly, Table 6 depicts the MAE results for the proposed service.
As can be seen in Table 5, in 71 % of the examined cases the recommender sys-

tem produced the exact same star rating that was actually assigned by the user com-
menting on a resource. In the case of expert reviews, the percentage rises slightly to 
74 %. When relaxing the threshold for deeming a produced rating correct, the accu-
racy of the system naturally increases. Essentially, the produced ratings were within 
0.5 stars from the actual rating provided by the user in 84 % of the cases for com-
ments and in 87 % of the cases for expert reviews.

Taking into account the results on the accuracy of the proposed recommender 
system, the achieved MEA is relatively high. This is a direct consequence of using 
the Term Frequency Sentiment Analysis method, which, while having the best QS 
and an acceptable precision, tends to produce inaccurate results when the examined 
text bears certain characteristics. For example, the method does not handle compari-
sons or negations particularly well, causing significant diversions between the per-
ceived and the real sentiment expressed by a text segment. In other words, in cases 
that the text bears such syntactic characteristics, the method computes a sentiment 

Table 5 Accuracy of the proposed recommendation service

Audience Threshold 1 (= 0) Threshold 2 (= 0.5)

Users (commenters) 0.71 0.84
Reviewers 0.74 0.87

Table 6 Mean average error 
scores of the proposed 
recommendation service

Audience MAE

Users (commenters) 0.76
Reviewers 0.72
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that is substantially different, therefore it produces a small set of results that have a 
big error margin (e.g. a distance over two from the real rating) and affect the MAE 
for the entire dataset.

The results are indicative of a system that performs generally well. However, a 
bias factor is inserted by the fact that the ratings within MERLOT are not evenly 
distributed. There is a relatively strong tendency towards high ratings, while the 
comments do not use strong language for the negative aspects of a resource and—on 
the other hand—show clearly the appraisal of the positive aspects.

 Conclusions and Future Work

This article presents our first steps towards introducing qualitative information into 
collaborative filtering recommender systems over social platforms. The preliminary 
results of the sentiment analysis on user comments in the context of a repository of 
educational resources indicated that there can be valuable qualitative information 
that can be added to a recommendation service and be used to adjust the perceived 
“rating” of a given resource by a specific user. The accuracy of the examined algo-
rithms, while satisfactory, leaves room for improvement. We expect that more elab-
orate techniques that introduce association of entities and contextual information 
will produce better results, always taking into account performance issues, as quan-
tified by the introduced QS metric. However, it is important to note that sentiment 
analysis does not suffer much from domain differentiation or variability on user 
roles (that is, the results for expert reviews and general user comments presented 
similar success). An interesting remark regarding the linguistic characteristics of 
the examined content is that the criticism is usually employed using mild terminol-
ogy, which is in contrast of user-generated reviews for products/movies etc. In the 
future, we will examine refinements of the way QS is calculated, and examine the 
accuracy of other sentiment analysis methods. User evaluations will be an important 
part of this process, as we should examine if the unavoidable increased delay that 
will be introduced from more complex sentiment analysis methods will have a nega-
tive impact on user acceptance despite offering better recommendations.

Regarding the evaluation of the quality-centric recommender system itself, it 
was revealed that the introduction of more elaborate analysis on user-provided 
information can produce a more accurate picture for the individual opinions 
expressed. Furthermore, the extraction of ratings from textual information helps in 
obtaining additional explicit scores for a user-resource pair. However, there are 
 several steps needed to be completed for obtaining a clearer picture of the system’s 
potential and the overall effect of the sentiment analysis in the improvement of the 
system. The presented service will be used for producing recommendations for the 
users of the VOA3R platform [31], an environment that bears all the characteristics 
that are exploited by our approach (explicit ratings, user discussions, user comments 
and reviews, organizations of the users into communities). The examination of the 
system’s efficiency in real-life settings is expected to provide valuable feedback for 
the refinement of our methodology.
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The next step for expanding the scope of the recommendation service is to move 
to a hybrid approach, where content characteristics are taken into account. 
Furthermore, further details for the user profiles can be incorporated in the service, 
in order to modify the weights of ratings provided by other users, based on their 
profile and not only their behavioural similarity with the examined user. Finally, it 
is worth examining the possibilities of incorporating semantic information in the 
recommendation algorithm, by analysing the actual content of the resource, associ-
ating distinct scores for different perspectives of a resource and relating them to 
more detailed user interests, as the latter are deduced by their profiles and the analy-
sis of their comments.
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    Abstract     It is known that current Learning Object Repositories adopt strategies for 
quality assessment of their resources that rely on the impressions of quality given by 
the members of the repository community. Although this strategy can be considered 
effective at some extent, the number of resources inside repositories tends to 
increase more rapidly than the number of evaluations given by this community, 
thus leaving several resources of the repository without any quality assessment. The 
present work describes the results of two experiments to automatically generate 
quality information about learning resources based on their intrinsic features as well 
as on evaluative metadata (ratings) available about them in MERLOT repository. 
Preliminary results point out the feasibility of achieving such goal which suggests 
that this method can be used as a starting point for the pursuit of automatically gen-
eration of internal quality information about resources inside repositories.  
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        Introduction 

 Current Learning Object Repositories (LORs) normally adopt strategies for the 
establishment of quality of their resources that rely on the impressions of usage 
and evaluations given by the members of the repository community (ratings, tags, 
comments, likes, lenses). All this information together constitute a collective 
body of knowledge that further serves as an external memory that can help other 
individuals to find resources according to their needs. Inside LORs, this kind 
of evaluative metadata [ 1 ] is also used by search and retrieval mechanisms for 
properly ranking and recommending resources to the community of users of the 
repository. 

 Although such strategies can be considered effective at some extent, the amount 
of resources inside repositories is rapidly growing every day [ 2 ] and it becomes 
impractical to rely only on human effort for such a task. For instance, on a quick 
look at the summary of MERLOT’s recent activities, it is possible to observe that in a 
short period of 1 month (from May 21 to June 21, 2011), the amount of new resources 
catalogued in the repository was nine times more than the amount of new ratings given 
by experts (peer-reviewers), six times more than the amount of new comments (and 
users ratings) and three times more than the amount of new bookmarks  (personal 
collections). This situation of leaving many resources of the current repositories 
without any measure of quality at all (and consequently unable or at least on a very 
disadvantaged position to compete for a good position during the process of search 
and retrieval) has raised the concern for the development of new automated tech-
niques and tools that could be used to complement existing manual approaches. 
On that direction, Ochoa and Duval [ 3 ] developed a set of metrics for ranking reposi-
tory search results according to three dimensions of relevance (topical, personal and 
situational) and by using information obtained from the learning objects metadata, 
from the user queries, and from other external sources such as the records of histori-
cal usage of the resources. This authors contrasted the performance of their approach 
against the text-based ranking traditional methods and have found signifi cant 
improvements in the fi nal ranking results. Moreover, Sanz-Rodriguez et al. [ 4 ] pro-
posed to integrate several distinct quality indicators of learning objects of MERLOT 
along with their usage information into one overall quality indicator that can be 
used to facilitate the ranking of learning objects. 

 These mentioned approaches for automatically measuring quality (or calculating 
relevance) according to specifi c dimensions depend either on the existence and 
availability of metadata attached to the resources (or inside the repositories), or on 
measures of popularity about the resources that are obtained only when the resource 
is publicly available after a certain period of time. As metadata may be incomplete/
inaccurate [ 5 ] and these measures of popularity will be available just for “old” 
resources, we propose to apply an alternative approach for this problem. The main 
idea is to identify intrinsic measures of the resources (i.e., features that can be 
calculated directly from the resources) that are associated to quality and that can 
be used in the process of creating models for automated quality assessment. 
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 In fact, this approach was recently tested by Cechinel et al. [ 6 ] who developed 
highly-rated profi les of learning objects available in MERLOT, and have generated 
Linear Discriminant Analysis (LDA) models based on 13 learning objects intrinsic 
features. The generated models were able to classify resources between good and not-
good with 72.16 % of precision, and between good and poor with 91.49 % of preci-
sion. Among other things, these authors concluded that highly-rated learning objects 
profi les should be developed taking into consideration the many possible intersections 
among the different disciplines and types of materials available in MERLOT, as well 
as the group of evaluators who rated the resources (whether they are formed by experts 
or by the community of users). For instance, the mentioned models were created for 
materials of  Simulation  type belonging to the discipline of  Science & Technology , and 
considering the perspective of the peer-reviewers ratings. 

 The present chapter reviews two experiments conducted towards the creation of 
models for automated quality assessment of learning resources inside MERLOT 
and that expand the previous work developed by Cechinel et al. [ 6 ]. The fi rst experi-
ment explores the creation of statistical profi les of highly-rated learning objects by 
contrasting information from  good  and  not-good  resources of three subsets of 
MERLOT repository and by using these profi les to generate models for quality 
assessment. The second experiment tests a slightly different and more algorithmic 
approach, i.e., the models are generated exclusively through the use of data mining 
algorithms. In this second experiment we also worked with a larger collection of 
resources and a considerably higher number of MERLOT subsets. 

 The rest of this chapter is structured as follows. “ Background ” presents existing 
research focused on identifying intrinsic quality features of resources. “ Data 
Collection ” describes the data collected for the experiments. “ First Experiment: 
Statistical profi les of highly-rated resources ” and “ Second experiment: Algorithmic 
Approach ” present the experiments and some discussion about the results on the 
generation and evaluation of automated models for quality assessment. Finally, 
conclusions and outlook are provided in “ Conclusions and Outlook ”.  

      Background 

 Apart from the recent works by Cechinel et al. [ 6 ,  7 ], there is still no empirical evi-
dence of intrinsic metrics that could serve as indicators of quality for LOs. However, 
there are some works in adjacent fi elds which can serve us as a source of inspiration. 
For instance, empirical evidence of relations from intrinsic information and other 
characteristics of LOs have been found in [ 8 ], where the authors developed a model 
for classifying the didactic functions of a learning object based on measures about 
the length of the text, the presence of interactivity and information contained in the 
HTML code (lists, forms, input elements). Mendes et al. [ 9 ] have identifi ed evi-
dence in some measures to evaluate sustainability and reusability of educational 
hypermedia applications, such as, the type of link and the structure and size of the 
application. Blumenstock [ 10 ] has found the length of an article (measured in 
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words) as a predictor of quality in Wikipedia. Moreover, Stvilia et al. [ 11 ] have been 
able to automatically discriminate high quality articles voted by the community of 
users from the rest of the articles of the collection. In order to do that, the authors 
developed profi les by contrasting metrics of articles featured as best articles by 
Wikipedia editors against a random set. The metrics were based on measures of the 
article edit history (total number of edits, number of anonymous user edits, for 
instance) and on the article attributes and surface features (number of internal bro-
ken links, number of internal links, number of images, for instance). At last, in the 
fi eld of usability, Ivory and Hearst [ 12 ] have found that good websites contain (for 
instance) more words and links than the regular and bad ones. 

 Our approach is initially related exclusively to those aspects of learning objects 
that are displayed to the users and that are normally associated to the dimensions of 
presentation design and interaction usability included in LORI [ 13 ] and the dimen-
sion of information quality (normally mentioned in the context of educational digital 
libraries). Precisely, the references for quality assurance used in here are the ratings 
given by the peer-reviewers (experts) of the repository.  

     Data Collection 

 Two databases were collected from MERLOT (2009 and 2010) through the use of a 
crawler that systematically traversed the pages and collected information related to 
34 metrics of the resources. The decision of choosing MERLOT lays mainly on the 
fact that MERLOT has one of the largest amount of registered resources and users, 
and it implements a system for quality assurance that works with evaluations given 
by experts and users of the repository. Such system can serve as baseline for the 
creation of the learning object classes of quality. As MERLOT repository is mainly 
formed by learning resources in the form of websites, we evaluated intrinsic metrics 
that are supposed to appear in such technical type of material (i.e., link measures, 
text measures, graphic measures and site architecture measures). The metrics col-
lected for this study (see Table  1 ) are the same as used by Cechinel et al. [ 6 ] and 
some of them have also been mentioned in other works which tackled the problem 
of assessing quality of resources (previously presented in “ Background ”).

   Given that the resources in MERLOT vary considerably in size, a limit of two 
levels of depth was established for the crawler, i.e., metrics were computed for the 
root node (level 0—the home-page of the resource), as well as for the pages linked 
by the root node (level 1), and for the pages linked by the pages of the level 1 
(level 2 1 ). As it is shown in Table  1 , some of the metrics refer to the total sum of the 
occurrences of a given attribute considering the whole resource, and other metrics 
refer to the average of this sum considering the number of the pages computed. 

1   Although this limitation may affect the results, the process of collecting the information is 
extremely slow and such limitation was needed. In order to acquire the samples used in this study, 
the crawler kept running uninterruptedly for 2 (in 2009) and 4 (in 2010) full months. 
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For instance, an object composed by 3 pages and containing a total of 30 images will 
have a total number of images equals to 30, and an average number of images equals 
to 10 (= 30/3). 

    Classes of Quality 

 As the peer-reviewers ratings tend to concentrate above the intermediary rating 3, 
classes of quality were created using the terciles of the ratings for each subset (ratings in 
MERLOT vary from 1 to 5). Resources with ratings below the fi rst tercile are classi-
fi ed as  poor , resources with ratings equal or higher the fi rst tercile and lower than the 
second tercile are classifi ed as  average , and resources with ratings equal or higher the 
second tercile are classifi ed as  good . The classes of quality  average  and  poor  were 
then joined in another class called  not-good  and were used as the output reference for 
generating and testing models for automated quality assessment of the resources   

     First Experiment: Statistical Profi les of Highly-Rated 
Resources 

 The collected sample contained 6,470 learning resources classifi ed into 7 different 
disciplines and 9 distinct types of material, thus totalizing 63 different classes of 
possible learning object profi les. From the total, 1,257 (19.43 %) had at least one 
peer review rating and formed the fi nal data sample. We have selected resources 
from the three subsets with the highest number of occurrences to generate and eval-
uate models for automated quality assessment in the context of peer-reviews thresh-
olds. The selected subsets are (amounts in parenthesis):  Simulation  ∩  Science and 
Technology  (97),  Simulation  ∩  Mathematics and Statistics  (83), and  Tutorial  ∩ 
 Science and Technology  (83). 

    Table 1    Metrics collected for the study   

 Class of measure  Metric 

 Link measures  Number of links, number of unique a  links, number of 
internal links b , number of unique internal links, number 
of external links, number of unique external links 

 Text measures  Number of words, number of words that are links c  
 Graphic, interactive 

and multimedia measures 
 Number of images, total size of the images (in bytes), 

number of scripts, number of applets, number of audio 
fi les, number of video fi les, number of multimedia fi les 

 Site architecture measures  Size of the page (in bytes), number of fi les for 
downloading, total number of pages 

   a The term unique stands for “non-repeated” 
  b The term internal refers to those links which are located at some directory below the root site 
  c For these metrics the average was not computed or does not exist  
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 The methodology used for the present study was the development of highly-rated 
learning object profi les of MERLOT. The study described in this chapter is based on 
the methodology applied by Ivory and Hearst [ 12 ], as well as on the methodology 
described on García-Barriocanal and Sicilia [ 14 ] and Cechinel et al. [ 6 ]. The created 
profi les were then further used to generate models for automated quality assessment 
of learning objects. Figure  1  gives a general idea of the methodology applied here.

   The analysis was conducted by contrasting intrinsic metrics from the groups 
between  good  and  not-good  2  resources, and by observing if they presented signifi -
cant differences between them. As the samples did not follow a normal distribution, 
a Mann-Whitney (Wilcoxon) test was performed to evaluate whether the classes 
presented differences between their medians, and a Kolmogorov-Smirnov test was 
applied to evaluate if the classes presented distinct distributions. When both distri-
butions and medians presented signifi cant differences, the metric was considered as 
a potential indicator of quality. The tendency of each metric (whether they infl uence 
negatively or positively the quality of the resource) was observed by comparing the 
median values of the samples. Table  2  presents the metrics that are associated to 
highly rated learning objects and their tendencies for each analyzed subset.

   As it can be seen in Table  2 , the metrics present different associations and ten-
dencies depending on the given subsets. For instance, for the subset  Simulation ∩ 
Science and Technology , seven metrics are positively associated to quality and six 
metrics negatively associated. On the other hand, for the subset of  Simulation ∩ 
Mathematics and Statistics  all metrics associated to quality present positive tenden-
cies and for the subset of  Tutorial ∩ Science and Technology  all metrics associated 
to quality present negative tendencies.  

2   The so-called not-good group was formed by the union of the  average  group and the  poor  group. 

Data Collection

Intrinsic
Metrics

Evaluative
metadata

Statistical Analysis
to find associations Highly-rated

learning
objects profiles

Models for
automated

quality
assessment

Data Mining/
Statistical Methods

Extract
data

Learning Object
Repository

  Fig. 1    Methodology for generating models for automated quality assessment       
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    The Models 

 We created models for automated quality assessment of the resources through Data 
Mining Classifi cation Algorithms (DMCA). Classifi cation algorithms aim to con-
struct models capable of associating each record of a given dataset to a labeled cat-
egory. We have used WEKA [ 15 ] to generate and test models for the classifi cation of 
resources between  good  and  not-good , and among  good ,  average  and  poor  resources 
through the following classifi cation algorithms: J48, SimpleCart, PART, Multilayer 
Perceptron Neural Network and Bayesian Network. Tables  3 ,  4  and  5  present the 
results of these tests. For all tests we have used the same metrics previously identifi ed 
as potential indicators of quality for each subset (Table  2 ).

     Table 2    Signifi cant discriminators and tendencies of the metrics for the good category of the 
selected subsets   

 Metric 

 Simulation ∩ 
science and 
technology 

 Simulation ∩ 
mathematics 
and statistics 

 Tutorial ∩ 
science and 
technology 

 Number of links  –  Y↑  Y↓ 
 Number of unique links  –  Y↑  (Y)↓ 
 Number of internal links  –  (Y)↑  Y↓ 
 Number of unique internal links  –  (Y)↑  (Y)↓ 
 Number of external links  Y↓  –  (Y)↓ 
 Number of unique external links  Y↓  –  – 
 Size of the page (in bytes)  Y↑  (Y)↓ 
 Number of images  (Y)↑  Y↑  – 
 Total size of the images (in bytes)  Y↑  Y↑  – 
 Number of scripts  Y↑  Y↑  – 
 Number of words  –  –  (Y)↓ 
 Number of words that are links  –  –  Y↓ 
 Number of applets  Y↓  –  – 
 Average number of unique internal links  –  –  (Y)↓ 
 Average number of internal links  –  –  Y↓ 
 Average number of unique external links  Y↓  –  – 
 Average number of external links  Y↓  –  (Y)↓ 
 Average number of unique links  –  (Y)↑  Y↓ 
 Average number of links  –  –  Y↓ 
 Average number of applets  Y↓  –  – 
 Average number of images  Y↑  –  – 
 Average size of the pages  Y↑  –  – 
 Average size of the images  Y↑  Y↑  – 
 Average number of scripts  Y↑  (Y)↑  – 
 Total  13  11  13 

   Note : Y stands for both differences (medians and distributions) at the same time. The overall 
 analysis was conducted for a 95 % confi dence level; information in parenthesis means the results 
are signifi cant at the 90 % level. Moreover (↑) stands for a positive contribution and (↓) stands for 
negative contribution  
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     There are several possible criteria for evaluation the good prediction of classifi cation 
models [ 16 ]. Here we selected a few of them to present the results of our analysis. 
In the tables, the column “metrics used by the model” presents the number of metrics 
that were included in the model generated by the given algorithm. The mean absolute 
error (MAE) measures the average deviation between the predicted classes and the true 
classes of the resources. The closer to 0 the MAE, the lower is the error of the predic-
tion and the better the model. The K stands for “Kappa statistic” which is a coeffi cient 
that measures the overall agreement between the data observed and the data 
expected. This coeffi cient varies from −1 to 1, where 1 means total agreement, 0 means 
no agreement, and −1 means total disagreement. At last, the tables also present the 
overall precision of the model and the specifi c precisions for each one of the classes in 
the dataset. We adopted the MAE measure as the main reference of quality for the 
models, i.e., when we mention in this section that a given model is the best for a given 
subset, we mean that this model has presented the minimum MAE among all. In this 
fi rst exploratory study the models were evaluated using the training dataset, i.e., the 
entire dataset was used for training and for evaluating. 

 As it can be seen in the tables, apparently there is no best classifi cation algorithm 
that fi ts for all subsets for the generation of good models. The results vary signifi -
cantly depending on the algorithm used, the subset from which the models were 
generated and the classes of quality included in the datasets. 

    Simulation ∩ Science and Technology 

 Among the three subsets, the models presented (in general) the best results for the 
 Simulation  ∩  Science and Technology  subset. For this subset, the best model was a 
decision tree generated by a J48 algorithm (model number 2 of Table  3 ) which was 
able to correctly classify resources among  good ,  average  and  poor  with an overall 
precision of 89.69 %, and presented a Kappa coeffi cient of 0.83, and a MAE of just 
0.1. The percentages of precision of this model for classifying resources in the spe-
cifi c categories of quality are considerably similar.  Good  resources are classifi ed with 
96.96 % of precision, while  average  and  poor  resources are classifi ed with precisions 
of 84 and 92.85 % respectively. The second and third best models for this subset were 
also focused on classify resources among  good ,  average  and  poor . The second best 
model was a decision tree generated by a Simple Cart algorithm with an overall preci-
sion of 85.57 % (model number 4 of Table  3 ) and the third best model was a set of 
if-then-rules generated by the PART algorithm with an overall precision of 83.51 % 
(model number 6 of Table  3 ). The main difference between these two models 
(in terms of precisions) is that the former presented the worst precision percentages 
for classifying  poor  resources (71.40 %), where the latter presented the worst preci-
sion percentages for classifying  average  resources (72 %). At last, the best results for 
classifying resources between  good  and  not-good  were achieved by the PART algo-
rithm and by a Multilayer Perceptron Neural Network. The PART model achieved 
an overall precision of 76.29 a MAE of 0.28 and Kappa Statistic of 0.38. Moreover, 
it classifi ed  not-good  resources with a precision of 98.43 %, and  good  resources with 
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a precision of only  33.33 %.  The Multilayer Perceptron presented an overall precision 
of 82.47 %, a MAE of 0.29 and a Kappa coeffi cient of 0.58. The drawback of these 
two models is the very low precision for classifying  good  resources.  

    Simulation ∩ Mathematics and Statistics 

 For the  Simulation ∩ Mathematics and Statistics  subset the best model was gener-
ated by the PART algorithm (model 5 of Table  4 ) for classifying resources between 
 good  and  not-good . This model contains a set of 5 if-then-rules that uses 5 from the 
11 metrics identifi ed as possible indicators of quality. It achieved an overall preci-
sion of 80.72 %, a MAE of 0.30 and a Kappa coeffi cient equals to 0.55. Even though 
the overall results can be considered good, the model presents a serious limitation 
for the classifi cation of  good  resources, with only 54.8 % of precision. The second 
best model for this subset is a decision tree generated by the J48 algorithm to clas-
sify resources between  good  and  not-good  (model 1 of the Table  4 ). Here the model 
achieved an overall precision of 74.70, a MAE of 0.36, and a Kappa coeffi cient of 
0.44. The main problem with this model is the fact that it uses just 2 of the 11 pos-
sible indicators of quality. For this subset, all models for classifying resources 
among  good ,  average  and  poor  have completely failed on the classifi cation of the 
 poor  category (presenting 0 % of precision). It is also possible to see that the preci-
sions for classifying  good  and  average  resources in these models are very similar to 
the precisions for classifying  good  and  not-good  resources on the other models.  

    Tutorial ∩ Science and Technology 

 The best model for the subset  Tutorial ∩ Science and Technology  was generated by 
the PART algorithm to classify resources between  good  and  not - good  (model 5 of 
Table  5 ). The model presents an overall precision of 85.54 %, a MAE of 0.24 and a 
Kappa coeffi cient of 0.66. From the 13 metrics identifi ed as quality indicators, the 
model has included only four in the six if-then-rules generated. Moreover, the model 
has a high precision for classifying  not-good  resources (94.5 %), but a low precision 
for classifying  good  resources (67.9 %). The second best model for this subset is a 
decision tree generated by a Simple Cart algorithm that classifi es resources among 
 good ,  average  and  poor  (model 4 of Table  5 ). Here the model uses 5 from the 13 
metrics identifi ed as quality indicators; it has an overall precision of 77.11 %, a 
MAE of 0.24, and a Kappa coeffi cient of 0.64. The model is able to classify  good  
resources with 82.1 % of precision,  average  resources with 83.3 % of precision, and 
 poor  resources with 57.9 % of precision. The third best model is a decision tree 
generated by a J48 algorithm (model 1 of Table  5 ). This model classifi es resources 
between  good  and  not-good  with an overall precision of 84.34 %, a MAE of 0.25, 
and a Kappa coeffi cient of 0.62. The model uses only 3 from the 13 metrics identi-
fi ed as quality indicators. Moreover, similarly to the best model for this subset, this 
model also has a high precision for classifying  not-good  resources (96.4 %) and a 
low precision for classifying  good  resources (60.7 %).   
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    General Considerations at the light of the Results 

 The models normally exclude several of the metrics previously identifi ed as indicators 
of quality. For instance, from the top ten best models for the classifi cation of 
resources between Good and Not-Good, only one has used all metrics included in 
the dataset (a Multilayer Perceptron for the  Simulation  ∩  Science and Technology  
subset) (see Fig.  2 ). The rest of the models have used from just one to fi ve metrics. 
It is also interesting to highlight that it was possible to generate models for all three 
subsets. Moreover, practically all models presented a higher precision for the clas-
sifi cation of  not-good  resources than for  good  resources. Figure  2  presents this last 
observation more clearly. As it can be seen in the fi gure, from the ten best models, 
nine presented better precisions for classifying  not-good  resources and just one—a 
Bayesian Network for the  Simulation  ∩  Science and Technology  subset—presented 
a higher precision for classifying  good  resources than  not-good  ones.

   The best models generated for classifying resources among  good ,  average  and  poor  
achieved lower MAEs and higher Kappa coeffi cients than the models for classifying 
resources between  good  and  not-good . Moreover, as it can be seen in Fig.  3 , the mod-
els here also tend to use more indicators of quality. The main problem found for this 
set of models is the fact that it was not possible to create good models for the subset of 
 Simulation  ∩  Mathematics and Statistics  (all models presented 0.0 % of precision for 
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classifying  poor  resources). Another important thing to highlight is that the best three 
models presented more balanced precisions for the classifi cation among the different 
classes. However, it is still possible to observe all kinds of models, i.e., those which 
classify more precisely  good  resources, those which classify more precisely  average  
resources, and those which classify more precisely  poor  resources (see Fig.  3 ).

   The results found here point out the possibility of generating models for auto-
mated quality assessment of learning resources inside repositories based on their 
intrinsic metrics. However, as the models are very heterogeneous (different MAEs, 
Kappa coeffi cients, number of metrics used, classifi cation precisions), the decision 
of which one is the best will depend on the combination of several facts such as: the 
specifi c scenario to which the model is going to be applied, the specifi c subset 
(category of discipline versus material type) to which they are being generated for, 
and the classes of quality included in the dataset. Next section will describe another 
experiment towards automated evaluation and that was performed with a slightly 
different methodology and using a broader set of resources and subsets.   

     Second Experiment: Algorithmic Approach 

 For this second experiment we collected (in 2010) a total of 20,582 learning 
resources from MERLOT. From this amount, only 2,076 were peer-reviewed, and 5 
of them did not have metadata regarding the category of discipline or the type of 
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material and were disregarded. Considering that many subsets are formed by very 
small amounts of resources, we restrained our experiment to just a few of them. 
Precisely, we worked with 21 subsets formed by the following types of material: 
 Collection ,  Reference Material ,  Simulation  and  Tutorial , and that had 40 resources 
or more. 3  In total, we worked with information of 1,429 learning resources which 
represent 69 % of the total collected data. Table  6  presents the frequency of the 
materials for each subset used in this study.

   As mentioned before, the methodology we followed for this experiment was 
slightly different from the one described in the previous section. Here we did not 
created statistical profi les of the learning resources, but used all collected metrics as 
input information for the generation and evaluation of models through the use of 
Artifi cial Neural Networks (ANNs). 

 This experiment was conducted with the Neural Network toolbox of Matlab. 
For each subset we randomly selected 70 % of the data for training, 15 % for testing 
and 15 % for validation, as suggested by Xu et al. [ 17 ]. We tested the Marquardt–
Levenberg algorithm [ 18 ] using from 1 to 30 neurons in all tests. In order to obtain 
more statistically signifi cant results (due to the small size of the data samples), each 
test was repeated 10 times and the average results were computed. Differently from 
the previous experiment, the models here were generated to classify resources 
between  good  and  not-good  (we did not tested models to classify resources among 
 good ,  average  and  poor ). 

 The choice of using ANNs rests on the fact that they are adaptive, distributed, 
and highly parallel systems which have been used in many knowledge areas and 
have proven to solve problems that require pattern recognition [ 19 ]. Moreover, 
ANNs are among the types of models that have also shown good precisions for 
some subsets in the previous experiment. At last, this experiment was initially 

3   The diffi culties for training, validating and testing predictive models for subsets with less than 40 
resources would be more severe. 

   Table 6    Frequency of materials for the subsets used in this study (intersection of category of 
discipline and material type)   

 Material 
type/discipline  Arts  Business  Education  Humanities 

 Collection  52  56  43 
 Reference material  83  40  51 
 Simulation  57  63  40  78 
 Tutorial  76  73  93 

 Material type/
discipline 

 Mathematics 
and statistics 

 Science & 
technology  Social sciences 

 Collection  50  80 
 Reference Material  68  102 
 Simulation  40  150 
 Tutorial  48  86 
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focused on populating the repository with hidden internal quality information that 
can be further used by ranking mechanisms [ 20 ], and for such a purpose we could 
use black-box models such as ANNs. 

    Results and Discussion 

 The models presented different results depending on the subset used for training. 
Most of the models tend to classify  not-good  resources better than  good  ones which 
can probably be a result of the uneven amount of resources of each class inside the 
datasets (normally formed by 2/3 of  not-good  and 1/3 of  good ). These tendencies 
can be observed in Fig.  4 . 4 

   The number of neurons used in the construction of the models has different infl u-
ences depending on the subsets. A Spearman’s rank correlation (r s ) analysis was 
carried out to evaluate whether there are associations between the number of neu-
rons and the precisions achieved by the models. This test serves to the purpose of 
observing the pattern expressed by the models on predicting quality for the given 
subsets. For instance, assuming  x  as a predictive model for a given subset  A , and  y  
as a predictive model for a given subset  B ; if  x  has less neurons than  y  and both have 
the same precisions, the patterns expressed in  A  are simpler than the ones expressed 
in  B . This means to say that it is easier to understand what is  good  (or  not-good ) in 
the subset  A . Table  7  shows the results of such analysis.

4   Just some models were presented in the fi gure. 
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  Fig. 4    Precisions of the some models versus number of neurons. Overall precision ( lozenges ), 
precision for the classifi cation of  good  resources ( squares ) and  not-good  resources ( triangles )       
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   In Table  7  (–) stands for no association between the number of neurons and the 
precision of the model for classifying a given class, (↑) stands for a positive associa-
tion, and (↓) stands for a negative association. The analyses considered a 95 % level 
of signifi cance. As it can be seen in the table, the number of neurons infl uences on 
the precisions for some classes of quality of some subsets. For instance, the number 
of neurons presents a positive association with the precisions for classifying  good  
resources in the 6 (six) following subsets:  Business  ∩  Simulation ,  Business  ∩ 
 Tutorial ,  Education  ∩  Collection ,  Education  ∩  Tutorial ,  Humanities  ∩  Tutorial , and 
 Science & Technology  ∩  Simulation . Moreover, the number of neurons presents a 
negative association with the precisions for classifying  not-good  resources in the 8 
(eight) following subsets:  Arts  ∩  Simulation ,  Business  ∩  Tutorial ,  Education  ∩ 
 Collection ,  Education  ∩  Simulation ,  Education  ∩  Tutorial ,  Education  ∩  Humanities , 
 Science & Technology  ∩  Simulation , and  Science & Technology  ∩  Tutorial . Finally, 
there are no positive associations between the number of neurons and the precisions 
for classifying  not-good  resources; neither there are negative associations between 
the number of neurons and the precisions for classifying  good  resources. 

 In order to evaluate how to select the best models for quality assessment, it is 
necessary to understand the behavior of the models for classifying both classes of 
quality included in the datasets. Considering that, a Spearman’s rank correlation (r s ) 
analysis was also carried out to evaluate whether there are associations between the 
precisions of the models for classifying  good  and  not-good  resources. Such analysis 
serves to evaluate the trade-offs of selecting or not a given model for the present 
purpose. Most of the models have presented strong negative correlations between 
the precisions for classifying  good  and  not-good  resources. The results of both anal-
yses suggest that the decision of selecting a model for predicting quality must take 
into account that, as the precision for classifying resources from one class increases, 
the precision for classifying resources of the other class decreases. Considering that, 
the question lies on establishing which would be the cutting point for acceptable 
precisions so that the models could be used for our purpose. In other words, it is 
necessary to establish the minimum precisions (cutting point) that the models must 
present for classifying both classes ( good  and  not-good ) so that they can be used for 
generating hidden quality information for the repository. 

 For the present study, we are considering that the models must present precisions 
higher than 50 % for the correct classifi cation of  good  and  not-good  resources (simul-
taneously) in order to be considered as useful. It is known that the decision of select-
ing the minimum precisions for considering a model as effi cient or not will depend on 

    Table 7    Tendencies of the precisions according to the number of neurons used for training 
( good | not-good )   

 Subset  Arts  Business  Education  Humanities  Math & statistics  Science & tech 

 Collection  – | –  ↑ | ↓  – | –  – | –  – | – 
 Reference material  – | –  – | –  – | ↓  – | –  – | – 
 Simulation  – | ↓  ↑ | –  – | ↓  – | –  – | –  ↑ | ↓ 
 Tutorial  ↑ | ↓  ↑ | ↓  ↑ | –  – | –  – | ↓ 
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the specifi c scenario/problem for which the models are being developed for. Here we 
are considering that precisions higher than 50 % are better than the merely random. 

 Table  8  presents the top-2 models for each subset considering their overall 
precisions, and their precisions for classifying  good  and  not-good  resources (ordered 
by the precision for classifying  good  resources).

   In Table  8 , N stands for the number of neurons in the model, OP stands for the 
overall precision, G for the precision for classifying good resources and NG for the 
precision for classifying not-good resources. As it can be seen in the table, and con-
sidering the established minimum cutting-point, it was possible to generate models 
for almost all subsets. From the 42 models presented in the table, only 10 did not 
reach the minimum precisions (white in the table). Moreover, 22 of them presented 
precisions between 50 and 59.90 % (gray hashed in the table), and nine presented 
both precisions higher than 60 % (black hashed in the table). We have also found 1 
(one) model with precisions higher than 70 % (for  Humanities ∩ Simulation ). The 
only three subsets where the models did not reach the minimum precisions were: 
 Business ∩ Tutorial ,  Education ∩ Collection  and  Education ∩ Tutorial . On the other 
hand, the best results were found for:  Humanities ∩ Simulation, Mathematics ∩ 
Tutorial, Humanities ∩ Collection, Business ∩ Simulation ,  Arts ∩ Simulation  and 
 Business ∩ Collection.  One of the possible reasons why it was not feasible to generate 
good models for all subsets may rest on the fact that the real features associated to 
quality on those given subsets might not have been collected by the crawler. 

    Table 8       Two best models for each subset (ordered by the precisions for classifying  good  resources)      

  Subset    N    OP    G    NG    Subset    N    OP    G    NG  

  Arts ∩ Simulation   16  0.65  0.61  0.70   Business ∩ 
Collection  

 11  0.56  0.61  0.60 
 25  0.55  0.56  0.54  25  0.57  0.60  0.59 

  Business ∩ Reference   8  0.58  0.54  0.59   Business ∩ 
Simulation  

 24  0.64  0.67  0.60 
 5  0.59  0.53  0.68  30  0.57  0.62  0.55 

  Business ∩ Tutorial   23  0.61  0.40  0.72   Education ∩ 
Collection  

 26  0.51  0.6  0.49 
 29  0.59  0.38  0.71  29  0.51  0.6  0.44 

  Education ∩ Reference   16  0.60  0.63  0.70   Education ∩ 
Simulation  

 20  0.52  0.62  0.5 
 20  0.58  0.54  0.71  12  0.53  0.59  0.56 

  Education ∩ Tutorial   27  0.47  0.49  0.47   Humanities ∩ 
Collection  

 14  0.6  0.75  0.51 
 29  0.53  0.43  0.61  19  0.63  0.69  0.68 

  Humanities ∩ 
Reference Mat.  

 29  0.47  0.59  0.49   Humanities ∩ 
Simulation  

 4  0.69  0.76  0.69 
 10  0.58  0.5  0.65  9  0.79  0.75  0.79 

  Humanities ∩ Tutorial   25  0.56  0.60  0.58   Math.& Statistics ∩ 
Collection  

 28  0.5  0.61  0.54 
 21  0.51  0.59  0.54  27  0.49  0.57  0.46 

  Math. ∩ Reference Mat.   22  0.63  0.54  0.72   Math.& Statistics ∩ 
Simulation  

 14  0.81  0.63  0.93 
 18  0.53  0.48  0.60  3  0.88  0.57  1 

  Mathematics ∩ Tutorial   26  0.69  0.79  0.64   Science & Tech. ∩ 
Collection  

 17  0.58  0.60  0.54 
 25  0.70  0.77  0.61  3  0.56  0.54  0.60 

  Science & Tech. ∩ 
Reference Mat.  

 19  0.59  0.63  0.56   Science & Tech. ∩ 
Simulation  

 29  0.57  0.58  0.61 
 16  0.55  0.58  0.58  19  0.58  0.52  0.62 

  Science & Tech. ∩ 
Tutorial  

 28  0.64  0.50  0.72 
 14  0.56  0.45  0.61 
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 In order to select the most suitable model one should take into consideration that 
the model’s output is going to be used as information during the ranking process, 
and to evaluate the advantages and drawbacks of a lower precision for classifying 
 good  resources in contraposition to a lower precision for classifying  not-good  
resources. The less damaging situation seems to occur when the model classifi es as 
 not-good  a  good  material. In this case,  good  materials would just remain hidden in 
the repository, i.e., in bad ranked positions (a similar situation to the one of not 
using the models). On the other hand, if the model classifi es as  good  a resource that 
is  not-good , it is most likely that this resource will be put at a higher rank position, 
thus increasing its chances of being accessed by the users. This would mislead the 
user towards the selection of a “not-so-good” quality resource, and it could put in 
discredit the ranking mechanism.   

     Conclusions and Outlook 

 It is known that LORs normally use evaluative information to rank resources during 
the process of search and retrieval. However, the amount of resources inside LORs 
increases more rapidly than the number of contributions given by the community of 
users and experts. Because of that, many LOs that do not have any quality evalua-
tion receive bad rank positions even if they are of high-quality, thus remaining 
unused (or unseen) inside the repository until someone decides to evaluate it. 

 The present chapter presented two experiments that used intrinsic features of 
the resources in order to generate models for their automated quality assessment. 
For that, we collected information from MERLOT and used the ratings associated 
to the resources as baseline for the creation of classes of quality. 

 In the fi rst experiment we tested the generation of automated models through 
the creation of statistical profi les and the further use of data mining classifi cation 
algorithms for three distinct subsets of MERLOT materials. On these studies we 
were able to generate models with good overall precision rates (up to 89 %) but we 
highlighted that the feasibility of the models will depend on the specifi c method used 
to generate them, the specifi cs subsets to which they are being generated for, and the 
classes of quality included in the dataset. Moreover, the models were generated by 
using considerably small datasets (around 90 resources each), and were evaluated 
using the training dataset, i.e., the entire dataset was used for training and for evaluat-
ing. Such kind of evaluation is always too optimistic and is susceptible to over fi tting 
(i.e. the model just memorizes the data and can fail to predict well in the future). 

 In the second experiment we used all collected intrinsic features as input infor-
mation for the generation of models represented by Artifi cial Neural Networks. 
We also changed the method for the evaluation of the models in order to better deal 
with the small amount of resources in the samples and to avoid over fi tting. Among 
other good results, one can mention the model for  Humanities ∩ Simulation  that is 
able to classify  good  resources with 75 % of precision and  not-good  resources with 
79 %; and the model developed for  Mathematics ∩ Tutorial  with 79 % of precision 
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for classifying  good  resources and 64 % for classifying  not-good  ones. As the models 
would be used inside repository and the classifi cations would serve just as input 
information for searching mechanisms, it is not necessarily required that the models 
provide explanations about their reasoning. Models constituted of neural networks 
(as the one tested in the present study) can perfectly be used in such a scenario. 

 The models developed here could be used to provide internal quality information 
for those LOs still not evaluated, thus helping the repository in the stage of offering 
resources. Resources recently added to the repository would be highly benefi ted by 
such models since that they hardly receive any assessment just after their inclusion. 
Once the resource fi nally receives a formal evaluation from the community of the 
repository, the initial implicit quality information provided by the model could be 
disregarded. Moreover, this “real” rating could be used as feedback information so 
that the effi ciency of the models could be analyzed, i.e. to evaluate whether or not 
the users agree with the models decisions. 

 Future work will try to include more metrics still not implemented, such as, for 
instance, the number of colors and different font styles, the existence of adds, the 
number of redundant and broken links, and some readability measures (e.g. Gunning 
Fog index and Flesch-Kincaid grade level). We would also like to repeat the experi-
ments, but now using the same method to train and evaluate the models so that we 
can compare the results of these two approaches. Besides, as pointed out by Cechinel 
and Sánchez-Alonso [ 21 ], both communities of evaluators in MERLOT (users and 
peer-reviewers) are communicating different views regarding the quality of the 
learning objects refereed in the repository. The models tested here are related to the 
perspective of quality given by peer-reviewers. Future work will test models created 
with the ratings given by the community of users and will compare their perfor-
mances with the present study. Moreover, as the present work is context sensitive, it 
is important to evaluate whether this approach can be extended to other repositories. 
As not all repositories adopt the same kind of quality assurance that MERLOT does, 
alternative quality measures for contrasting classes between  good  and  not-good  
resources must be found. Another interesting possible direction is to classify learning 
resources according to their granularity, and use this information as input for the 
generation of the models. At last, we could use the values calculated by the models for 
all the resources and compare the ranking of MERLOT with the ranking performed 
through the use of these “artifi cial” quality information. 

 It is important to mention that the present approaches do not intend to replace 
traditional evaluation methods, but complement them providing a useful and inex-
pensive quality assessment that can be used by the repositories before more time 
and effort consuming evaluation is performed.     
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    Abstract     Personalisation, adaptation and recommendation are central features of 
TEL environments. In this context, information retrieval techniques are applied as 
part of TEL recommender systems to fi lter and recommend learning resources or 
peer learners according to user preferences and requirements. However, the suit-
ability and scope of possible recommendations is fundamentally dependent on the 
quality and quantity of available data, for instance, metadata about TEL resources 
as well as users. On the other hand, throughout the last years, the Linked Data (LD) 
movement has succeeded to provide a vast body of well-interlinked and publicly 
accessible Web data. This in particular includes Linked Data of explicit or implicit 
educational nature. The potential of LD to facilitate TEL recommender systems 
research and practice is discussed in this paper. In particular, an overview of most 
relevant LD sources and techniques is provided, together with a discussion of their 
potential for the TEL domain in general and TEL recommender systems in particu-
lar. Results from highly related European projects are presented and discussed 
together with an analysis of prevailing challenges and preliminary solutions.  
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        Introduction 

    As personalisation, adaptation and recommendation are central features of TEL 
environments, TEL recommender systems apply information retrieval techniques to 
fi lter and deliver learning resources according to user preferences and requirements. 
While the suitability and scope of possible recommendations is fundamentally depen-
dent on the quality and quantity of available data, e.g., data about learners, and in 
particular metadata about TEL resources, the landscape of standards and approaches 
currently exploited to share and reuse educational data is highly fragmented. 

 This landscape includes, for instance, competing metadata schemas, i.e., general- 
purpose ones such as Dublin Core 1  or schemas specifi c to the educational fi eld, like 
IEEE Learning Object Metadata (LOM) [ 5 ] or ADL SCORM 2  but also interface 
mechanisms such as OAI-PMH 3  or SQI. 4  These technologies are exploited by 
educational resources repository providers to support interoperability. To this end, 
although a vast amount of educational content and data is shared on the Web in an 
open way, the integration process is still costly as different learning repositories are 
isolated from each other and based on different implementation standards [ 4 ]. 

 In the past years, TEL research has already widely attempted to exploit Semantic 
Web technologies in order to solve interoperability issues. However, while the 
Linked Data (LD) [ 2 ] approach has established itself as the de-facto standard for 
sharing data on the Semantic Web, it is still not widely adopted by the TEL com-
munity. Linked Data is based on a set of well-established principles and (W3C) 
standards, e.g., RDF, SPARQL [ 6 ] and use of URIs, and aims at facilitating Web- 
scale data interoperability. Despite the fact that the LD approach has produced an 
ever growing amount of data sets, schemas and tools available on the Web, its take-
 up in the area of TEL is still very limited. Thus, LD opens up opportunities to sub-
stantially alleviate interoperability issues and to substantially improve quality, 
quantity and accessibility of TEL data. 

 In particular, we expect LD to facilitate TEL community with relevant datasets 
in order to gain more knowledge about personalisation of learning and build better 
recommender systems. So far the outcomes of different recommender systems and 
personalisation approaches in the educational domain are hardly comparable due to 
the diversity of algorithms, learner’s models, datasets and evaluation criteria [ 40 ]. 
A kind of reference dataset is needed for the TEL recommender systems fi eld, as is 
the MovieLens dataset 5  in the e-commerce fi eld. Initial characteristics of such a 
reference dataset for TEL have been described in [ 40 ]. Recently, some initiatives 

1   http://dublincore.org/documents/dces/ . 
2   Advanced Distributed Learning (ADL) SCORM:  http://www.adlnet.org . 
3   Open Archives Protocol for Metadata Harvesting  http://www.openarchives.org/OAI/openarchives 
protocol.html . 
4   Simple Query Interface:  http://www.cen-ltso.net/main.aspx?put=859 . 
5   http://www.grouplens.org/node/73 . 
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like LinkedEducation.org and the Special Interest Group dataTEL of the European 
Association of TEL started to collect representative datasets that can be used as a 
main set of references for different personalisation approaches within TEL [ 43 ]. 
Data driven companies like the Mendeley reference systems 6  are pioneers with this 
respect as they provided a reference dataset for Science2.0 research [ 54 ]. Similar, 
initiatives for TEL are highly needed to stimulate data driven research for educa-
tion. Recently, the SOLAR foundation for Learning Analytics presented a concept 
paper that also contributes to this idea, and outlines an Open Learning Analytics 
platform for online data-driven studies [ 41 ]. At the Learning Analytics and 
Knowledge Conference 2012, the fi rst workshop on Learning Analytics and Linked 
Data (LALD12) has raised the idea to use LD sources as reference dataset for these 
kinds of research [ 42 ]. The workshop was inspired by the FP7  LinkedUp  project 7  
that aims to provide a data pool of linked educational datasets that can be used for 
developing and testing advanced TEL recommender systems and other data driven 
educational tools. Using LD as the foundation for the TEL references datasets pro-
vides various advantages due to two main reasons: (a) LD and the Social Web offer 
vast amounts of often publicly available data and resources of high relevance to 
educational contexts; and (b) LD techniques offer solutions for fundamentally 
improving quality and interoperability of existing data by, for instance, allowing to 
match schemas and interlink previously unrelated datasets. To this end, LD and the 
Social Web show high potential to alleviate data sparseness and interoperability 
problems towards Web-scale application of recommender systems. 

 In this article, we fi rst provide a state of the art review of approaches to TEL 
resource data sharing on the Web, and of educational datasets relevant for TEL rec-
ommender research, including those that are available in the Linked Data landscape 
(section “TEL resource data sharing on the Web: State of the Art”). Afterwards, in 
section “Challenges for using LD as references datasets for TEL research,” we 
describe the challenges that currently hinder the use of LD as data repository. In 
section “Towards integration and exploitation of heterogeneous educational resource 
data,” we outline a set of principles that need to be considered to overcome these 
challenges and create a suitable LD repository. To this aim we show how some of 
these challenges are being addressed by some key past and on-going European proj-
ects. Section “Integration of social data” describes suitable data formats for dealing 
with data generated in the social web and from the tracking of user’s activities. 
Section “Bridging the gap between Linked Data and the Social Web” describes how 
these data sources can be exposed to the general LD cloud, providing some exam-
ples of social and linked data sources integrated for recommendations. Finally, we 
summarise the article and outline the main aspects to develop a LD repository for 
TEL recommender systems.  

6   http://www.mendeley.com/ . 
7   LinkedUp: Linking Web Data for Education Project—Open Challenge in Web-scale Data 
Integration ( http://www.linkedup-project.eu ). 
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    TEL Resource Data Sharing on the Web :  State of the Art 

  Open Educational Resources  ( OER ) are educational material freely available online. 
The wide availability of educational resources is a common objective for universi-
ties, libraries, archives and other knowledge-intensive institutions raising a number 
of issues, particularly with respect to Web-scale  metadata interoperability  or legal 
as well as  licensing aspects . Several competing standards and educational metadata 
schemata have been proposed over time, including IEEE LTSC LOM 8  ( Learning 
Object Metadata ) ,  one of the widest adopted, IMS, 9  Ariadne, ISO/IEC MLR—ISO 
19788 10  Metadata for Learning Resources (MLR) and Dublin Core (see also [ 21 ]). 
The adoption of a sole metadata schema is usually not suffi cient to effi ciently char-
acterize learning resources. As a solution to this problem, a number of taxonomies, 
vocabularies, policies, and guidelines (called  application profi les ) are defi ned [ 20 ]. 
Some popular examples are: UK LOM Core, 11  DC-Ed 12  and ADL SCORM. 

 Due to the diversity of exploited standards, existing  OER repositories offer very 
heterogeneous datasets , differing with respect to schema, exploited vocabularies, 
and interface mechanisms. Examples are the MIT Open Courseware 13  (OCW), and 
OpenLearn, 14  the UK Open University’s contribution to the OER movement 
(OpenLearn is also member of the MIT OCW Consortium). Video material from 
OpenLearn, distributed through iTunes U has reached more than 40 million down-
loads in less than 4 years. 15  One of the largest and diverse collections of OER can be 
found in the GLOBE 16  (Global Learning Objects Brokered Exchange) where jointly, 
nearly 1.2 million learning objects are shared. KOCW, 17  LACLO 18  and OUJ 19  
expose a single collection of metadata instances with a common provenance. Other 
repositories, such as ARIADNE, LRE, 20  OER and LORNET 21  expose the result of 
the aggregation of several metadata collections that have different provenance. 

 Regarding the presence of  educational information in the linked data landscape , 
two types of linked datasets need to be considered: (1) datasets directly related to edu-
cational material and institutions, including information from open educational 

8   http://ltsc.ieee.org/wg12/par1484-12-1.html . 
9   http://www.imsglobal.org/metadata/ . 
10   http://www.iso.org/iso/ . 
11   http://zope.cetis.ac.uk/profi les/uklomcore/ . 
12   http://www.dublincore.org/documents/education-namespace/ . 
13   http://ocw.mit.edu/index.htm . 
14   http://openlearn.open.ac.uk/ . 
15   http://www.bbc.co.uk/news/education-15150319 . 
16   http://globe-info.org/ . 
17   http://www.koreabrand.net/ . 
18   http://www.laclo.org/ . 
19   http://www.ouj.ac.jp/eng/ . 
20   http://lreforschools.eun.org/ . 
21   http://www.lornet.org/ . 
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repositories and data produced by universities; (2) datasets that can be used in teaching 
and learning scenarios, while not being directly published for this purpose. This sec-
ond category includes, for example, datasets in the cultural heritage domain, such as 
the ones made available by the Europeana project, 22  as well as by individual museums 
and libraries (such as the British Museum, 23  who have made their collection available 
as linked data, representing more than 100 Million triples, or the Bibliothèque 
Nationale de France, 24  who made available information about 30,000 books and 10,000 
authors in RDF, representing around 2 Million triples). It also includes information 
related to research in particular domains, and the related publications (see PubMed 25  
which covers more than 21 Million citations, in 800 Million triples), as well as general 
purpose information for example from Wikipedia (see DBPedia.org). 

 Regarding category (1), initiatives have emerged recently using linked data to 
expose, give access to and exploit public information for education. The Open 
University in the UK was the fi rst education organization to create a linked data 
platform to expose information from across its departments, and that would usually 
sit in many different systems, behind many different interfaces (see   http://data.open.
ac.uk     which includes around 5 Million triples about 3,000 audio-video resources, 
700 courses, 300 qualifi cations, 100 Buildings, 13,000 people [ 24 ,  25 ]). Many other 
institutions have since then announced similar platforms, including in the UK the 
University of Southampton (  http://data.southampton.ac.uk    ) and the University of 
Oxford (  http://data.ox.ac.uk    ). Outside the UK, several other universities and educa-
tion institutions are joining the Web of Data, by publishing information of value to 
students, teachers and researchers with linked data. Noticeable initiatives include 
the Linked Open Data at University of Muenster 26  and the LODUM 27  project in 
Germany or the Norwegian University of Science and Technology exposing its 
library data as linked open data. 28  In addition, educational resources metadata has 
been exposed by the mEducator project [ 3 ,  22 ]. A more thorough overview of edu-
cational Linked Data is offered by the Linked Education 29  platform and in [ 4 ] .  

 In the TEL fi eld many research projects are working with rather small internal 
datasets which cannot be shared with other research institutes [ 45 ,  46 ]. Therefore, 
the EATEL Special Interest Group  dataTEL  was founded [ 40 ] with a focus on the 
analysis of issues around the development, sharing and using of TEL datasets for 
research. Recently, the dataTEL project published an initial list of 20 available TEL 
datasets for research and compared the different datasets according to certain crite-
ria (see Table  1 ) [ 43 ]. With this initiative the amount of available TEL datasets has 

22   http://www.europeana.eu/ . 
23   http://collection.britishmuseum.org/ . 
24   http://data.bnf.fr/ . 
25   http://www.ncbi.nlm.nih.gov/pubmed/  and  http://thedatahub.org/dataset/bio2rdf-pubmed . 
26   http://data.uni-muenster.de . 
27   http://lodum.de . 
28   http://openbiblio.net/2011/09/08/ntnu/ . 
29   http://linkededucation.org . 
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increased and initial comparison study’s are emerging that use the same dataset for 
different personalisation techniques [ 44 – 47 ]. The overall aim of the dataTEL initia-
tive is to make different personalisation approaches more comparable to gain a body 
of knowledge about the effects of personalisation on learning. Still, there are several 
issues as described in [ 50 ] that need to be resolved before the uptake and usage of 
such datasets can become standard practice as in other domains [ 48 ].

   The emergence of several Linked Open Data initiatives is promising to overcome 
these issues by providing: (1) A vast and increasing amount of data, (2) An estab-
lished set of exchange principles and standards, and (3) Standardised publication 
and licensing approaches for TEL datasets.  

    Challenges for Using LD as References Datasets 
for TEL Research 

 While there is already a large amount of educational data available on the Web via 
proprietary and/or competing schemas and interface mechanisms, the main roadmap 
for improving impact of TEL recommender systems includes (a) start adopting LD 
principles and vocabularies while (b) leveraging on existing educational data available 
on the Web by non-LD compliant means. Following such an approach, major research 
challenges need to be taken into consideration towards Web-scale interoperability [ 4 ]:

    (C1)     Integrating distributed data from heterogeneous educational repositories:  
educational data and content is usually exposed by heterogeneous services/
APIs such as OAI-PMH or SQI. Therefore, interoperability is limited and 
Web-scale sharing of resources is not widely supported yet.   

   (C2)     Metadata mediation and transformation:  educational resources and the ser-
vices exposing those resources are usually described by using distinct, often 
XML-based schemas and by making use of largely unstructured text and het-
erogeneous taxonomies. Therefore, schema and data transformation (into 
RDF) and mapping are important requirements in order to leverage on already 
existing TEL data.   

   (C3)     Enrichment and interlinking of unstructured metadata:  existing educational 
resource metadata is usually provided based on informal and poorly struc-
tured data. That is, free text is still widely used for describing educational 
resources while use of controlled vocabularies is limited and fragmented. 
Therefore, to allow machine-processing and Web-scale interoperability, edu-
cational metadata needs to be enriched, that is transformed into structured and 
formal descriptions by linking it to widely established LD vocabularies and 
datasets on the Web.   

   (C4)     Integration of personal and social data:  While the above mentioned chal-
lenges focus on educational resource data and metadata, the user perspective 
has to be considered by integrating personal as well as social data into the data 
environment. In particular, the LD cloud is populated mainly with content 
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driven information and less data available via the social web. Hence, knowl-
edge obtained via the LD approach has to be complemented with data obtained 
from the social Web. This results in additional challenges with regards to inte-
gration of such diverse data sources in order to make them available as 
resources for recommender systems and other social web applications.    

  Our work builds on the hypotheses that Linked Data offers high potential to 
improve take-up and impact of TEL recommender systems and introduces key past 
and on-going projects which serve as building blocks towards  Linked Education,  30  
i.e., educational data sharing enabled by adoption of Linked Data principles. 

 In particular, we focus on three projects which address the aforementioned chal-
lenges by providing innovative approaches towards (a) integration of heterogeneous 
TEL data (as part of the  mEducator  31  project), (b) exploitation of large scale educational 
open data addressed by the  LinkedUp  32  project, and (c) exploitation of social data as 
linked data (as part of the Open Discovery Space 33  project). In the next section we focus 
on approaches to address challenges C1, C2, and C3, whereas in section “Integration of 
social data” we focus on challenge C4 and point (c), exploitation of social data.  

    Towards Integration and Exploitation of Heterogeneous 
Educational Resource Data 

 With respect to the key issue—integration of heterogeneous TEL data—we fi rst 
identify a set of principles (see [ 3 ,  7 ]) to address the above mentioned challenges:

    (P1)     Linked Data-principles:  are applied to model and expose metadata of both 
educational resources and educational services and APIs. In this way, resources 
are interlinked but also services’ description and resources are exposed in a 
standardized and accessible way.    

   (P2)     Services integration:  Existing heterogeneous and distributed learning reposi-
tories, i.e., their Web interfaces (services) are integrated on the fl y by reason-
ing and processing of LD-based service semantics (see P1).   

   (P3)     Schema matching:  metadata retrieved from heterogeneous Web repositories, 
is automatically lifted into RDF, aligned with competing metadata schemas 
and exposed as LD accessible via de-referenceable URIs.   

   (P4)     Data interlinking, clustering and enrichment:  Automated enrichment and 
clustering mechanisms are exploited in order to interlink data produced by 
(P3) with existing datasets as part of the LD cloud.    

30   http://linkededucation.org : an open platform to share results focused on educational LD. Long- 
term goal is to establish links and unifi ed APIs and endpoints to educational datasets. 
31   http://www.meducator.net . 
32   LinkedUp: Linking Web Data for Education Project—Open Challenge in Web-scale Data 
Integration ( http://www.linkedup-project.eu ). 
33   http://www.opendiscoveryspace.eu/ . 
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  In the following we provide examples of how the above principles can be applied, 
starting from the conversion of data into RDF and touching on various approaches 
to harmonize educational metadata and on the available tools and techniques to 
achieve metadata enrichment and dataset interlinking. 

    Integration of Educational Resources Data 

 The problems connected to the heterogeneity of metadata can be addressed by con-
verting the data into a format that allows for implementing the Linked Data princi-
ples [ 2 ]. Most often this means that the data which is provided as part of RDBMS 
or in XML format—or, on occasion, in other formats—are converted into RDF. The 
data model of RDF is a natural choice as it allows for unique identifi cation, inter-
linking to related data, as well as enrichment and contextualization. Therefore, 
general-purpose tools such as D2R, 34  Virtuoso 35  and Triplify 36  are often used to 
convert proprietary datasets into RDF. 

 It is common to use DBpedia or other big datasets as “linking hubs” [ 1 ]. One of 
the advantages of such an approach is that such datasets are commonly used by 
other datasets, which automatically leads to a plurality of indirect links. In the case 
of more specialized applications it is benefi cial if domain specifi c datasets or ontol-
ogies can be found and linked to. This has been successfully demonstrated by spe-
cialized projects such as Linked Life Data 37  in the biomedical domain, Organic.
Edunet 38  in organic agriculture and agroecology [ 27 ], and mEducator 39  in medical 
education [ 3 ,  23 ]. 

 The approaches applied for creating links between datasets can be fully auto-
matic, semi-automatic and fully manual. A lot of tasks required for interlinking and 
enhancing (enriching) metadata can be automated by analyzing textual content 
using Information Extraction (IE) and Natural Language Processing (NLP) tech-
niques. Most commonly this includes the detection of sentences, named entities, 
and relationships, as well as disambiguation of named entities. However, quality 
control implies that the process has to be supervised at some point. The links can be 
created manually; alternatively the automatically detected links can be approved 
manually. NLP has its roots in machine learning which implies the use of learning 
algorithms which are trained on large textual corpora which eventually are 

34     http://www4.wiwiss.fu-berlin.de/bizer/d2r-server/ . 
35     http://virtuoso.openlinksw.com/ . 
36     http://triplify.org/ . 
37   http://www.linkedlifedata.com . 
38   http://www.organic-edunet.eu . 
39   http://www.meducator.net . 
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domain-specifi c. Public services such as DBpedia Spotlight 40  and OpenCalais 41  
offer NLP services relevant for linking data and also provide their output in RDF. In 
addition to these services which are ready to use, frameworks such as Apache 
Stanbol 42  can be easily integrated and provide solutions for the most common tasks 
involved in the creation of Linked Data, such as textual analysis and metadata 
extraction. A RESTful API allows for easy integration which should help projects 
dealing with metadata management using semantic technologies to hit the ground 
running. 

 Traditional ways of managing metadata often take a document-centric approach 
and use XML as it is an established standard for expressing information. 
Transformation of metadata into other formats requires a thorough mapping to be 
crafted, which often involves an analysis of the exact semantics of the involved 
standards. If such heterogeneous formats are to be transformed into Linked Data, 
good knowledge of existing standards is required, as it is good practice to reuse 
established terms from other RDF-based standards [ 14 ] whenever possible. There 
are situations where the conceptual model of the origin data cannot be cleanly 
mapped to the RDF model and information may be lost. To avoid such situations, 
RDF should be considered as a basis for metadata interoperability [ 14 ]—a common 
carrier—when adapting existing or creating new metadata standards. 

 The joint working group from IEEE LTSC and Dublin Core made an attempt to 
address heterogeneity of educational metadata by developing a mapping of IEEE 
LOM into the Dublin Core Abstract Model. This work resulted in a draft report in 
2008, but the uptake has not been overwhelming. To date, the only known project to 
implement this draft 43  is the Organic.Edunet project, whose achieved goal was to 
build a federation of learning repositories with material on organic agriculture and 
agroecology. The EntryStore backend 44  (the basic concepts behind it are described 
in [ 26 ] and [ 27 ]) is used across all Organic.Edunet repositories and stores all infor-
mation in RDF. This requires that all metadata that are harvested for enriching in the 
Organic.Edunet repositories are converted from LOM/XML (which is the primary 
format in most of the source repositories) to an RDF representation. This makes it 
also possible to freely combine different standards and vocabularies, resulting in 
enriching LOM metadata with more specifi c terms from vocabularies such as EUN’s 
LRE and blending in some FOAF and relational predicates from OWL and DC to 
create interlinkage between resources. 

 A similar yet even more exhaustive approach was followed by the mEducator 
project addressing two central challenges for educational data integration: integra-
tion at the repository-level facilitated by repository-specifi c APIs and integration at 

40   http://dbpedia.org/spotlight . 
41   http://www.opencalais.com . 
42   http://incubator.apache.org/stanbol/ . 
43   The reference implementation is part of EntryStore which is Free Software. 
44   http://code.google.com/p/entrystore/ . 
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the (meta)data-level [ 3 ]. The former aims at integrating educational services and 
APIs in order to facilitate repository-level integration. To this end, it is concerned 
with resolving heterogeneities between individual API standards (e.g., SOAP-based 
services vs. REST-ful approaches) and distinct response message formats and struc-
tures (such as JSON, XML or RDF-based ones) where details are described in [ 28 ]. 
In order to enable integration of such heterogeneous APIs, Linked Data principles 
were used to annotate individual APIs in terms of their interfaces, capabilities and 
non-functional properties. This enables the automatic discovery and execution of 
APIs for a given educational purpose (for instance, to retrieve educational metadata 
for a given subject and language) while it resolves heterogeneities between indi-
vidual API responses. All metadata of educational content retrieved from these ser-
vices are transformed from their native (standardized or proprietary) formats into 
RDF. The second step deals with the actual integration of the retrieved heteroge-
neous educational (meta)data by exposing all retrieved educational (RDF) metadata 
as well-interlinked Linked Data. As starting point, all generated RDF is stored in a 
dedicated, public RDF store 45  which supports two main purposes: to expose existing 
educational (non-RDF) data in a LD-compliant way and allow content/data provid-
ers to publish new educational resource metadata. Automated interlinking of dataset 
as well as clustering and classifi cation is employed to enrich and interlink the edu-
cational data. Transformation of heterogeneous metadata into RDF is indeed a sub-
stantial step towards integration, however, mere transformation does not improve 
metadata quality. Thus, it is even more challenging to enrich descriptions by auto-
mated data enrichment techniques to establish links with established vocabularies 
available on the LD cloud. Enrichment takes advantage of available APIs such as 
the ones provided by DBpedia Spotlight or Bioportal, 46  which allow access to a vast 
number of established taxonomies and vocabularies. This way, unstructured free 
text is enriched with unique URIs of structured LD entities to allow further reason-
ing on related concepts and to enable the formulation of queries by using well- 
defi ned concepts and terms. In addition, automated clustering and classifi cation 
mechanisms are exploited in order to enable data and resource classifi cation across 
previously disconnected repositories. 

 Another attempt to harmonize educational metadata is currently carried out by 
the Learning Resource Metadata Initiative 47  (LRMI) whose goal is to build a com-
mon metadata vocabulary for the description of educational resources. LRMI is led 
by both the Association of Educational Publishers and the Creative Commons. 48  
The applied approach is based on schema.org and has the declared goal of providing 
mappings to the most common standards for describing education resources, such 
as LOM and DC.  

45   http://ckan.net/packages/meducator . 
46   http://www.bioontology.org/wiki/index.php/BioPortal_REST_services . 
47   http://wiki.creativecommons.org/LRMI . 
48   http://creativecommons.org/ . 
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    Large Scale Exploitation of Educational Open Data 

 An issue complementary to the integration of heterogenous educational data is the 
large scale exploitation of open educational data, is addressed by the  LinkedUp  
project, setting up to push forward the exploitation of the vast amounts of public, 
open data available on the Web, in particular by educational institutions and organi-
zations. This will be achieved by identifying and supporting highly innovative 
large-scale Web information management applications through an open competition 
(the  LinkedUp Challenge ) and a dedicated evaluation framework. The vision of the 
LinkedUp Challenge is to realise personalised university degree-level education of 
global impact based on open Web data and information. Drawing on the diversity of 
Web information relevant to education, ranging from OER metadata to the vast 
body of knowledge offered by the LD approach, this aim requires overcoming sub-
stantial issues related to Web-scale data and information management involving Big 
Data, such as performance and scalability, interoperability, multilinguality and het-
erogeneity problems, to offer personalised and accessible education services. 
Therefore, the LinkedUp Challenge provides a focused scenario to derive challeng-
ing requirements, evaluation criteria, benchmarks and thresholds which are refl ected 
in the LinkedUp evaluation framework. Information management solutions have to 
apply data and learning analytics methods to provide highly personalised and 
context- aware views on heterogeneous Web data. Building on the strong alliance of 
institutions with expertise in areas such as open Web data management, data inte-
gration and Web-based education, key outcomes of LinkedUp include a general- 
purpose evaluation framework for Web-data driven applications, a set of 
quality-assured educational datasets, innovative applications of large-scale Web 
information management, community-building and clustering crossing public and 
private sectors and substantial technology transfer of highly innovative Web infor-
mation management technologies.   

    Integration of Social Data 

 Social data can be defi ned in many ways when seen from different disciplines or 
perspectives. From the LD perspective we see social data as an end user added infor-
mation that is publicly available on the Web and provides an indication of the quality 
of an artefact on the Web. We further distinguish between ‘ social data’  and ‘ para-
data’.  The main difference between ‘ social data ’ and ‘ paradata ’ whether they have 
been contributed by the user intentionally or were tracked by the system in the back-
ground. The CIP ICT-PSP eContentPlus project  Open Discovery Space  (ODS) has a 
work package dedicated to develop a social metadata cloud that can contribute social 
activity data like ratings, tags, bookmarks and comments to the LD cloud. ODS rep-
resents large amount of data in the fi eld of education with a critical mass of approxi-
mately 1,550,000 eLearning resources from 75 content repositories, as well as 15 
educational portals of regional, national or thematic coverage connected to it that 
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will be exposed as LD. This vast amount of data and the emerging social activities 
around it will be captured and exposed in an anonymised way to the LD cloud. A fi rst 
design of this social data cloud has been already specifi ed in one deliverable [ 49 ]. 
In this section we discuss suitable data formats that could be applied to store the 
social activities of the users and expose it as LD. 

 According to the ODS project social data and paradata are defi ned as follows [ 49 ]:

    1.     Social Metadata  which refers to the direct interaction users have with an artefact 
or with other actors around the artefact. Interactions with artefacts can include 
the adding of keyword, ratings, tags, bookmarks, or comments.   

   2.     Paradata , is another type of social data as it requires further processing of the 
data before it can be meaningful. Paradata consists of  automatic traces  of the 
interaction the user has with various artefacts together with appropriate contex-
tual information.    

  The following four metadata schemas [(1) CAM, (2) Organic.Edunet, (3) 
Learning Registry Paradata, (4) NSDL Paradata] have been investigated by the ODS 
project and are suitable to store social data in a database. So far there is no LD RDF 
schema available for these data formats but it is the intention of the ODS project to 
fi rst select the most appropriate data format, and second design a suitable RDF 
schema to expose the social data as LD. In the following subsections we shortly 
introduce the different data formats and conclude by presenting an initial compari-
son of the candidate data formats. This analysis is mainly based on the fi ndings of 
[ 49 ] ( Review of Social Data Requirements).  A more in depth analysis of the differ-
ent formats and how they can be interconnected can be found in [ 13 ,  52 ,  53 ]. 

    Contextualized Attention Metadata (CAM) 

 Contextualized Attention Metadata 49  (CAM) [ 16 –   18 ] is a format to describe  events  
conducted by a human user, e.g., accessing a document or sending an e-mail. As 
little information as possible is stored in the CAM instance itself, e.g., the event type 
and the time stamp. All other information, e.g., metadata describing users or docu-
ments involved in the event, are linked. This way, every entity/session can be 
described in a different and suitable format and no information is duplicated. 

 The main element of each CAM instance is the  event  entry which comprises its 
 id , the  event type , the  timestamp , and a  sharing level reference . Examples for  event 
types  are “send,” “update” or “select.” CAM is used in a couple of European proj-
ects such as ROLE 50  and OpenScout 51  that already started to defi ne a collection of 

49   https://sites.google.com/site/camschema/ . 
50   http://www.role-project.eu/ . 
51   http://www.openscout.net/ . 
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various  event types . Depending on the  event , various  entities  with different  roles  can 
be involved. For example: When bookmarking a fi le at a social bookmarking ser-
vice, there’s a person with the role  sender , and at least one person or a community 
with the role  receiver  and a  document  with the role  website . Each event can be 
conducted in a  N:M relation .  

    Organic.Edunet Format 

 The Organic.Edunet portal 52  [ 9 ] is a learning portal that provides access to more 
than 10,000 digital learning resources on organic agriculture and agro-ecology 
hosted in a federation of external repositories. Regarding social data, Organic.
Edunet relies on a representation model detailed in [ 10 ] which to some degree is 
based on CAM, since it stores data about which tags, reviews, ratings and recom-
mendations were assigned to learning resources by which user. This conceptual 
model, not specifi c of any portal, context or particular application, was intended 
as a structured, reusable and interoperable way of representing the different types 
of user feedback and was used as a basis for the social module in the Organic.
Edunet portal. The model by Manouselis and Vuorikari [ 10 ] is based on the 
 concept of an  annotation schema , a formal declaration of the type(s) of feedback 
(i.e., rating, review, tags, etc.) including the exact structure and value spaces of 
the collected feedback. For instance, ratings may be collected upon one or more 
attributes (criteria), and may use different rating scales, particularly in different 
application areas.  

    The Learning Registry Format 

 The Learning Registry model [ 8 ] collects social data such as tags, comments, rat-
ings, clicked and viewed data, shared data, data aligned to a standard, and any other 
data about the usage of learning resources and shares this data in a common pool for 
aggregation, amplifi cation and analysis. 

 By design, a loose format for the submission of metadata is defi ned without 
specifying what metadata schema should be used. The Learning Registry uses a 
Resource Data Description (RDD) document for submitting social metadata as a 
thin wrapper around the submitted metadata. The services built on top of the 
Learning Registry can provide extraction or crosswalk services across RDDs that 
use disparate standards, or can assemble metadata fi elds from different schemas into 
custom views.  

52   http://portal.organic-edunet.eu . 
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    National Science Digital Library Format 

 National Science Digital Library (NSDL) is an online portal for education and 
research on learning in Science, Technology, Engineering, and Mathematics. 
NSDL’s mission is to provide quality digital resources to the science, technology, 
engineering, and mathematics (STEM) education community, both formal and 
informal, institutional and individual. The STEM Exchange is a collaboration with 
a range of education partners that has been initiated for the implementation of an 
NSDL web service to capture and share social media-generated information and 
other networked associations about educational resources. 

 Collections and records stored in the NSDL repository are made available 
through the Search API and the NSDL OAI data provider. In addition, the Strand 
Map Service APIs provide access to Benchmarks, Maps and visualizations. 
Developers can use the Search API, SMS APIs and OAI data provider to build cus-
tomized search and browse interfaces and other applications. 

 In creating the concept of the STEM Exchange, two different kinds of Item- 
Level Metadata evolved, i.e., the NSDL Annotation and NSDL Paradata. The main 
purpose of NSDL Annotation is to capture user comments, reviews, and teaching 
tips. It also allows annotations to include additional information, e.g., the metadata 
record contributor, annotator, or the subject. NSDL Paradata was defi ned to capture 
usage data about a resource, such as downloaded or rated [ 15 ].  

    Defi nition of the Standards and a Comparison 

 In order to evaluate the four described candidate schemes and for selecting the best 
suited format for social metadata and paradata recording we applied a social media 
use case called ‘ Irma.’  A detailed description of the use case can be found in [ 49 ]. 
Table  2  illustrates a feature comparison of the four mentioned data formats: CAM, 
Organic.Edunet, Learning Registry, and NSDL Paradata. Each of the formats are 
either rated with a (+) to indicate it supports a requirement derived from Irma, or 
with a (−) meaning it does not support this requirement. The fi rst nine requirements 
relate to social metadata, the second nine requirements show support of paradata.

   The comparison expressed in Table  2  emphasises that any of the described for-
mats can store common social activities like rating, tagging and commenting in the 
social web. 

 Differences in applicability of the various schemata appear between the for-
mats when we consider paradata aspects. The most promising data format there-
fore is CAM, as it covers all 18 requirements from the Irma use case, while NSDL 
supports only 9 of them. Learning Registry and Organic.Edunet have also 14 and 
13 points in Table  2 , respectively. All the mentioned formats use application specifi c 
models and services for implementing social services for their users. 
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 From the analysis, it appears that Organic. Edunet might be a suitable candidate 
for collecting social metadata in a database and become exposed as Linked Data. 
This would also be aligned with privacy aspects, as Organic.Edunet mainly focuses 
on social metadata that is publicly available on the web whereas CAM, for instance, 
fi rst needs to be fi ltered to not expose all private data of a user. CAM, on the other 
hand, clearly turns out to be the most suitable data format for tracking and storing 
paradata. Both formats have a strong European community behind them and some 
ready-to-use services that are already applied in different EU projects.   

    Bridging the Gap Between Linked Data and the Social Web 

 In this section we focus on some current efforts that are relevant to the integration 
of linked data and the social web, with the goal of providing more sophisticated 
recommender systems. In the previous section some schemas meant to capture 
social data and paradata have been discussed. Here we turn to ontologies and 

     Table 2    Overview comparison of suitable data formats to store social data [ 49 ]   

 No. 
 Social metadata 
requirements from Irma  CAM 

 Organic 
Edunet format 

 Learning 
registry paradata 

 NSDL 
paradata 

 1  Rate  +  +  +  + 
 2  Tag  +  +  +  + 
 3  Bookmark  +  +  +  + 
 4  Share (FB, twitter, e-mail)  +  −  +  + 
 5  Share count  +  +  −  + 
 6  Comment  +  +  +  + 
 7  Join groups  +  −  +  − 
 8  Posts (discussion, blog, etc.)  +  −  + (Google 

discussion) 
 − 

 9  Following/followers  +  −  +  − 
 Social data sum (+)  9  5  8  6 

 10  Login/logout  +  +  + (Google)  − 
 11  Access learning object metadata  +  +  +  + 
 12  Navigation history of users  +  +  +  − 
 13  Search history of users  +  −  −  − 
 14  History of LO (new upload or edit)  +  +  −  − 
 15  IP location of user  +  +  +  − 
 16  Language of LO 

(and of browser of the user) 
 +  +  +  + 

 17  Language of user browser  +  +  +  + 
 18  Group metadata to extend user 

profi le (new interests) 
 +  +  −  − 

 Total sum (+)  18  13  14  9 

A Survey on Linked Data and the Social Web as Facilitators…



64

vocabularies written in RDF/OWL that can be instrumental to exposing social data 
and paradata to the Linked Data Cloud and survey some fi rst applications that 
 demonstrate their potential. 

    SIOC and Its Applications 

 A fundamental component towards the goal of exposing social data and paradata as 
LD is provided by the SIOC (Semantically-Interlinked Online Communities) initia-
tive. 53  SIOC [ 29 ] is an ontology to describe user-generated content on forums, 
weblogs, and web2.0 sites, and link online communities. The goal of SIOC is to 
harness, across online communities, discussions on interrelated topics relevant to a 
post, either from similar members profi les of from common-topic discussion 
forums. By narrowing the scope of a search to a set of interlinked community sites 
a fi rst advantage is that the problem of low precision of a query issued in the web 
can be addressed. Also, concepts such as Site, Forum, Post, Event, Group and 
UserAccount are described in the SIOC ontology with a focus on the relationships, 
sub-classes and properties of these concepts relevant to the arena of online discus-
sion methods, in such a way to enable use cases not previously possible with other 
ontologies describing similar concepts. The SIOC community provides mappings 
and interfaces to commonly-used ontologies such as Dublin Core, FOAF and RSS 
1.0. and several tools to import and export data from SIOC. 

 In particular, SIOC is often used in conjunction with FOAF 54  (Friend of a Friend) 
vocabulary for describing users and their connections to interests and other users 
profi les. In such a way, the contribution of Social Web sites to the linked data cloud 
is explicated from two synergistic points of view: via the direct links from person to 
person and by the links arising from the notion of “object centred sociality” [ 30 ], 
i.e., people in a community are indirectly connected because they share objects of a 
social focus (e.g., a topic in a post or a link to the song of a band). 

 Currently, SIOC is generating much interest and is widely adopted, resulting in 
an active support for the development of tools, API and applications. For example, 
in [ 31 ] user-generated contents are lifted to SIOC by a method that extracts users 
comments directly from HTML pages, without requiring any a priori knowledge 
about the webpage. This approach circumvents the problem of SIOC data scarcity, 
which is a consequence of the fact that SIOC exporter plugins often are not enabled 
be the site administrators. One remarkable aspect of SIOC is that its high-level 
description of communities can be easily integrated with more specifi c ontologies to 
bridge the Social Semantic Web and more application domains. An example is the 
SWAN/SIOC project 55  that defi nes a coherent ontology capable of representing both 

53   http://sioc-project.org/ . 
54   http://www.foaf-project.org/ . 
55   http://www.w3.org/TR/hcls-swansioc/ . 
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high-level descriptions of communities (thanks to SIOC) and the argumentative 
 discussions (using the SWAN ontology) taking place in that communities [ 32 ]. The 
goal of this alignment is to make the discourse structure and component relation-
ships accessible to computation, so that information can be better navigated, com-
pared and understood, across and within domains. 

 Another example of leveraging on SIOC extensibility is provided in [ 33 ], where 
MediaWiki integration is accomplished by resorting to SKOS ontology to model 
topic and categories and to other vocabularies that model user tagging and are help-
ful in alleviating issues such as ambiguity between tags. From a methodological 
point of view, the two examples above are representative of the type of efforts that 
can be pursued to create datasets that integrate social, user-centric, and linked data 
to generate novel types of recommendations that can certainly fi nd a space in the 
TEL scenario. 

 A fi rst example of the joint usage of SIOC and linked data in recommender sys-
tems is in the music domain [ 34 ], where social data encompasses the publishing and 
sharing of music-related data on the Web, whatever their format is (blog posts, wiki 
pages, community databases, mp3s or playlists). This work demonstrates how 
FOAF, SIOC and linked data can be used to provide a completely open and distrib-
uted social graph, where SPARQL queries can implement a simple collaborative 
fi ltering algorithm, and the wide range of interlinked data in multiple domains allow 
the user to get more data rich, justifi ed recommendations. This latter aspect (justi-
fi ed recommendations) seems to play an important role in the acceptance and trust 
of end-users towards recommender systems, e.g., [ 35 ].  

    The CAM-RDF Binding and the Atom Activity Stream 
RDF Mapping 

 An RDF binding of the Contextualised Attention Metadata (CAM) model discussed 
in the previous section has been recently proposed [ 36 ]. Among the advantages 
pointed out in [ 36 ] for the CAM-RDF binding with respect to the CAM-XML one, 
are the following ones: fi rst, it facilitates the integration of CAM into RDF-based 
learning systems; second, the underlying graph-based representation may support 
more convenient ways of analyzing the observations, i.e., by resorting to graph 
algorithms. The binding has been tested for equivalence to the CAM-XML binding 
with respect to tasks such as creating statistics over the MACE dataset (consisting 
of learning resources in the architectural domain), and by developing, over the same 
learning data set and collected CAM data, a “fi nd similar users” application. Another 
application of this binding in the learning domain has been done in the context of an 
exercise system that provides personalized help to learners in the form of hints [ 37 ]. 
Personalization is achieved in terms of the content of hints and of the appropriate 
hint-giving approach. The CAM-RDF binding is available at:   http://www.fi t.
fraunhofer.de/~wolpers/ontologies/cam/cam.owl    . 
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 A representation of activity alternative to RDF-CAM, is provided by the Atom 
Activity Streams RDF mapping. 56  Atom Activity Streams 57  extends the Atom speci-
fi cation, which is a widely used syndication format to transmit various types of web 
content such as weblog posts, news headlines, as well as user activities within social 
sites. This extension provides the ability to express within existing Atom entries and 
feeds much of the activity-specifi c metadata in a machine-parseable format. Within 
the NoTube project 58  an RDF mapping of the Atom Activity Streams (AAIR) has 
been developed, in conjuction with the W3C Semantic Web Interest group. The 
specifi cation is available at   http://xmlns.notu.be/aair/    . A typical expression in AAIR 
would have the form (Actor, Verb, Object, Context), where typical verbs include 
“Play” (open resource), “MarkAsFavorite,” “Save” (download), “Rate,” “Share” 
and so on. 

 AAIR was chosen, mostly due to its intuitiveness and fair coverage of both social 
data and paradata, as the starting reference point of a line of action pursued within 
the mEducator project, concerned with modeling data about activities on social 
learning resources and make them portable across learning platforms and provide 
resources useful for recommendations. To achieve this goal some extensions to 
AAIR were done to track the user activities. In particular, the proposed extensions 
were devised to deal with the need to model Search activities within the mEducator 
platforms, keeping track of the queries executed by the user, the results of the que-
ries, and of the activites executed by the users on the results of a given query. This 
was accomplished by extending the lists of verbs by  ActivityVerb:Search , by creat-
ing a recursive reference to Activity and by introducing the notion of session. These 
extensions are sketched in Fig.  1 . In particular,  hasQueryString:  is the property that 
represents the user’s keyword sequence to describe the query search;  isRelatedTo:  is 
a property to bind an activity to another one, so that it is possible to model an action 
performed on an object returned by a query, and  activitySession:  is a property that 
binds an activity to a specifi c user session.

   A proof of concept recommender systems architecture based on this extension 
has been developed and deployed in one of the mEductor platforms, 59  where an 
Activity Monitor collects AAIR data and sends the activity to an external web ser-
vice providing the recommendations. 

 In Fig.  2  is an example of how data generated by the Activity Monitor can be 
expressed as Linked Data. The example refers to a user “John Smith” who has an 
account in a mEducator platform, where he performs a search about “Magnetic 
Resonance Imaging” and saves one of the results of this search. In a subsequent ses-
sion he comments on the saved resource. The example uses the AAIR extension, 
SIOC and FOAF vocabularies and the mEducator vocabulary to describe a learning 
resource.

56   http://xmlns.notu.be/aair/ . 
57   http://activitystrea.ms/specs/atom/1.0/ . 
58   http://notube.tv/ . 
59   http://www.meducator2.net/ . 

S. Dietze et al.

http://xmlns.notu.be/aair/
http://xmlns.notu.be/aair 
http://activitystrea.ms/specs/atom/1.0 
http://notube.tv 
http://www.meducator2.net 


67

       Summary 

 The above approaches and applications point to a scenario where the fi rst efforts and 
concrete demonstrations of the possibilites of bridging the Linked Data and the 
Social Web world are beginning to emerge. Beyond the sketching of the potentiali-
ties, there is also some early evidence of the tangible benefi ts. In particular, the early 
evaluations that have been perfomed, although not necessarily in the TEL domain, 
show some advantages of the novel resulting data infrastructure. Evaluation research 
has shown that by using linked data to build open, collaborative recommender sys-
tems, the the “cold start” problem (related to to initial lack of data about new users 
and new items) is ameliorated, and it is possible to improve precision and recall with 
respect to simple collaborative fi ltering (CF) approaches [ 38 ]. In particular, the 
evaluation in [ 38 ] reports an improvement from an average precision of 2 % and 
average recall of 7 % of a simple collaborative fi ltering recommendation applied to 
a music streaming database to an average precision of 14 % and average recall of 
33 % achieved by augmenting the initial data set with linked data from another 
music social platform (DbTune MySpace) and DBpedia. The use of social trust to 
improve the data sparsity problem of recommender systems has been investigated in 
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  Fig. 1    AAIR extension adopted in mEducator to support recommendations       
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[ 35 ], on the Movielens dataset. The results are reported in terms of F-score (har-
monic mean of precision and recall), at various sparsity percentages, and show an 
improvement of of the F-score in the range 7–18 % with respect to the baseline 
obtained with a standard collaborative fi ltering approach. Interestingly, the peak if 
the advantage is achieved when it is most needed, i.e., at high data sparsity 

  Fig. 2    Example of the Activity Monitor data, including social data and paradata generated during 
two sessions, and expressed as Linked Data (Turtle format)       
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percentages (98.57 %). Still, it is also clear that targeted, task-dependent strategies 
are needed to leverage on this wealth of data since, as it is demonstrated in the case 
of harnessing LOD evidence for profi ling expertise and, accordingly, recommend 
experts [ 39 ]. This work, in particular, points out how, with respect to the expertise 
recommendation task, the LOD offers data that are decoupled from any specifi c 
hypothesis about what constitutes expertise, and, as such, are fl exible and can serve 
multiple approaches in defi ning expertise, besides offering the clear advantage of 
harnessing richer, cross-platform evidence. On the other hand, it must be ensured 
that the type of data that are needed is available in the LOD with the necessary level 
of detail and that relevant datasets are accessible through effective interlinking, 
which are two current shortcomings that can be addressed by more informed data 
publishing strategies and better interlinking services. Whereas TEL related, task 
specifi c recommendation algorithms and relevant strategies to harness the LOD will 
be the object of future research, in the meantime some prior challenges related to 
fulfi lling the vision of integrated social and linked data infrastructure are to be 
addressed, as pointed out in the next section.   

    Conclusions: Open Challenges and Scenarios 

 In the previous sections, we provided an overview of different efforts aiming at 
utilising Linked Data as well as social and user-centric data for recommender sys-
tems in TEL. While the accessibility of large-scale amounts of data is a foundation 
for TEL recommender systems, these efforts contribute to improvements in scope, 
quantity and quality of recommendations in TEL environments. This includes both 
TEL recommender systems in research, where data is required for evaluation and 
benchmarking, as well as in practice, where data is a core requirement for offering 
suitable recommendations to users. 

 There is still a range of shortcomings that need to be addressed. Social data is 
usually stored locally in the content management system of a single portal. 
Harvesting and aggregating such data from various learning object repositories will 
allow the generation of a social data cloud and will enable the provision of new 
services across multiple portals. For instance, more accurate recommendations can 
be generated by taking into account social data from more than one learning object 
repository or social environment, even non-TEL platforms. Collecting heteroge-
neous social data from different sources is not a trivial task and requires the adop-
tion of effi cient technologies and protocols. The main aspects that should be taken 
into account are therefore: 

    Data Quality and Trust 

 One fundamental issue in distributed data environment is related to diversity of 
quality, provenance and trustworthiness of data. While, for instance, the LD cloud 
has received a lot of attention due to its large quantities of data covering a wide 
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variety of topics, take-up by data consumers is slow and usually focused on a small 
set of well-established datasets [ 4 ]. This can be attributed to the varied quality of the 
datasets and hence, the lack of trust on the data consumer side. Therefore, assess-
ment of data, better and more structured approaches towards labeling and catalog-
ing data and the exhaustive provisioning of provenance information are crucial for 
enabling a widespread take-up of distributed data.  

    Licensing and Privacy Issues 

 Licensing as well as privacy issues are related challenges which apply to educa-
tional resources metadata (licensing) and social data (privacy). Reuse of distributed 
datasets and exploitation by applications and data mashups have to consider and 
address the diversity of license models used by distributed datasets and the potential 
impact on any derived datasets. In addition, sharing of social and learner-centric 
data requires the consideration of privacy problems and how these can be addressed, 
in particular within distributed data environments such as the Web. Within the Open 
Discovery Space project a specifi c paragraph was written for the Terms-Of-Use of 
the platform to cover this aspect. This paragraph informs the users about the usage 
of their personal data within the ODS portal. If they sign-up for ODS platform they 
also agree to support certain personalization services with their personal data. The 
following services will be activate for all registered users to provide personalized 
access to the information of the platform:

•    Personalized recommendations for learning material  
•   Bookmark items  
•   Utilize personal history (i.e., on searches undertaken, objects viewed, etc.)  
•   Upload and share learning material (publish)  
•   Utilize upload library  
•   View user stats  
•   Rate and comment items, follow discussions, comments and groups, etc.    

 If users do not agree with theses Term-Of-Use they are free to use the ODS plat-
form without having a registered user account and by anonymised browsing of the 
educational resources. We believe that such legal solutions will be more frequently 
used in the close future.  

    Common Schemas and Vocabularies for Social 
and Attention Data 

 Platforms usually deploy proprietary schemas and vocabularies for representing 
learner activities and social information. Common schemas are important to manage 
and process social and attention data. Potential options for such a schema are CAM 
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for paradata in combination with Organic.Edunet for social metadata. Although these 
seem to be promising and most feasible, it needs to be analysed how Organic.Edunet 
can be aligned to events stored in CAM. The Organic.Edunet partners are preparing 
a new release of their social data schema by the end of the year 2012 that will address 
this issue and provide required adjustments to link CAM to Organic.Edunet.  

    Interoperability Between Different Social 
and Resource Data Formats 

 Complementary to unifi ed schemas and vocabularies, LD approaches to representa-
tion of social and attention data (Section “Bridging the gap between Linked Data 
and the Social Web”) can further alleviate interoperability issues. LD principles in 
particular provide standard query and interfacing mechanisms together with de- 
referencable URIs, which allows data consumers to easily interact with remote data 
repositories containing resource or social or activity data.  

    Scalability of Web Data Processing 

 Dealing with distributed Web data sources, in particularly graph- and reasoning- 
based environments such as the Semantic Web, poses challenges with respect to 
scalability and performance [ 3 ]. Performance issues arise from distributed process-
ing, often requiring large quantities of HTTP-based message exchanges, lack of 
parallelisation techniques and the still often comparably poor performance of graph- 
based data storage. Previous work has shown [ 51 ] that still, with a limited amount 
of data sources acceptable performance can be achieved, also in distributed data 
settings. Additionally, techniques such as map/reduce, local replication of datasets 
or indexing are required to further alleviate this issue in actual large-scale data 
scenarios.  

    Towards Federated Recommendation 

 Very large, cloud-based data infrastructures like the one that Learning Registry is 
setting up for the US, are expected to provide a new perspective into the way that 
intelligent systems (in general) and socially-generated data-based services (in par-
ticular) will be developed [ 11 ,  12 ,  19 ]. Such global learning data infrastructures can 
help in scaling up the existing data-driven services, by allowing them to consume, 
process and use a rich variety of usage data streams, and thus enable novel forms of 
real time intelligence and cross-platform recommendations that can only become 
possible on extremely large data volumes. 
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 Future work, in particular in highly related projects such as LinkedUp and ODS 
will address these issues in order to enabling the widespread adoption of data—
resource metadata as well as learner-centric and social data—by TEL environments.      
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    Abstract     The proliferation of online teaching, learning, and assessment resources 
is hampering efforts to make fi nding relevant resources easy. Metadata, while valu-
able for curating digital collections, is diffi cult to keep current or, in some cases, to 
obtain in the fi rst place. Social metadata, paradata, usage data, and contextualized 
attention metadata all refer to data about  doing with  digital resources that can be 
harnessed for recommendations. To centralize this data for aggregation and ampli-
fi cation, the Learning Registry, a store and forward, distributed, de-centralized net-
work of nodes was created. The Learning Registry makes it possible for disparate 
sources to publish learning resource social/attention metadata—data about users of 
and activity around resources. We describe our experimentation with social meta-
data, including that which describes alignment of learning resources to U.S. teach-
ing standards, as a means to generate relationships among resources and people, and 
how it can be used for recommendations.  

  Keywords     Metadata   •   Paradata   •   Digital resources  

        Introduction 

 Technology enhanced learning takes place in many contexts including, increasingly, 
over the Internet [ 1 ]. In online environments, educators and learners can take advan-
tage of the web’s broad reach to fi nd online teaching, learning and assessment 
resources (resources, for short) with varying depth of content, level of interactivity, 
degree of accessibility, and the like. Teachers enliven their curriculum by inserting 
online resources into their classroom practice or using them to supplement class 
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work or “fl ip” their teaching strategies [ 2 ,  26 ]; Students seeking resources to sup-
plement their traditional course materials may look to these resources to help them 
see alternative presentations and representations of knowledge that deepen and rein-
force their learning. Learners needing accommodations could fi nd resources that 
adapt to visual, auditory, or cognitive differences. The Internet has paved the way 
for commercial, free, and openly licensed resources to be made widely available, 
supporting the democratization of education via increased access [ 24 ]. Resources 
can originate from government agencies, educational and research institutions, pro-
fessional societies, and any other individual or organization with an interest in sup-
porting improvements in learning, sharing their passion in a topic area, or fulfi lling 
an outreach mission. 

 Although portals and online learning sites compete to be the “go to” location for 
fi nding, collecting, or playback of resources, a more user-centric vision is to allow 
online learning platforms to track experiences—including  learning  and  doing  inter-
actions with online resources—and to have learner profi les be exportable, portable, 
and usable across platforms [ 10 ]. In the future, there may be capabilities for 
resources to be stitched together by individual learners or personalized learning 
assistants, or to be recommended by algorithms based on measured learner exper-
tise and sophisticated analytics. (A good survey of recommender systems for 
technology- enhanced learning can be found in [ 13 ]). But at present, employing 
online resources for teaching, learning, and assessment still requires manual author-
ing, curating, and collecting into coherent lessons. 

 Various strategies are used to manage and deliver resources to educators and 
learners, including social networking and social recommendations at community- 
serving portals such as Better Lesson and ShareMyLesson. Resources are collected 
into repositories such as Merlot, OERCommons, European Schoolnet’s Learning 
Resource Exchange, and the pan-European Open Discovery Space and popular 
resources may be available from many such places. Organizations that create  open  
educational resources (e.g., the U.S. University of Colorado’s PhET Interactive 
Simulations, the U.S. National Archives’ DocsTeach, and Australia’s National Film 
and Sound Archive) advertise their availability at teacher conferences and mailing 
lists as well as publishing them at government-sponsored, centralized digital librar-
ies. As learning activities move to mobile platforms, “app stores” host educational 
content in the form of applications that can run on smartphones. With the availabil-
ity of many thousands of widely dispersed online educational resources, there is the 
potential to create an online learning economy with a “long tail” demand curve for 
boutique resources [ 22 ]. 

 But a long tail requires not just an easy means of production but also a means of 
locating resources [ 3 ]. And solutions to that problem still elude us; resources are 
distributed across many repositories and websites, using a variety of metadata stan-
dards and access mechanisms. Resources created for open use are, in principle, 
available for anyone to use—but in practice users must visit many websites, contend 
with their various interfaces, and then, clip or bookmark the sites. (Early efforts at 
resource location included social bookmarking sites such as Delicious.) Automatic 
harvesting of these resources for use elsewhere can involve complicated metadata 

M. Bienkowski and J. Klo



79

crosswalks and web page analysis. A searcher should be able to search for all of the 
learning resources available on a particular topic or fi nd ones that have been authored 
by a particular person or institution. Federated search or registries that collect meta-
data (e.g., the Ariadne system, see    [ 27 ]) could provide a single access point to these 
repositories but require a centralized authority to maintain and prove diffi cult to 
upkeep; n-way connections among websites also suffer from the same diffi culty. 
Updates to descriptive data could be obtained from information published on the 
web by scraping websites, use of microformats on learning resource pages [ 25 ], 
from search terms entered into repositories, or from analysis of online curriculum 
that uses embedded resources. 

 Nevertheless, there are still signifi cant barriers to effective resource locating, 
sharing, and amplifying. The most damaging is the omission, decay, or irrelevance 
of metadata. Even if federated search and automated collection of metadata was 
achievable, searching for learning resources based on descriptive metadata (e.g., 
keywords, author, publication date) alone may still yield inadequate results. Newer 
methods of locating relevant items take into account characteristics of the  searcher  
and their actions to provide recommendations (e.g., [ 28 ]). Online commerce and 
social networking sites using analytics have demonstrated the value and effi ciency of 
recommendations. “Customers like you favorited product X.” “People who bought 
this item also bought Y.” “5000 people viewed this article in the past day.” In tech-
nology-enhanced learning environments, recommenders have emerged as a topic of 
special interest to support personalized learning (see the 2010 and 2012 workshops 
on Recommender Systems for Technology Enhanced Learning, [ 14 ,  15 ]). 

 Recommendation requires that the search mechanism have access to both the 
properties of the object of search (metadata), the properties and actions of the learn-
ers who are searching, and the “learning networks” that learners form [ 12 ]. This 
richer set of data comes from user actions entered into interactive web sites, includ-
ing counts of use (in the classroom), contexts of use (e.g., what sorts of classrooms, 
students, and teachers), and refl ections by users (e.g., ratings, descriptions). 
Companies and the research community are taking advantage of the data exhaust or 
“big data” that comes from online interactions to characterize users, improve prod-
ucts, model user knowledge and judge engagement [ 5 ,  6 ]. It is worth asking the 
question, then, about where the “big data” for teaching, learning, and assessment 
resources comes from. Capturing the data exhaust is diffi cult to do with learning 
resource data because they are so broadly distributed, especially for open educa-
tional resources and live in their own environments. 

 Portals and repositories for educators and learners are effective in supporting 
specifi c needs of their user population (e.g., membership and community benefi ts 
that search engines lack) and should be enhanced, not replaced. Increasingly, 
these portals are capturing user activity with learning resources. However, these 
sites are collecting rich usage data in information silos. Rich social metadata—
teachers downloading, favoriting, rating, commenting upon—are locked inside 
the portal and cannot be shared across a broad network of education stakeholders 
(including researchers). The Learning Registry provides a unique opportunity to 
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share data across siloes, and not just for data about government resources, but also 
education institutions, and for-profi t and not-for-profi t organizations. As shown in 
Fig.  1 , the Learning Registry can collect time-stamped usage data that  any  service 
provider can leverage for learning-resource analytics and create services that are 
not now possible.

   In the remainder of this chapter, we present the technical background for the 
Learning Registry and describe how it is implemented, what core functionality it 
provides, and what services can be built upon it that leverage the data it stores. 
Then, we expand on the perspective that the Learning Registry takes on social meta-
data or paradata, including motivating the need for collecting it (vs. relying only on 
metadata), and we present the data model for paradata used in the Learning Registry. 
Of particular interest for this application is the use of social metadata about the 
alignment of a learning resource to learning standards. We present our proof-of- 
concept implementation of a collaborative-fi ltering based recommender and then 
present our conclusions.  

  Fig. 1    A time series of learning resource data assertions via the Learning Registry       
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    Technical Background 

 The Learning Registry was envisioned as a store-and-forward network of peer nodes 
based loosely on early content-distribution models (e.g., [ 7 ,  23 ]). The Learning 
Registry is a network to which providers of learning resources, metadata, and social 
metadata can distribute information for consumption and amplifi cation by all com-
munities [ 5 ,  6 ,  9 ]. To support these providers, the Learning Registry must accom-
modate a large volume of data expressed in a variety of metadata standards. The 
Learning Registry accepts, stores, and provides access to learning resource descrip-
tions—metadata or social metadata—as documents expressed in JavaScript Object 
Notation (JSON). The storage and access mechanism used internally is a no-SQL, 
time-based data store: CouchDB (couchdb.apache.org). CouchDB is a lightweight, 
open-source document-based database. CouchDB provides data access in the form 
of views generated by MapReduce [ 8 ] functions written in JavaScript. CouchDB’s 
replication mechanisms make it easy to stand up a network of nodes, which serves 
the goal of decentralizing the Learning Registry and eliminating single points of 
failure. Replication can also be leveraged by high-volume users to create their own 
local repository containing all or some Learning Registry data. 

 On top of CouchDB, the Learning Registry provides a layer of services (written 
in Python) as Application Programming Interfaces (APIs) to publish data to the 
Learning Registry, to query documents in the Learning Registry, and to retrieve 
documents from the Learning Registry (Fig.  2 ). These services are the principle 
public interface to the Learning Registry, though developers are welcome (and 
encouraged) to provide other services in addition to or on top of these services.

   Documents (payload and wrapper) submitted are assigned a unique document 
identifi er that is returned to the submitter; this identifi er refers to the Learning 
Registry submission, not to the resource itself. One challenge in building the 
Learning Registry has been how to create a unique way to identify a teaching, learn-
ing, or assessment resource. This is important because the social metadata submit-
ted about a resource do not refer to this document identifi er (as that is specifi c to one 
submitter) but instead needs to reference the same resource identifi er so metadata 
can be accumulated across many submitters. Indeed, in the Learning Registry, social 
metadata may be submitted for a learning resource before the resource itself has 
been registered with a metadata submission. At present, the Learning Registry is 
using URL as a unique resource locator but we have already found diffi culties with 
this approach (e.g., the U.S. Public Broadcasting Service (PBS) Learning Media 
site,   www.pbslearningmedia.org    , desired to redirect its users to local PBS affi liates, 
turning the URL into something like ca.pbslearningmedia.org). While a solution 
such as OpenURL [ 20 ] could provide a standard URL to match resource metadata 
with social metadata, it requires a central service, which the Learning Registry has 
avoided. Over time, the Learning Registry community may develop more consistent 
URL conventions, adopt OpenURL, provide translation services, leverage “same 
as” social metadata assertions, or simply live with “islands” of data created by non- 
uniform naming. 
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 The Learning Registry offers two core functions for data retrieval: obtain and 
harvest. Obtain is used to gather all documents at a node, or a subset based on the 
resource locator present in the document. Harvest is based on OAI-PMH Harvest 
[ 19 ] to gather documents or payload data for specifi c date ranges. Additionally, the 
Learning Registry Slice service allows users to retrieve documents based on pre- 
defi ned properties of the document wrapper such as identity of the resource owner, 
metadata author, or submitter; date of submission, and “tags” (including keywords, 
schema format, and the resource data type, i.e., paradata or metadata). 

 The Learning Registry is an infrastructure for application and service develop-
ment, not a website, destination, or application itself. Developers build specialized 
services on Learning Registry APIs to extract data into other storage and tools in 
order to make use of it. For consumers of published data, basic obtain and harvest 
can yield volumes of resource data because the Learning Registry does not provide 
search or complex fi ltering functions, and data does not expire once published. The 
concept of Learning Registry  data services  was introduced as a design pattern for 
building MapReduce functions. Instantiating the design pattern allows developers 
to implement rules for identifying, fi ltering and formatting published content that 
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  Fig. 2    High level structure and functions of the Learning Registry       
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conforms to a specifi c use case while maintaining a standardized, harvest-like 
 interface. For the application described in this paper, we implemented a data service 
to create a harvest feed that fi lters and classifi es standards alignment data in a for-
mat digestible for further analysis.  

    Social Metadata or Paradata 

 Metadata is largely about description and, by extension, classifi cation. Classifi cation 
metadata schemes refer to fi xed characteristics of a resource: who created it, what 
organization hosts it, what grade level it is appropriate for and the like. Classifi cation 
schemes can be as complex as variants of Dublin Core [ 17 ] or LRMI metadata 
(  http://www.lrmi.net    ) or as simple as the taxonomies found in many applications 
such as genres of music and books, or types of software applications. Classifi cation 
schemes support browsing and faceted search. For example, one can browse for 
apps under productivity, health and fi tness, and the like. In the library, browsing 
the books on the shelves near the one you are seeking often yields other books of 
interest. Faceted search allows a user to select desired characteristics and see the 
set of resources that represents the intersection of the selected features, that is, 
those resources with all of the desired characteristics. Faceted search can be useful 
for fi nding similar items: an educator may want a resource at a different grade 
level for a student who is more or less advanced. These ways of fi nding resources 
can be useful and assume that the searcher is seeking specifi c material with given 
characteristics. 

 Metadata, as we have described, suffers from the burden of upkeep. Curators 
recognized the promise of capturing the social actions of users of resources, along 
with other characteristics [ 21 ]. Curators are also excited about the possibility of 
crowdsourcing of descriptive metadata, or collective tagging (e.g.,   http://www.
steve.museum    ). Social metadata, then, supports the collection of assertions, in the 
Learning Registry, about the “social life” of a resource as acted upon by some per-
son or organization. We use the term “social metadata” to show that this is a par-
ticular kind of metadata—data about usage, doing and action. The Learning 
Registry recommends a set of paradata “verbs” but does not impose any restrictions 
on what verbs are used (and it does no schema validation of paradata submissions). 
Table  1  shows an early categorization of social metadata derived from studies with 
educator- users of the U.S. National Science Digital Library (NSDL) learning 
resource library [ 18 ].

   Independent of the work in the digital library community on social metadata, an 
Internet community was working on the concept of Activity Streams (  http:// 
activitystrea.ms    ). Their intent was to allow individuals to share that they did some-
thing specifi c, using a Real Simple Syndication (RSS) model. The Learning Registry 
paradata format was modeled on Activity Streams with the exception of organiza-
tions expressing social metadata on behalf of a user or users. While Activity Streams 
assumes that an individual will emit an RSS-like stream of activities, the Learning 

The Learning Registry: Applying Social Metadata for Learning Resource…

http://www.lrmi.net/
http://www.steve.museum/
http://www.steve.museum/
http://activitystrea.ms/
http://activitystrea.ms/


84

Registry social metadata model assumes that a portal or website captures user 
actions about learning resource usage and asserts paradata for them. (This raises 
concerns, of course, about such entities releasing personal or personally identifi able 
information about their users.) Furthermore, the Activity Streams model does not 
support statements about aggregate activities (e.g., “watched 5 times”). The 
Learning Registry recommends (but, again, does not enforce) that social metadata 
for individuals be expressed using Activity Streams and, for organizational and 
aggregate activities, the extended model be used. 

 Social metadata is stored in the Learning Registry in JSON format and is saved 
in the CouchDB store unless explicitly deleted. Social metadata is connected to a 
learning resource by the URL of the resource. The general schema for social meta-
data or paradata is shown below.

    actor  (required, except for assertions): the person or group who does something; a 
string or a compound object (as shown below) that describes characteristics of 
the actor

    object-type:  the actor value  
   description:  information about the actor     

   verb  (required): the action that is taken; it can be a simple string. If it is a compound 
object, then  verb  contains:

    action:  the verb value  
   measure:  the occurrences of the verb (whether counts, averages, ratings, or other 

things).  
   date  (optional): start time/stop time when the action occurs.  
   context  (optional): place where the action takes place     

   object  (optional): the thing being acted upon. The important part of an object is the 
URL (or URI) where you can fi nd out about the object (or get the object, or ide-
ally both).  

   Table 1    Categories of social metadata, or paradata, from U.S. National Science Digital Library   

 Annotational: refi nes 
descriptive metadata 

 Kinematic: illustrates 
diffusion through user actions 

 Pedagogical: refi nes 
educational context and utility 

 Tagged as  Clicked  User demographic aggregated 
by paradata contributor 

 Recommended  Viewed  Embedded in 
 Added to collection or 

playlist 
 Commented/discussed  Downloaded  Correlated/aligned to 
 Rated  Favorited  Modifi ed 

 Added to personal collection 
 Voted  Shared to social media  Implemented in a context 
 Related to other resources  Subscribed  Republished as 
 Cited  Linked to  Researched 
 Awarded  Featured  Saved/shared searches 
 Ranked 
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   related  (optional): describes a relationship between the object (above) and other 
objects listed within  

   content  (optional): a human-readable string description of what the paradata item 
expresses    

 When paradata is being used to make assertions, as opposed to expressing the 
actions of an actor, the  actor  can be omitted. More information about paradata can 
be found at the Learning Registry GitHub site (  https://github.com/LearningRegistry/    ), 
and a useful comparison among different usage data formats can be found in 
Niemann et al. [ 16 ]. 

 An important piece of information about a learning resource is how it satisfi es a cur-
riculum standard. In the U.S., individual states are busy with adoption of the Common 
Core State Standards (also called the “Common Core,”   http://www.corestandards.org    ) 
for English Language Arts and Mathematics. Prior to the Common Core initiative, 
individual states had their own curriculum standards in these areas. Now, adopting 
states are conducting crosswalks between their existing state standards and these new 
standards, and anticipate a similar exercise once the Next Generation Science Standards 
(NGSS,   http://www.nextgenscience.org    ) are fi nalized. Teaching, learning, and assess-
ment resources formerly aligned to existing state standards now must be re-aligned 
to the Common Core and NGSS. Data in the Learning Registry is seen as a way to aid 
in this effort, for the simple reason that resources that are already aligned to a state 
standard will align to a Common Core or NGSS standard once crosswalks are done. 
This can rapidly increase the availability of resources aligned to common and state 
standards. 

 Alignment statements are not the only kind of social metadata that can help 
states: the following are examples that are of special interest to states adopting the 
registry:

•    This resource has been aligned 214 times with Common Core Mathematics 
Standard 5.G.2.  

•   A fourth-grade science teacher bookmarked this National Geographic volcano 
diagram.  

•   An eighth-grade math teacher shared this Khan Academy video with her 
students.  

•   An anonymous user commented on this Common Core English Language Arts 
standard.  

•   A subject-matter expert matched this resource to three academic content 
standards.  

•   A resource was downloaded from the NSDL (National Science Digital Library) 
repository 1,354 times during May 2011.    

 The Learning Registry community is starting to explore what can be done with 
information derived from analysis assertions such as these. Applications include 
judging the popularity of resources, recommending sequences of resources orga-
nized by teachers for learning, and exploring trends in the use of resources. The 
Learning Registry could surface relationships between people based on their 
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attention to resources: Which institutions, portals, or groups of users have shared/
curated the same resource? The Learning Registry enables solutions that rely on 
identity because it implements node-based signing (for submitting documents cryp-
tographically signed, [ 4 ]) and by supporting OAuth and BrowserID (  http://oauth.
net    ;   https://browserid.org/    ). Allowing users, as they deem fi t, to expose more of 
their data will aid in relationship mining for learning resource analytics. In the next 
section we show an example of resource recommendation based on learning 
resource social metadata.  

    Leveraging Learning Registry Data 
for Resource Recommendations 

 Learning Registry data services provide more complex fi ltering and selection 
beyond the simple APIs that are part of the core infrastructure. Data services are 
good for extracting large amounts of fi ltered data, such as assertions about align-
ment to standards, to support the types of applications described in the previous 
section. To support discovery of new resources, and to provide an early proof-of- 
concept of the power of learning resource analytics with Learning Registry social 
metadata, we explored the capabilities provided by modeling standards alignment 
data as a graph of complex interconnections among resources, submitters, and stan-
dards. We employed Neo4j (  http://www.neo4j.org/    ), a robust transactional property 
graph database that stores data as nodes and relationships, with properties for each. 
Traversal of the resulting graph reveals interesting relationships with direct applica-
tion to resource recommendation. 

 Walt Grata of the U.S. Department of Defense’s Advanced Digital Learning 
Initiative created the fi rst version for leveraging crosswalks to discover new align-
ments (i.e., if Resource A aligns to Standard X, and Standard X is linked to Standard 
Y by a crosswalk, then Resource A aligns to Standard Y). This prototype used a 
technique that modeled resources and standards as nodes and relationships as edges. 
Specifi cs about the relationship or about the resource (e.g., submitter, curator, asser-
tion type, ownership, rating, or collection) were represented as properties of the 
relationship. The result, shown in the example in Fig.  3 , allows identifi cation of 
possible relationships through graph traversal.

   This representation can be extended to include simple activity data between an 
actor and the resource, shown in Fig.  4 . With this addition of social activity meta-
data expression, we can begin to build a recommendation solution by intersecting 
features such as “resources related by shared standards that also have the most 
‘favorites’ or the highest ratings”.

   As we investigated the applicability of this technique for collaborative fi ltering, 
we realized that it does not permit relationships to be weighted, for example, when 
multiple submitters make similar relationship statements, the strength of the rela-
tionship should increase. As illustrated (Fig.  3 ), while it is possible to create a 
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strength through numbers relationship for activities between two entities, such as in 
most favorited or highest ranked resource, this initial graph representation has no 
mechanism to create an edge between properties of an edge and another node. This 
would be used for building relationships between resources and standards where 
strength can be determined. However, as shown in Fig.  5 , we are not able to extend 
the social popularity of the curricular standard using this simple technique. Neo4J 
does not permit the creation of more than one relationship type (Same As, Conforms 
To) between two nodes, as well as there is no mechanism of defi ning a relationship 
between a node and another relationship.

   To be able to represent multiple submitters of alignment data, our next approach 
employed an alternative graph modeling technique that leverages hyperedges. Using 
this technique, each harvested document from the Learning Registry is represented 
as a node, and properties of the document that are relevant in determining the weight 
or impact of the relationship are also promoted to nodes (Fig.  6 ). Using this tech-
nique, multiple pathways describing the same relationship exist, but can be tra-
versed through more than one author, allowing a more robust recommender system 
to be built. Hyperedge modeling permits the construction of links between more 
than two elements, and so richer relationships may be defi ned that may be used to 
infl uence the recommender system. For example, before we only could represent 
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that a rating relationship might have a score, we can now add context to identify that 
the rating uses a specifi c rubric. Transitioning to the use of hyper edges permits 
operations such as the following.

•     Locating resources that are aligned to the same standards as a specifi ed resource, 
ranking them by number of shared alignments.

 –    Math activity for “learning to count to 50” shares ten of the same curricular 
alignments as a video “teaching to count to 50”.     

•   Suggesting alternate resources that reference similar alignments but have more 
favorites and higher ratings by others.

 –    There are 10 other resources that teach prepositional phrases that are similar 
to the specifi ed resource, and 4 of these have received higher ratings than the 
one you are currently using.     

•   Identify actors who have submitted similar alignments as other actors, ranking 
by alignment type.
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  Fig. 4    Social activity data can be used to discover resources that are highly rated and “favorited”       
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  Fig. 5    Multiple actors can perform activities like ratings and “favoriting” but Neo4J does not sup-
port connecting relationships to relationships. Thus, in this graph representation, it is not possible 
to show that multiple experts have made the same alignment claims between two nodes       

  Fig. 6    A more complete representation of the relationships in Learning Registry data is enabled 
through the use of hyperedges       
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 –    Frans used the same 15 standards to align resources as Yesica, so Yesica may 
want to see other resources that Frans has acted upon.     

•   Suggest other actors like another actor (through possible centers of practice).

 –    Ying favorited 25 resources that are aligned to X set of standards. Steve favor-
ited 10 different resources that are aligned to the same X set of standards. 
Steve might be interested in the resources favorited by Ying.     

•   Identify areas where resources lack alignment to standards.

 –    There are few identifi ed resources that exist that are aligned to Common Core 
Mathematics Standard K.OA.5.     

•   Using the collaborative strength of “same as” relationships between standards, 
we can begin to cross-walk standards, boosting by the identity making assertion 
and limiting by a minimum strength.

 –    Locate resources aligned to Utah’s Standards by using “same as” relation-
ships between California and Common Core, and Utah and California’s 
standard.       

 Each result set can be impacted by the length and count of paths from source to 
destination node. 

 In this section, we have shown a proof-of-concept implementation for employing 
Learning Registry standards alignment data for recommending resources. On-going 
work is examining the performance of the implementation as the amount of social 
metadata in the Learning Registry increases and using other kinds of social meta-
data as the basis for making recommendations. As we move toward a more robust 
implementation, the Learning Registry will be able to support educators in formal 
learning settings to fi nd the right resources for their lesson planning. New graph 
databases can be built that capture other interesting social relationships that can be 
used for recommendation, such as two users who rate the same resource seeing the 
other resources that each other rated. 

 To understand how the Learning Registry helps gather metadata and paradata 
from disparate sources, and how applications built on the Learning Registry can 
use this data for recommendations, consider an example of several sites sharing 
and amplifying information about the same resources. The U.S. Public 
Broadcasting Service’s LearningMedia, for example, created Anatomy of a Rover 
(based on content from the NOVA television series about the planet Mars) that lets 
students interactively explore features of the rover and describes how each feature 
solves specifi c technical problems. The Cooper Hewitt Design Museum created a 
lesson that was included in the NSDL Design Engineering collection. In this 
Rover Design Challenge lesson, students are given realistic design problems faced 
by previous Mars rovers based on unexpected conditions. These resources end up 
in the teacher portals CTE Online and Brokers of Expertise, respectively, because 
these portals harvest metadata from the Learning Registry and from repositories 
like NSDL. 
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 In Brokers of Expertise, a curriculum expert aligns the Anatomy of a Rover 
resource to a Common Core standard, “Assess the extent to which the reasoning and 
evidence in a text support the author’s claim or a recommendation for solving a 
scientifi c or technical problem” (RST.9-10-8). Independently, a CTE Online expert 
aligns the Rover Design Challenge resource to the same standard. Paradata asser-
tions about each alignment go into the Learning Registry, referencing a machine- 
readable identifi er for that standard. 

 A teacher using CTE Online is building a lesson that references the reasoning 
and evidence Common Core standard. This lesson is part of the model curriculum, 
The 10-Step Engineering Design Solution Process. When looking for resources to 
use in this lesson, the teacher is presented with suggestions from the Learning 
Registry, based on the standards alignment done on both the Brokers of Expertise 
platform and the CTE Online platform. 

 When the teacher incorporates the resource into the lesson, that action (“used in 
a lesson”) is captured by CTE Online. CTE Online then publishes a notifi cation of 
that action as paradata to the Learning Registry. Brokers of Expertise has a special 
Learning Registry data service set up to gather paradata information from users of 
CTE Online. Teachers and experts on any portal, repository, or lesson-sharing site 
can use this to locate new resources. As this example illustrates, this cross-site 
information fl ow enabled by the registry increases the shared pool of knowledge 
about the resources.  

    Conclusion and Future Work 

 The Internet is awash with data coming from the social and intellectual activities of 
individuals and organizations and the Learning Registry is creating the infrastruc-
ture and example applications that can improve access to online teaching, learning, 
and assessment resources through analytics. In this chapter, we have shown a work-
in- progress recommendation application that exploits data relationships represented 
in graph form. Future work can build on this open-source example to create recom-
menders based on other relationships. 

 The Learning Registry has the potential to provide signifi cant value to organiza-
tions adopting it for publishing and consuming, as described below.

   1. Expanded access to trustworthy descriptive data on educational resources 
•  The Learning Registry provides an easy-to-adopt and easy-to-operate mecha-

nism for disseminating and consuming resource information.    

 Generalized search engines are not optimized to answer questions that are impor-
tant to educators such as, what resources are available to teach a specifi c topic to a 
particular set of students? What kinds of students are those resources suitable for? 
Are any standards associated with those resources? The Learning Registry supports 
a model for organizations to share information for further amplifi cation and discov-
ery in an open, distributed network. No single entity owns or controls the Learning 
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Registry network. Anyone can freely publish data to the Learning Registry for any 
interested party to consume anytime, anywhere. The resources are thus made avail-
able to a broader network of educators. As a consumer of Learning Registry data, 
each organization can determine its set of trusted partners in the registry and consume 
data only from them. Such trust networks greatly reduce problems with quality and 
safety that are sometimes found with content on the Internet.

   2. Pooling contextualized knowledge about learning resources 
•  The Learning Registry enables sharing and aggregating resource usage data 

across disparate systems and platforms.    

 As educators interact online with portals and repositories, they generate useful 
information about resource usage and contexts of use, such as how often a resource 
is downloaded; what sort of users downloaded it; the classroom context the resource 
was used in; and for what kinds of students it was used. Commercial sites have 
proven the value of collecting this kind of social data across many users. For 
resources to be used and reused more effectively, social metadata must be shared 
widely and aggregated across many users, systems, and platforms. The Learning 
Registry enables this sharing.

3.    Providing tools and services to make use of “big data” about resources 
•  The Learning Registry provides a basis for building tools and applications to 

improve teaching and learning with digital resources.    

 The Learning Registry provides a core set of services on which applications and 
tools can be built to explore, analyze, and amplify big data in the registry, using such 
techniques as customized fi ltering, trend analysis, social network analysis, and 
more. Here are example learning-analytics applications for learning registry data

•    User knowledge modeling: Learning Registry data could be used to compute 
what a student might be expected to know. In contrast to the coarse characteriza-
tion of grade levels present in most metadata, Learning Registry assertions could 
be specifi c about the grade or level at which resources were successfully used.  

•   User experience modeling (Are users satisfi ed?): Learning Registry ratings para-
data could be used to compute satisfaction.  

•   User profi ling (What groups do users cluster into?): Learning Registry social 
metadata could be used to compute the types of actors who use resources. 
Submitters of paradata can also be clustered in categories based on how and 
when they submit.  

•   Domain modeling (How is content decomposed into components and 
sequenced?): Curriculum construction tools could gather data on sequencing of 
learning resources or alignment to standards.  

•   Trend analysis (What changes over time and how?): Trends in attention to differ-
ent resources could be computed if a suffi ciently fi ne-grain size of paradata is 
submitted, because the paradata specifi es a date or date range.  

•   Recommendations (What next actions/resources can be suggested for the user?): 
As we have shown, the Learning Registry can support recommendations by 
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 clustering users or by building a social network graph and then recommending 
resources among a cluster or social network.  

•   Feedback, Adaption, and Personalization (What actions should be suggested for 
the user? How should the user experience be changed for the next user?): 
Learning Registry data could provide feedback to developers about the utility of 
their resources, about who adapts them and how, and could eventually cause 
“widespread sharing” of learning resources to learners at the appropriate time.    

 As we have seen, the Learning Registry is designed to be fl exible to accommo-
date different needs, user communities, and contexts. Learning Registry data are 
now ready to be consumed and put to use in a variety of ways. Excellent learning 
resources are being developed every day by public education agencies that are in 
need of fi nding the right audience. Publishing resource metadata descriptions to the 
Learning Registry gets that information out to the education community that needs 
it the most. Additionally, publishing activity and usage information completes the 
feedback loop that public and private learning resource publishers need in order to 
provide us with the most effective content. 

 At present, the Learning Registry community is exploring new and interesting 
ways to use shared data, such as recommending resources, visualizing trending 
resources, and analyzing connections among resources. California’s Brokers of 
Expertise and CTE (Career and Technical Education) Online sites are active mem-
bers of the Learning Registry network, sharing resources, ratings, and alignment 
data. The Public Broadcasting System, the National Science Digital Library and 
OER Commons have also connected to the Learning Registry network. The Shared 
Learning Collaborative, an initiative to create software to help teachers more effi -
ciently enable effective, personalized instruction, is creating indexing and search 
applications for Learning Registry data. In the United Kingdom, JISC has been 
pioneering the use of the Learning Registry in higher education. Specifi c examples 
of CTE Online and JISC’s work with the Learning Registry can be found in [ 11 ].     
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    Abstract     Personalised recommender systems receive growing attention from 
researchers of technology enhanced learning. The learning domain has a great need 
for personalisation as there is a general consensus that instructional material should 
be adapted to the knowledge, needs and abilities of learners. At the same time, the 
increase in the interest in game-based learning opens great opportunities for learn-
ing material personalisation, due to the complexity of life situations that can be 
simulated in serious games environments. In this paper, we present a model for 
competency development using serious games, which is supported by case-based 
learning-plan recommendation. While case-based reasoning has been used before 
for recommending learning objects, this work goes beyond current state-of-the-art, 
by recommending learning plans in a two-step hierarchical case-based planning 
strategy. First of all, several abstract plans are retrieved, personalised and recom-
mended to the learner. In the second stage, the chosen plan is incrementally instanti-
ated as the learner engages with the learning material. We also suggest how several 
learning strategies that resonate with a game-based learning environment, can drive 
the adaptation of learning material.  
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        Introduction 

 Serious games for educational purposes have a number of potential advantages over 
more traditional learning methods and on-the-job training. Game-based learning    is 
consistent with constructivist learning theories [ 42 ], which emphasize that learning 
is active and knowledge is built on top of own experiences. Serious games include 
tolerance    and encouragement of risk within a safe environment [ 24 ], thus promoting 
and encouraging experimentation instead of passive learning [ 13 ,  27 ]. They can 
support learning that is active, experiential, situated, problem and inquiry-based, 
and they provide immediate feedback. They also involve communities of practice 
which provide collaborative support to learners [ 8 ]. 

 Evidence for their effi cacy as educational tools is growing with a growing num-
ber of research studies fi nding improved rates of learning and retention for serious 
games compared with more traditional learning methods [ 10 ,  11 ,  16 ]. A very recent 
literature review on empirical evidence of serious games [ 11 ] found that students 
enjoy the game-based approach and found it motivating. The same study shows that 
games can be used with success for both behavioural change and cognitive acquisi-
tion, but their benefi ts vary. 

 Like for all learning activities, the learning objects have to be designed and 
selected according to pedagogical foundations and the learning experience must be 
personalised in order to avoid the “one-size-fi ts-all” learning environment. In these 
paper, we are dealing with these two aspects of game-based-learning, namely: 
(i) the recommendation of learning paths that support the learner towards achieve-
ment of target competences, and (ii) personalisation through constant performance 
assessment and on-the-fl y adaptation of the learning paths. The main contribution of 
this paper is twofold: (i) we research how case-based planning can be used for rec-
ommending personalised learning plans and (ii) we translate TEL recommendations 
from hypermedia to serious games, and exploit game adaptation strategies in accor-
dance with the variation learning theory. 

 We propose a case-based approach to the generation of learning plans and game 
scenarios. While Case-Based Reasoning (CBR) has proven to yield good results for 
the adoption of on-line tutoring systems, the planning potential of CBR has yet to 
be exploited in relation to the creation of learning plans. We research how the game- 
based learning process can be continuously adapted towards the effi cient develop-
ment of required competencies for each individual learner. This entails the use of a 
planner that collects feedback from the learner interaction with the suggested plans 
and uses this feedback to learn which parts of the plan are failing and how to recover. 
As described by Hammond [ 21 ], case-based planning (CBP) systems have the capa-
bility of learning from the interaction with the human users. They can also antici-
pate problems and learn how to avoid them. These features make CBP attractive for 
use in learning environments. 

 We also research how alternative plans which target the same goals can be repre-
sented, and retrieved based on their outcomes for different learners. The retrieved 
plans are then incrementally instantiated during execution, taking into account the 
information derived from constant performance monitoring. 
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 The objective of this article is to present a coherent framework for an on-the-fl y 
adaptive planning system for game-based learning. We do not address narrative 
theory or specifi c game design. Rather, the focus is on providing a generic model of 
the atomic learning components for an adaptive personalised planner where compe-
tencies are taught through game-based learning strategies. At all times, we attempt 
to justify our models with reference to current learning theory and state-of-the-art 
techniques in case-based planning and personalisation. 

 This research was carried out within the context of the TARGET 1  European 
Project. TARGET’s goal is to implement a new type of Technology Enhanced 
Learning (TEL) environment which shortens the time to competence for learners 
within enterprises. As such, the examples in this paper refer to learning topics such 
as innovation and project management. 

 The remaining of this paper is structured as follows. The next section summarises 
related work in personalised recommender systems for learning and related work 
that leverages the use of CBR for the purpose of supporting human learning. 
Section “Overview” presents an overview of our research direction in the fi eld of 
CBP and learning with serious games, and in section “Learning Theory Principles”, 
we show how some modern learning theories can drive the planning and story per-
sonalisation. In section “Hierarchical CBP for Personalised Learning Plans” we 
provide a detailed description of our model of hierarchical CBP for personalised 
learning plans. Section “Discussion and Future Work” presents a discussion of the 
implications of our system and some remarks on future work, and then we conclude 
in section “Conclusion”.  

    Background 

    Personalised Recommendations in Technology Enhanced 
Learning 

 There has been a growing interest in applying recommendation techniques from the 
e-commerce domain to that of technology enhanced learning. However, for effi cient 
learning, non-technical particularities of the e-learning domain must be considered. 
Previous work like [ 14 ,  32 ,  41 ] raises awareness of the differences between person-
alised recommendations in e-commerce and e-learning. The main guidelines for 
personalisation stress the importance of considering (i) the learning goal, (ii) prior 
knowledge of the learner, (iii) the learner’s model, (iv) groups of similar learners, 
(v) rated learning activities, (vi) emerging learning paths and (vii) pedagogical strat-
egies for learning. Our work considers all these aspects, and focuses on how the 
aspects captured by points (i)–(v) can be used to identify and reuse (vi)—emerging 

1   http://www.reachyourtarget.org . 
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learning paths—, by incorporating (vii)—pedagogical strategies—into the adap-
tive, personalised recommendation process. 

 TEL Recommender systems belong to three main categories, similar to their 
e-commerce ancestors: content-based, collaborative fi ltering, and hybrid [ 32 ]. 
While TEL recommenders extend classical    recommenders by considering the peda-
gogical needs of the learners rather than only the preferences, they are still subject 
to drawbacks like: cold-start problem (new learner or new item) and data spar-
sity [ 2 ]. Hybrid recommenders usually overcome part of these problems. In our 
work, we consider a hybrid approach, combining collaborative fi ltering techniques 
with case-based reasoning (CBR) recommenders, a type of content-based 
approaches [ 47 ]. However, in this paper, the main focus lies on the case-based rec-
ommendation component. Next section analyses in more detail the related work on 
CBR and human learning. 

 Another aspect of interest regarding TEL recommender systems, is the type of 
recommended material. Most of the works focus on recommending individual 
learning objects, but in [ 15 ], the authors acknowledge the need of suggesting learn-
ing paths, where the sequence of the recommended material guides the learner 
towards achieving his goals. In [ 26 ], the authors suggest an adaptive learning plan 
generator for educational hypermedia. Several alternative paths are generated by 
analysing the domain concepts ontology and the relations between educational 
resources, for example, prerequisites. The personalised learning plan is created by 
computing the suitability of each path to the learner’s profi le. This work is similar 
to ours as it uses several abstraction layers in order to extract and personalise learn-
ing plans. However, it does not use any machine learning mechanism, therefore 
constant usage of the system will not improve its performance. More over, as 
opposed to our work, this model does not consider on-the-fl y assessment and adap-
tation. Nevertheless, the work presented in [ 26 ] can be considered complimentary 
to ours and can be used in a hybrid system as a backup to the CBP approach, which 
(1) generates learning plans in case of cold-start problems like  data sparsity  and 
 new item , (2) validates the ordering of learning resources, and (3) avoids the so- 
called “conceptual holes” [ 26 ] from the learning path.  

    Case-Based Reasoning and Human Learning 

 Case-Based Reasoning (CBR) is an artifi cial intelligence paradigm that involves 
reasoning from prior experiences: it retains a memory of previous problems and 
their solutions and solves new problems by reference to that knowledge. This is the 
main difference from rule-based reasoning systems, that normally rely on general 
knowledge of a problem domain, and tend to solve problems from scratch or from 
fi rst principles. Usually, the case-based reasoner is presented with a problem 
(the current case). In order to solve it, the reasoner searches its memory of past cases 
(the case base) to fi nd and retrieve cases that most closely match the current case, by 
using similarity metrics. When a retrieved case is not identical to the current case, 
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an adaptation phase occurs. During this phase, the retrieved case is modifi ed, taking 
the differences into account [ 37 ]. Finally, the cases are retained in the case base for 
future use. These four steps are defi ned by Aamodt and Plaza [ 1 ] as Retrieve, Reuse, 
Revise, and Retain. 

 Developed from CBR, case-based planning (CBP) systems address problems 
that are represented by goals and have solutions that are plans. Like traditional case- 
based reasoners, CBP systems build new cases out of old ones. Unlike CBR sys-
tems, CBP systems put emphasis on the prediction of problems: when encountering 
a new plan, CBP systems anticipate the problems that can arise and fi nd alternative 
plans to avoid the problems. Plans are indexed by the goals satisfi ed and problems 
avoided [ 21 ]. 

 CBR for human learning purposes has been a topic of study for a number of years, 
with signifi cant developments in the fi elds of intelligent tutoring systems and adap-
tive hypermedia. The appeal of a CBR approach is partly due to its roots in cognitive 
science which focuses on modeling human problem-solving behaviour [ 39 ]. There 
are many examples in the literature of day-to-day human reasoning and planning that 
highlight the important role of previously experienced situations and of analogy in 
human problem solving [ 29 ,  43 ,  44 ]. In [ 44 ], Schank argues for a goal-based 
approach to education, in which case acquisition plays a central role. In [ 29 ], 
Kolodner suggests how CBR can enhance problem-based learning by recommend-
ing relevant problems to learners. In both goal-based and problem-based learning, 
learning occurs in the context of attempting to achieve a mission or fi nd a result. 

 The research done by Jonassen and Hernandez-Serrano [ 25 ], also supports the 
use of CBR for instructional design based on problem solving. The authors argue 
for a story-based system supported by CBR that would enable learning from other 
people’s experiences. These experiences form a case library of narratives from 
employees that describe real-life work-related problems and their solutions. Each 
experience must have a particular lesson to be learned that the user can reference in 
a similar situation. This idea resonates well with a game-based learning environ-
ment where learners’ experiences are saved in common accessible repository. 
However, we are focused on how to create a suitable learning plan, rather than on 
how to retrieve a similar narrative. 

 The ILMDA (Intelligent Learning Material Delivery Agent), designed by Soh 
and Blank [ 51 ] focuses on the learning domain of computer science of undergradu-
ates. It combines CBR with system meta-learning that demonstrating that a detailed 
analysis and adaptation of the learning process can be used to improve students’ 
results. An approach that comes closer to serious games is presented by Gomez- 
Martin et al. [ 18 ,  19 ]. They present a metaphorical simulation of the Java Virtual 
Machine to help students learn Java language compilation and reinforce their under-
standing of object-oriented programming concepts. Unlike these two systems, 
where the problems have direct mapping to the correct solution and the targeted 
domains are well defi ned, we are creating a system for use in two very complex 
domains: Project Management and Innovation. In these domains, the problems are 
open-ended and the required competences are complex and diffi cult to model. 
Therefore, our approach is to create an open environment capable of reasoning with 
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very complex, poorly structured domain knowledge. Furthermore, we focus on long 
term learning goals. For this, a single learning episode is not enough; the system 
must design consistent and coherent  learning plans . As such, we use a CBP approach 
rather than classical CBR. 

 However, none of these approaches use CBR as a recommendation engine. CBR 
can be used for recommendations as shown in [ 47 ]. Technically, the main difference 
we consider between a case-based reasoning system and a case-based recommender 
system, is that while the former imposes the top solution, the latter returns top-n 
solutions and recommends them. The inner processing done to rank the results is 
similar in both types of systems. Previous research that considered CBR for recom-
mending learning activities is presented in [ 17 ]. The work provides a simplifi ed 
CBR model, without the revision/adaptation phase. Our model extends this work by 
exploiting adaptation methodologies inspired by learning theories. More over, our 
work also looks into recommending learning paths. In [ 14 ], the authors also con-
sider case-based recommendations as a possible approach, and identify as a main 
disadvantage of the methodology the fact that “the user is limited to a pool of items 
that are similar to the items he already knows”. We argue that this problem can be 
avoided by adapting the case retrieval methodology.   

    Overview 

 In this section, we introduce the fundamental aspects of case-based reasoning as it 
pertains to the support of an adaptive learning system. These ideas will be further 
elaborated by the model presented in section “Hierarchical CBP for Personalised 
Learning Plans”. 

  In Fig.  1 , we illustrate how CBR can be incorporated into the learning process 
within a game-based learning environment. The core unit of instruction is repre-
sented by  stories  which are interactive narratives the learner engages with as he 

  Fig. 1    Proposed CBR-supported learning process       
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assumes a specifi c role, with a specifi c mission. A learning plan is composed of a 
personalised sequence of stories. The learning plan is created in a two stage process. 
First, several  abstract plan  are created and recommended, as a sequence of story 
templates. Then, the actual learning plan is instantiated incrementally, each story 
being created starting from the corresponding story template, when the plan execu-
tion thread reaches it. This process is the central focus of our paper and is described 
in more detail in the section “Hierarchical CBP for Personalised Learning Plans”. 

 Throughout a story execution, towards the achievement of his mission, the 
learner is put in various  situations  meant to develop and evaluate his competencies. 
Each story has at its core a  story template  which can accommodate several situa-
tions. In order to create a story starting from a story template, a sequence of these 
potential situations is selected, based on the learner needs and requirements. 

    The Data Repository 

 In this section, we describe the repositories that contain the competency knowledge, 
the raw learning objects and the cases. 

    The Competencies Graph 

 The term competency carries many defi nitions in the related literature [ 22 ]. The 
defi nition that matches the best the way we use and assess competencies is that they 
are a set of personal characteristics, knowledge, skills and abilities that help success-
fully perform certain tasks, actions or functions and are relatively stable across dif-
ferent situations [ 54 ]. Many companies use the IPMA Competence Baseline 2  which 
breaks project management in 46 competences, or SHL Universal Competency 
Framework 3  which defi nes the “great eight” cross-domain competencies, in order to 
model and structure the competencies of their employees. The initial TARGET com-
petency framework will use these frameworks. However, each TARGET user com-
munity will also be able to contribute to the competency framework. Thus, the set of 
competencies is very likely to become very versatile as the community of users 
represent different educational backgrounds, work history and business domains. 

 The competencies of an individual are characterised by a state of attainment 
(degree of mastery) which we call level, and which the system estimates by analys-
ing the user’s  performance . Therefore we defi ne a competency profi le as a set of 
competency-level pairs. A learner in our system has assigned both a  current compe-
tency profi le , and a  targeted competency profi le . 

 In this work, we consider the system being deployed and used within enterprises, 
each TARGET instance having its own competency representation, imposed by the 

2   http://www.ipma.ch/certifi cation/standards/Pages/ICBV3.aspx . 
3   http://www.shl.com/OurScience/Documents/SHLUniversalCompetencyFramework.pdf . 
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particular enterprise. The set of competencies is very likely to strongly differ among 
domains and communities. While the framework presented in this work could 
 theoretically fi t a Web-based online learning environment, an important research chal-
lenge would be to organise domain concepts and competencies so that they can deal 
with users of very different cultural background. One option would be the use of 
encyclopedic knowledge bases like DBpedia 4  to extract relations between concepts, 
and use this graph to create learning paths. Semantic Web technologies can be used to 
link the DBpedia concepts to the serious games annotated as learning objects meta-
data, according to [ 23 ]. For sake of generality, the only assumption we make about the 
competencies, is that from their representation, dependency (e.g. prerequisite) rela-
tions can be extracted, which would then be used to guide the learning plan creation.  

    The Learning Objects 

 The stories represent the personalised learning material that is generated for each 
learner and are part of the case base described in the next subsection. They are cre-
ated starting from story templates by the TARGET game engine. These story tem-
plates, together with the competency-training situations are stored in the Learning 
Objects Repository. The TARGET game engine has the responsibility of creating 
stories from these “raw” learning objects (story templates) by selecting the required 
competency-training situations, player roles and level, non-player characters and 
narrative thread. While the TARGET game engine and its story creation mechanism 
are outside the scope of this paper, we give in section “Story Generation Toy 
Example” a brief example of a story template and its “child” stories.  

    The Case Base 

 At the core of any CBR system is the case-base, which in this context brings together 
all the experiences created by learners using the system. In a CBR system, a case 
denotes a problem-solution pair. In our system, the problem is represented by the 
goal, preconditions and learner model, as shown in Fig.  1 . Still, depending on the 
solution, we have two kinds of cases: story cases, where the solution is a story, and 
plan cases where the solution is a plan. A plan is an ordered sequence of stories. 
Experiences are instances of stories created each time a learner plays a story, 
whereas trails are instances of plans, therefore sequences of experiences. Experiences 
and trails are used to evaluate the stories and plans respectively. On the basis of 
these defi nitions, we can formalise the case knowledge of the system as containing 
a set of knowledge assets with a story at the core. Each story holds references to the 
experiences it has seeded. The stories are interconnected into plans, which are asso-
ciated with a set of trails that link together experiences. These knowledge assets 
have associated social data created by the community, such as feedback, ranking, 

4   http://dbpedia.org . 
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peer assessment, tags, etc. Section “Hierarchical CBP for Personalised Learning 
Plans” contains the details on case representation. 

 Other knowledge that such an integrated system would use are the social network 
and the game mechanics, but their description is outside the scope of this paper.   

    Story Generation Toy Example 

 Figure  2  illustrates an example of a story template with its corresponding possible 
situations, and the competencies trained and evaluated in each situation. The situa-
tions are labeled with letters A-G. The arrows which lead from one situation to 
another show the possible fl ows of situations. For example, situation A “ Partner 
does not produce ”, can lead to one or both situations B “ Confl ict between partners ” 
and F “ Tasks not achieved or postponed ”. The dashed lines in the fi gure illustrate 
the links between situations and the related competencies. For example, situation B 
trains and evaluates  confl ict resolution . 

  For each story template, an instantiated story consists of one path through its graph 
of situations. The game engine will instantiate the story according to the requirements 
of the learner as stated by the CBP module. The story instantiations consists of: 
(i) selection of the story situations, (ii) instantiation of story parameters. Given the 
example in Fig.  2 , we can consider a user who wants to train in confl ict resolution, 
crisis management and resource planning. Then, a candidate story is created by 
switching on the situations B, C and D. To train in the required competencies, the 
learner chooses the role of project coordinator. During his experiences, the user is fi rst 
evaluated on how he handles the confl ict between the partners. Then he is evaluated on 
how he manages the situation where a partner leaves the consortium where other part-
ners have suffi cient resources to overcome the loss. Other candidate stories starting 
from the same template can be:  B  →  C  →  E , or even  B  →  C  →  E  →  F  →  G , which would 
suit a more experienced learner, or a learner who needs a more complex story. 

The lack of resources
can be supplied from
inside the consortium

Partner leaves
consortium

Restriced
funding

The consortium lacks
the missing resources

Tasks not achieved
or postponed

Partner does not
produce 

Legend

Story template

·Negotiation &
motivation skills;

·Task reschedule and reassignment;
·Time management

·Resource management;
·Crisis management;
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Competencies

Conflict between
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A

B

C

F

E

D

G

·Consortium running
a project;

·Public funds;

·Resource planning; ·Resource planning·Conflict resolution; ·Crisis management;

  Fig. 2    Example of story template and potential situations       
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 Regarding the story parameters, for the given example such a parameter would 
be the number of partners in the consortium, the number of partners involved in the 
confl ict, the personality of the non-player-characters. All these contribute to an eas-
ier or more complicated story. Having the set of needed competencies, the case- 
based planner might choose the template for the abstract plan, but in order to know 
how to instantiate the story (i.e, how to choose from the three stories we described 
above and instantiate the story parameters), it needs to know the performance of the 
user within the plan. Therefore, each story is instantiated when the plan execution 
thread reaches it.  

    Overview on Plan Generation 

 At the start of the process, the learner decides to achieve more competencies. A case 
for the case-based planner is derived from the plan goal (targeted competencies), by 
the set of possible intermediate goals (competency gap), and the plan preconditions 
(the learner model and his current competencies). 

 Drawing on this data and on the competencies knowledge, the system uses case- 
based planning to generate personalised plans for the learner. From a list of recom-
mended learning plans, the learner chooses the one he prefers. As he or she plays, 
an experience is generated and added to his or her trail. 

 Depending on the learner’s performance, the system decides if the intermediate 
competencies have been achieved. If the learner has failed to achieve them, the case- 
based planner identifi es the situation as a failure and tries to recover in two ways: 
(i) the planner anticipated the problem and will have already assigned a recovery 
plan for a particular story. If this is the case, the planner will choose the recovery plan 
with highest eligibility value; (ii) otherwise the planner will undergo a CBR process 
to recommend other stories to the learner in order to bring him or her to the required 
standard in relation to the intermediate competencies. This is similar to the process 
suggested by variation theory of learning which states that a key feature of learning 
involves experiencing that phenomenon in a new light [ 34 ]. When all the goals of the 
plan have been achieved, the trail is saved and becomes part of the case base. 

 The plan generation described above uses a case-based planning approach based 
on 4 phases. 

    Plan Retrieve 

 Starting with the goals and preconditions, the planner searches the case base to fi nd 
plans with similar descriptions, which yielded good results for the learner. In order 
to do this, the system must consider different types of knowledge and reasoning 
methods such as similarity metrics, utility metrics, statistical reasoning and collec-
tive fi ltering. An important focus of research related to this phase concerns the  new-
student problem . In this situation, the system will not yet hold enough information to 
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be able to assign a learner model to the student. In this context, a conversational CBR 
(CCBR) approach might be used. A CCBR system is used when the problem is not 
completely known and, therefore, the traditional retriever has no data to match the 
cases to. The system starts a conversation with the user, asking him questions which 
discriminate between learner models by traversing a decision tree. As the learner 
model is drawn out from this conversation, and the other problem data are known, 
the system selects the suitable cases. An even more attractive direction would be to 
adapt CCBR so that, instead of using conversations to fi gure out the learner model, 
learners are given stories to play, where the stories are chosen in such a way that the 
user’s actions lead the reasoner along the same discriminative decision tree.  

    Plan Reuse and Revise 

 The differences between the goals of retrieved plans and the goals of the current 
learner are identifi ed and used to adapt the plan. If the goal competencies are not 
similar, the competencies to be removed are identifi ed and the associated stories are 
removed from the plan. If the current targeted competencies usually entail the mas-
tery of some new competencies, the plan is adapted so that it targets these compe-
tencies. The obtained plan and stories are then analysed using domain knowledge to 
make sure that they are coherent, and revised if needed.  

    Plan Retain 

 The plan and its trail are saved in a temporary storage after it has been played by the 
learner. Then, periodically these plans and trials are analysed and fi ltered. For 
the stories which failed (eg.: the learner did not achieve the related competencies), 
the planner updates its fail expectation, and saves the recovery plan which worked. 
The recovery plan is represented by the stories the learner played until they achieved 
those competencies. At this stage, if the plan is a new one, it is assigned a utility and 
eligibility value. If the plan is a reused one, these values are updated. When a con-
tingency story has a better eligibility value than the story in the original plan, it 
replaces the story in the plan. An important challenge here is to fi lter out the plans 
and stories which are not considered relevant for future use. 

 Section “Hierarchical CBP for Personalised Learning Plans” discusses these 
stages in more detail, as well as case representation.    

    Learning Theory Principles 

 Game-based learning has pedagogical foundations in problem-based learning [ 42 ], 
experiential [ 28 ] and inquiry-based learning [ 3 ]. More-over, they are also able to 
support other types of learning strategies because the content of the learning 
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material is highly customisable, simulating real life situations, and capturing the 
learners’ actions when they are faced with various tasks. This section describes 
some learning principles inspired by modern learning theories, that can be sup-
ported by the case-based planner overviewed in the previous section. 

    Principles of Linking Stories in a Learning Plan 

 The learning plan must be created so that the fl ow of stories the user engages with, 
lead him to the targeted competencies. For the creation of the learning plan we must 
consider the fact that the way learning episodes relate to each other is very impor-
tant in order to keep the learner motivated and on the fl ow. There are several aspects 
which we focus on in creating the learning plans. First of all, we have to consider if 
there exists a domain model where possible competencies are represented and have 
specifi c relations between them (e.g. decomposition, prerequisites, constraints). 
These relations are extracted from the Competencies Graph illustrated in Fig.  1  and 
they guide the ordering of the story templates in the abstract plan. 

 Secondly, it is important that the learning plan builds new competencies on top 
of existing ones. Following this principle, the competencies are developed both 
horizontally and vertically. By horizontally we mean the development and associa-
tion of new competencies from existing ones, and by vertically we mean reaching 
higher levels of mastery in a competency. Thus, in the learning plan the story com-
plexity and the diffi culty will increase as the user performs. 

 The third principle is that learning needs practice, and often recursiveness and/or 
repetition. The  variation theory of learning  [ 34 ] and the  cognitive fl exibility the-
ory  [ 53 ] argue that practice of the same thing in different contexts, not pure repeti-
tion, leads to better learning outcomes. Following this principle, a learning plan 
should train the same competency in typical but varied situations until the learner 
reaches the desired level and also subject him to at least one atypical situation. 

 While in the case of case-based planning the plans are usually extracted from the 
case-base, these principles must be enforced (1). in the case of  data-sparsity  prob-
lem when plans must be built from scratch for example in a manner close to [ 26 ] 
and (2). when new learning plans are obtained as adaptations of existing ones, in the 
“revise” stage of the CBP process.  

    Principles for Personalised Story Recommendation 

 Besides plan generation, we use a case-based reasoner to recommend stories which 
might help the learner get over the stages where he or she gets stuck in the learning 
process. When the learner fails to achieve the supposed intermediate goals, the 
planner detects a fail. This failure might be interpreted by the planner as either an 
expectation failure or plan failure. A learner might get stuck in a game by not 
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making any relevant progress, which can lead to frustration. The learner is assessed 
on-the- fl y [ 45 ], his actions being evidences for competency assessment, as well as 
for his emotional state [ 4 ]. This embedded formative assessment can guide the story 
personalisation. In this case, the case-based reasoner suggests targeted stories or 
story episodes, starting from one which poses problems to the learner, but adapted 
based on the variation patterns from  variation theory of learning . 

 The proponents of the variation theory of learning defi ne four main patterns of 
variation that facilitate learning [ 33 ]: (i)  contrast —experience the world with or 
without the property of interest; (ii)  generalisation —experience various worlds 
containing the object of interest; (iii)  separation —experience the property of inter-
est by varying it while other aspects stay the same; (iv)  fusion —experience related 
or dependent properties of interest simultaneously. Therefore, these dimensions of 
variation can be employed by the case-based recommender in the adaptation stage 
of the CBR process. A preliminary study on how variation theory can be imple-
mented in a serious games scenario is presented in [ 40 ]. 

 The case-base can be used to also recommend similar experiences of other learn-
ers. This enables the environment to integrate  case-based learning (CBL)  5  [ 20 ]. 
CBL allows the students to view how others act, analyse and compare with their 
own actions and has already been successfully used in serious games. 

 In addition, the system should show the learner graphs and statistics on their 
performance and their learning patterns. In this way, learners have the chance to 
analyse their overall progress and how it was achieved, and thereby have facilitated 
 meta-learning  [ 35 ], a process of being aware and taking control of one’s own 
learning.   

    Hierarchical CBP for Personalised Learning Plans 

    Reasoning with Abstraction to Build Learning Plans 

 In a game-based learning environment, a learning plan is an ordered list of stories 
meant to support the learner until he reaches the desired competency profi le. The 
learning plan has to be adapted to the learner data like age, gender, cultural back-
ground. As well, it has to dynamically adapt based on the learner performances 
within the plan. This means that the planner does not have enough knowledge to 
create the whole plan in the initial stage of the planning. Therefore, at this stage 
several abstract plans are created, as sequences of story templates, and the learner 
can choose which one to execute. The story instances are created on-the-fl y based 
on the story templates as the plan execution thread reaches them. At this stage the 

5   Please note that although case-based learning uses similar wording as case-based reasoning, we 
use it here to denote a human learning and teaching strategy, and has nothing to do with machine 
processes. 
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system has accumulated knowledge from the user’s performances so far, and can 
individualise each story. 

 This methodology is inspired from the use of abstraction in case-based reason-
ing. By using abstraction, the less relevant features of a problem description are 
ignored in a fi rst stage, leading to an abstract solution. Then, as the ignored features 
of the problem are being considered, the fi nal concrete solution is derived from the 
abstract one [ 5 ]. In our case, the reasoner does not ignore features of the problem, 
but has to reason with an incomplete problem, which becomes complete as the solu-
tion is executed. 

  Following this hierarchical model, the abstract cases solve the problem require-
ments related to competency needs and learner profi le data, by suggesting several 
abstract plans. The concrete cases have the problem enriched with the learner’s 
performances, and therefore the solution is an iteratively created concrete learning 
plan. The two types of cases are represented in Fig.  3 .  

    Hierarchical Case-Based Planning 

 For planning on several layers of abstraction, many terms have been used in litera-
ture, the most common ones being hierarchical case-based reasoning [ 49 ] and strati-
fi ed case-based reasoning [ 9 ]. The basic idea is that in the hierarchy of cases, only 
the “leaf” cases are concrete, and all the other nodes are “abstract cases”. The stud-
ies presented in [ 6 ,  9 ,  49 ], to name just a few, prove the advantages of this approach. 
Compared to classical case-based planning, it shows signifi cant improvements in 
effi ciency of retrieval and adaptation. 

 There are still differences in these approaches. In some of them, the abstract cases 
are created by abstraction and generalisation [ 1 ] of concrete cases. This is a bottom-
up process which consists of merging concrete cases based on similar features. 
These are then discriminated based on their specifi c features, obtaining a hierarchi-
cal tree structure. In these systems the plans are retrieved entirely, and the new solu-
tions are created by adapting them, e.g., in the PARIS system [ 6 ]. Other approaches 
create the abstract cases starting from task or goal decomposition. The concrete 
cases are the atomic actions which cannot be decomposed any more. The work 
described in [ 31 ] uses such an approach. In these type of systems, each planning step 

Abstract Case

Current competences level;
Targeted competences level;
Profile data, preferences, history,
learner model data;

Current competences level;
Targeted competences level;
Profile data, preferences, history,
learner model data;
Performance;

Personalized concrete
learning plan

Trace and
Performance

Recommended abstract
learning plans

Abstract Problem Abstract Solution Concrete Problem Concrete Solution

Concrete Case

Outcome

  Fig. 3    Single case components       
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is retrieved individually and then they are integrated to form the adapted solution. 
Another system, Déjà-Vu [ 49 ], combines the two types of hierarchies. 

 In our research, each planning step (a story instantiation) is not retrieved indi-
vidually but is adapted by the user’s previous interactions. Hence in our approach 
plan instantiation and the fi nal steps of plan adaptation occur together. Generated 
abstract plans are presented to the user and he makes the choice of which one to 
follow. Every story generation is directly followed by user execution and system 
evaluation. The results are used to create new tasks for the subsequent steps. 

 In our solution, there are two levels of abstraction. In the systems which use 
abstraction it is common that the depth of the hierarchy is fl exible, as the abstract 
cases are generated dynamically as soon as new cases share common features. The 
results of [ 9 ] show a signifi cant improvement in effi ciency when 3–4 levels of 
abstractions are used. If this proves to be valid in our system too, we will consider 
the option of using dynamic abstraction within each of the two current layers.  

    Abstract Plans 

    Abstract Case Representation 

 In order to represent the abstract cases we have to consider that there can exist mul-
tiple learning plans achieving the same learning goals. Consequently, all the plans 
which have similar initial states and goals are grouped under the same root. Then a 
description node is created for each abstract plan. This description node contains the 
users who executed the plan in the past, and a summary of their experiences (the 
plan outcome). This abstract plan outcome includes information like the time 
the user needed to complete the plan, the average number of story repetitions, and 
the performances. It is important to note that this summary, although part of the 
abstract case representation, is extracted from the concrete layer. This way, we com-
pensate for the loss of information which is inherent in reasoning with abstract 
cases [ 6 ]. Including this information in the description node gives us the possibility 
of combining CBR with collective fi ltering. In this scenario, collective performance 
information from similar learners will help in ranking candidate cases. The model 
also supports the inclusion in the description of learners who were recommended 
the plan but did not choose to execute it. This information lends itself to providing 
explanations (e.g. 8 out of 10 learners selected this plan, 6 out of 8 learners com-
pleted this plan). 

 The description nodes have as children the abstract plans they describe. This 
hierarchy is illustrated in Fig.  4 . As mentioned in section “Overview”, an abstract 
plan is a list of story templates. In Fig.  4 , the abstract plan 1 is composed of the story 
templates  ST 1  →   ST 2  →   ST 3, and the abstract plan 2 is  ST 4  →   ST 3. 

  The fi gure shows that the learners  Learner 1 ,  Learner 2  and  Learner 3  have simi-
lar initial and goal competency states. Still, both  Learner 1  and  Learner 2  chose the 
 Abstract plan 1 , while  Learner 3  chose  Abstract plan 2 . Let us defi ne the initial 

A Framework for Personalised Learning-Plan Recommendations…



114

competency state as  (confl ict resolution, beginner), (negotiation, average), 
(crisis management, beginner), (resource planning, upper average)  and the goal 
competency state as  (confl ict resolution, average), (crisis management, average), 
(resource planning, expert) . Then, the story template illustrated in Fig.  2  is a good 
candidate for being part of the two abstract plans. Moreover, since it brings together 
all the goal competencies, it is a good candidate for being  ST3 . 

 Each story template in the abstract plan, has assigned the competencies it has to 
train and evaluate within that plan, and an initial set of tasks, based on the available 
knowledge about the learner. For example, let us consider the story template in 
Fig.  2  is labeled  ST3  in Fig.  4 . Then, within the two abstract plans, the template is 
assigned the tasks to select situations which match  confl ict resolution, negotiation, 
crisis management  and  resource planning , since these are the competencies it was 
chosen for, even if it can support situations addressing other competencies as well. 

 This information is kept latent until the instantiation process, when the story is 
created. It can be seen as an explanation why the template is part of the abstract 
plan. Still, this data is not enough for a personalised story. To personalise the story, 
more tasks to fulfi ll are assigned to the template as described later in sec-
tion “Planning on First Principles”.  

    Abstract Plan Retrieval and Reuse 

 The retrieval of the abstract learning plan is a top-bottom traversal of the tree pre-
sented in Fig.  4 . This consists of two main steps: during the fi rst step the system 
matches the current problem’s initial state and goal to existing cases in the case 
base. Considering Fig.  4 , this stage retrieves a set of nodes from the fi rst level. 

 During the second step the system fi rst retrieves the child nodes of the nodes 
returned after the fi rst step. Then, for each such child it computes a  suitability  value, 

Abstract case description

Abstract solutions

Abstract Plan 1 outcome Abstract Plan 1 outcome Abstract Plan 2 outcome

Abstract Plan1 Abstract Plan 2

Learner 1 Learner 2

Initial Competence State1,
Goal Competence State1

ST1 ST2 ST3 ST4

Learner 3

  Fig. 4    Abstract case representation; ST—story template       
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rather than a similarity value. The suitability value takes into consideration the 
learner similarity, the plan outcome for him and as well adaptation complexity [ 48 ]. 

 After the most suitable abstract plans are retrieved, they are adapted so that they 
fulfi ll all the problem’s requests: they fi t the learner, his current competency profi le 
as well as his targeted competencies. The adaptation consists of adding/removing/
replacing story templates from the original abstract plan. At this stage, the system 
has to make sure that the order of trained competencies and story templates respects 
the constraints described in section “Learning Theory Principles”.   

    Concrete Cases 

    Concrete Case Representation 

 Concrete case representation inherits from hierarchical representation used by 
Smyth et al. in Déjà-Vu [ 49 ]. The similarity comes from the fact that stories are 
generated step by step, therefore the fi nal concrete solution is obtained by integrat-
ing the individual stories. Still, our suggested planner executes each step before 
instantiating the next. Both approaches permit multiple case reuse, which means 
that each planning step can be retrieved and reused from multiple cases. 

  As described in Fig.  3 , a component of the concrete problem is the set of previ-
ous user performances. Therefore, a learning plan that has been even partially exe-
cuted by the learner is stored along with its performance score as a plan trace. The 
performances are analysed and depending on the result, the system selects and tai-
lors the next story to play. Figure  5  shows the concrete plans layer, standing between 
the abstract plans layer and performance layer. 

ST1 ST2 ST3

ST4

S1 S2 S3

S3aS4S1a

P1a

P1

P4

P2

P3b

P3

P3aP2a
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templates

Concrete plans -
stories

Traces - performances

solution execution

  Fig. 5    Learning plans hierarchy; ST—story template; S—story; P—performance       
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 In the example in the fi gure, there are two abstract plans:  ST1   →   ST2   →   ST3 , 
and  ST4   →   ST3 . The fi rst abstract plan has two instantiations, i.e., two concrete 
learning plans:  S1   →   S2   →   S3  and  S1a   →   S2   →   S3a . The second abstract plan has 
only one instantiation in the case base:  S4   →   S3a . The arrows from the abstract plan 
to the concrete plan show how the story templates have been instantiated. For exam-
ple,  ST1  was instantiated creating  S1  and  S1a , while  ST2  was instantiated only once, 
in  S2 , this story being selected for two concrete plans. 

 The third layer shows how each concrete plan forms a trace as it is being exe-
cuted. For example, the concrete plan  S1   →   S2   →   S3 , was executed once, leading 
to the trace:  P1   →   P2   →   P3 . The vertical arrows show how each story was instanti-
ated by being played by a user and leading to a performance. For instance, the story 
 S2  was executed twice, leading to the performances  P2  and  P2a . 

 Let us consider the example in section “Story Generation Toy Example”, with 
two learners,  L1  and  L2 . Because they have similar current and targeted competen-
cies, they are recommended the same abstract plan:  ST1   →   ST2   →   ST3 . Let us 
further consider that the story template in Fig.  2  is labeled  ST3  in Fig.  5 . Before the 
instantiation of  ST3 , the learner  L1  has executed two stories,  S1  and  S2 , with per-
formances  P1  and  P2 . At the same stage, the learner  L2  has executed the stories  S1a  
and  S2  with performances  P1a  and  P2a , respectively. As the planner analyses the 
performances,  L1  seems to make a good progress and successfully execute the 
tasks is short time. The planner can then decide to instantiate the  ST3  template to a 
complex story, therefore creating story  S3  as the fl ow of situations 
 B → C → E → F → G . To make the story challenging, the planner also chooses to 
enforce a large consortium, with a spread confl ict which determines a key partner 
to leave and cause a big resource gap. At the same time, if learner  L2  has a slow 
progress, with blockages and long idle times, the system can decide to instantiate 
 ST3  into  S3a  as the fl ow of situations  B → C → D . To make the story accessible, it 
defi nes a consortium of 4–5 partners with only two confl icting partners. A partner 
with a low contribution has to leave, and the lost resources can be covered from 
within the remaining consortium.  

    Planning on First Principles 

 The learning plan is created step by step, by instantiating the story templates of the 
abstract plan, at the moment they are needed or when the learner requests it. 

 In order to create the next story, the system needs to interpret the previous perfor-
mances and modify the remainder of the plan accordingly. Algorithm 1 illustrates 
how this is done. It uses a task creation and distribution mechanism shown in 
Algorithm 2: after a performance has been analysed a list of tasks is created. If the 
learner failed to reach the level planned for the current story, the planner can recom-
mend him to replay a variation of the same story with a different diffi culty level. 
Otherwise, the planner sends the package of tasks to the fi rst subsequent story tem-
plate. The story template keeps for itself the tasks which it can achieve and sends the 
rest further to the subsequent template in the plan, and so on. In case a story template 
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cannot satisfy any new task, it is considered that it needs no further personalisation, 
and it is instantiated based on its initial set of tasks, set by the abstract plan. 

  An example of the concrete-plan creation process based on the task distribution 
is presented in Fig.  6 . The dashed arrows in the fi gure show how each performance 
triggers the delivery of tasks to the subsequent story template, which keeps for itself 
the tasks it can achieve and sends the rest forward. 

 As an example, let us consider that the story template  ST3  represents the story 
template illustrated in section “Story Generation Toy Example”, Fig.  2 . The tem-
plate receives the tasks  T1  and  T3  due to the performance  P1 .  T1  states that the 
complexity of the story should be high, and  T3  requires that the  team management  
competency should be approached so that it suits a beginner.  ST3  receives the two 
tasks but, because  T3  refers to a competency the story template cannot address, it 
can only keep  T1 .  T3  is sent further to the next story template. Due to previous per-
formance  P2a ,  ST3  also receives tasks  T5  and  T6 .  T5  states that the competency 
 crisis management  should be approached so that it suits an average level learner.  T6  
states that the set of competencies needed to successfully achieve the story mission 
must include the learner’s targeted competencies, but not exclusively. 

 When  ST3  needs to be instantiated, it has to consider therefore the tasks  T1 , 
 T5 and  T6 . Because of  T1  and  T6 , the story is created so that it brings a large number 
of situations. Because of  T5 , the situations have to be chosen and adapted so that 
 crisis management  is required in many situations, but not very demanding. This 
requirements lead to the instantiation of story  S3  as the fl ow of situations 
 B  →  C  →  E  →  F  →  G  with parameters instantiated so that situations  C  and  G  cannot 
be handled unless the learner has an average level of profi ciency in crisis manage-
ment (due to  T5 ).  

    Using CBP Adaptation Techniques to Create Concrete Plans 

 The way the stories are created at this step from the story templates, can be either 
based on fi rst-principles, or using one of the case-based-planning adaptation tech-
niques like  derivational  or  transformational analogy  [ 12 ,  36 ,  52 ]. When the stories 
are generated on fi rst-principles planning, then the system does not need to retrieve 
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  Fig. 6    Plan instantiation example       
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concrete plans from the case-base. They are created starting from the abstract plan, 
using only domain knowledge. All the knowledge about how the tasks are generated 
from performances is needed. As well, how to instantiate a story starting from a 
story template and a set of tasks. 

 The transformational approach relies on the fact that the system saves entire 
plans and the new solution is created by reusing the old solution. When such an 
approach is used, then the system does not care to learn about tasks. If the old sto-
ry’s performance was partially similar to the current story’s performance, then the 
system adapts the next story in the old plan to achieve the new story. In this approach 
domain knowledge is needed to be able to adapt the old story to the new previous 
performance. 

 On the other hand, using the derivational analogy, the cases are adapted based on 
the way the old solution has been built. Here, the system does not save the entire 
plans, but the decisions taken which lead to the plan generation. In our case, this 
would mean that the system does not need to know the stories, it is only interested 
in the tasks which led to their generation. If the old story’s performance was par-
tially similar to the current story’s performance, then the system adapts the old set 
of tasks and creates the new tasks. Using these tasks, it generates the story. Here, 
the system needs domain knowledge on how to integrate the tasks in the story 
creation. 

 The transformational approach can be used when the sequence of story templates 
in the new plan is similar to the old plan, and there is a high chance that the new 
learner performs similar to the previous learner. Because this situation is unlikely to 
happen too often, we suggest the derivational analogy as being more appropriate for 
our problem. Its proven advantage is that it provides more fl exibility, because the 
planner can replay the derivational trace relative to the new problem [ 36 ]. In our 
case, the derivational trace is represented by the tasks, and because the tasks are not 
dependent on the next stories, they indeed can be applied to the new plan. Another 
advantage of derivational approach is that it can be used with introspective case- 
based planning in order to prune fruitless past tasks. 

 Still, research and evaluation of the possible approaches has to be done before 
the best fi tted solution can be selected.    

    Discussion and Future Work 

 By now, we have presented how learning plans are created for the learners and 
adapted to match their needs and performances. Another crucial part of case-based 
systems is the retain phase, during which the system adds the new cases to the case- 
base. The case base should avoid redundancy and be kept at a size which does not 
negatively infl uence the retrieval and adaptation effi ciency. For this, we propose to 
keep all the traces and experiences in a separate storage, and then periodically carry 
out maintenance analysis [ 46 ] to make sure that only the cases which bring value to 
the case-base are retained. 
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 Keeping the traces of successful and failed plans allows us to analyse the features 
and feature weighting that are leading to unsuccessful retrievals. Introspective learn-
ing techniques for feature weighting are designed to increase or decrease the weights 
of selected case features on the basis of problem solving performance [ 7 ]. Such 
techniques have also been used to facilitate easier adaptation of cases [ 30 ]. Analysing 
the repository of plan traces using introspective learning should allow us to improve 
the retrieval of abstract cases and their adaptation to the learner context. 

 An important aspect of game-based learning that does not make the focus of this 
paper is related to user’s performance assessment. This process is the focus of 
another component in the TARGET system, which models the relations between 
competencies and situations (i.e. the dashed lines in Fig.  2 ). The user’s execution 
during a situation stands as evidence of his level of mastery of the related competen-
cies. The way of automatically interpreting these evidences, assessing the user’s 
competencies and fi nally student modelling is a challenging research direction on 
its own. One possible solution would be the use of dynamic belief networks, where 
the relations between competencies and situations are represented as probabilistic 
relationships, as suggested by Reye in [ 38 ]. 

 Throughout this paper we mention the user data like age, gender and geographi-
cal details to be used for fi nding the suitable plan. Although it has been proven that 
cultural background, age and gender might infl uence a person’s way of learning, we 
have to analyse if this data is relevant in our system. Therefore, we will use this data 
only for analysis during the early stages of the case base. If the analysis of cases 
proves any relation between learning and these parameters, we will consider them 
for plan retrieval. 

 Another aspect we have to consider when plans and stories are recommended is 
diversity [ 50 ]. We need diversity both for the learner and for the system. For the 
learner, it is important that recommended plans are varied and do not overlap with 
the user’s already executed plans. For the system, it is important that it explores the 
effi cacy of new plans as well, not only relying on old highly evaluated ones. 

 While the goal of this paper was to present a model of CBP and online learning 
using serious games, we should discuss our plans for implementation and evalua-
tion. This work is being developed as part of the large European project TARGET, 
which contains academic and industrial partners and the case-based recommenda-
tion engine will be evaluated iteratively in small user trials, as well as fully inte-
grated with the other components of the TARGET system.  

    Conclusion 

 We have presented a methodological framework for creating personalised learning 
plans based on serious games—interactive narratives designed to teach particular 
competencies. We justifi ed our reasons for proposing a novel a case-based planning 
approach and described in detail our hierarchical case structure and our iterative 
retrieval and adaptation process. We proposed that the learning process can be 
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continuously adapted for each individual learner. We showed how alternative plans 
which target the same goals can be represented, and retrieved based on their out-
comes for different learners. The retrieved plans are then adapted on-the-fl y, based 
on an evaluation of the learner’s performance. We proposed a hierarchical planning 
methodology which enables the planner to retrieve and personalise the learning plan 
for each user. We also examined how plan traces from all learners can be exploited 
to improve the case-base of learning plans. This work is being developed as part of 
the European project TARGET and will be evaluated iteratively in small user trials.     
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Abstract There is agreement in the literature that affect influences learning. In turn, 
addressing affective issues in the recommendation process has shown their ability to 
increase the performance of recommender systems in non-educational scenarios. In 
our work, we combine both research lines and describe the SAERS approach to model 
affective educational recommendations. This affective recommendation model has 
been initially validated with the application of the TORMES methodology to specific 
educational settings. We report 29 recommendations elicited in 12 scenarios by apply-
ing this methodology. Moreover, a UML formalized version of the recommendations 
model which can describe the recommendations elicited is presented in the paper.

Keywords Affective computing • Educational recommender systems •
Recommendation model • Semantic affective educational recommender systems

 Introduction

Affective issues have been modeled to personalize systems that account for the 
affective states of users. Two competing modeling approaches exist to study the 
affect: (1) the categorical representation of discrete states in terms of a universal 
emotions model assuming that affective experiences can be consistently described 
by unique terms between and within individuals, and (2) the dimensional represen-
tation of affective experiences which assumes that the affect can be broken down 
into a set of dimensions. As to the former, several authors have proposed their own 
set of universal emotions, being probably Ekman’s work the most popular [15]. 
Regarding the latter, the dimensional model was introduced by Mehrabian [26] as 
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the pleasure-arousal-dominance space, which describes each emotional state as a 
point in a three-dimensional space.

From the educational point of view, there is agreement in the literature that affect 
influences learning (see section “Related Research”). Moreover, from the recom-
mender system field, several experiments have shown some improvements when 
considering affective issues in the recommendation process [2, 22, 32, 44, 49].

In a previous work [38] we introduced the discussions, from the modeling view-
point, of how to deal with affective issues in the recommendation process in educa-
tional scenarios. The approach follows a generic and interoperable perspective by 
extending Semantic Educational Recommender Systems (SERS) so that they are 
able to deal with the emotional state of the learner. In this paper we deepen the 
modeling of affective recommendations and present the resulting formalized ver-
sion of the recommendations model in UML, which has been improved to account 
for an experience focused on modeling affective recommendations elicited with 
TORMES methodology.

The paper is structured as follows. First, we present related research, comment-
ing on how affective issues are managed in learning environments, introducing how 
emotions are considered in recommender systems, and finally reporting examples 
of recommender systems that deal with affective issues in educational scenarios. 
Then, we introduce the SEARS approach and its modeling issues, highlighting its 
interoperability features with existing e-learning services. Thereafter, we present 
the application of the TORMES methodology to elicit affective educational- oriented 
recommendations in several educational settings and present the feedback received 
by 12 educators who were asked to validate 29 recommendations elicited in 12 sce-
narios. Following, we present the UML description of the SAERS. Finally, we dis-
cuss the findings, present some conclusions and outline future work. This research 
is framed in the context of the MAMIPEC project [40].

 Related Research

In the last decade, the feedback between e-learning and pedagogical research on the 
interplay between affect and learning has been of benefit to both [30]. The effective-
ness of intelligent tutoring systems, which have traditionally focused on the diagno-
sis and amendment of cognitive errors of students while learning, can be improved 
by considering the affective dimension [12, 33, 42]. Tutoring systems have been 
enriched with e-learning materials that are pleasant, enjoyable, motivating, etc., in
brief, designed to favor a positive affective attitude towards learning [5]. In this 
context, affective modeling [10], a sub-area of affective computing [29], involves 
detection of users’ emotion and adaptation of the system response to the users’ emo-
tional state. Affect detection is usually the result of human observation [47] or anal-
ysis of hardware sensor data [3, 51]. Multidisciplinary research is thus an outstanding 
characteristic of this emerging and promising field, as illustrated elsewhere [7, 51].

Thus, affective e-learning systems face two complex tasks: detecting affective 
states in learners, and reacting appropriately to these states when intervention is 
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suited to support the affective dimension of learning [43]. Ideally the reaction 
should be adapted both to the individual student and to the learning context, and 
should be consistent with a long-term instruction strategy [7] that considers stu-
dents’ evolving characteristics. Thereby, the literature about affective e-learning 
addresses mainly three topics.

The first one is detecting relevant emotions in educational settings. In affective 
e-learning, the student interactions with the e-learning platform have to be dynami-
cally collected focusing on data relevant to the learning progress and on behaviors that 
can be seen as affect expressions (e.g. inappropriate task strategies, procedural errors, 
misconceptions, problem-solving behavior, questionnaire responses, time spent on 
hints, number of hints selected, etc.). Additionally, physiological parameters that can 
be disturbed by affective states can be monitored through technology common to other 
affective modeling areas (e.g. heart rate sensors embedded within office chairs [1]). In 
particular, physiological sensors can detect internal changes [28], eye positions and 
eye movement can be measured with an eye tracker [13], user physical actions can be 
observed in an unobtrusively manner, such as from keyboard and mouse interactions 
[16], facial and vocal spontaneous expressions [54] or gestures [24]. Combinations of 
multiple sources of data and contextual information have improved the performance 
of affect recognition [54]. In this context, machine-learning techniques can be used to 
discover correlations between affect (e.g. revealed in a post-survey) and observable 
behavior [20], such as correlations between either emotion indicators or learning atti-
tudes [47] or between student behavior and emotional state [3, 51].

The second topic deals with integrating affective issues in learner models, which 
is an area that has received a great interest in recent years as a wide range of affec-
tive variables have been assessed within interactive learning environments, such as 
emotional valence (positive or negative emotions), Ekman’s basic emotions (e.g. 
anger, happiness, and fear), cognitively complex states (e.g. joy and shame) or
recently to more cognitive-affective states that are more specific to the educational 
domain (e.g. boredom, frustration, and uncertainty) [14].

Moreover, personality characteristics—commonly measured with the Five Factor 
Model FFM [18]—account for the individual differences of emotions in motivation 
and decision making [53]. For instance, students’ personality characteristics impact 
on how students respond to attempts to provide affective scaffolding [33]. Moreover, 
the learner modeling has to be sensitive to the complex relationship among affect, 
meta-cognition and learning [45].

The third and last topic focuses on defining pedagogical interventions in response 
to student emotional states. Affective learning is still an open discipline, relying on 
general theories, such as constructivist theories, that provide no clear guidelines 
about instructional practice. It is difficult to determine how best to respond to an 
individual’s affective state [33], so there are open issues to be investigated, such as 
at which emotion state will the learners need help from tutors and systems [44]. To 
answer this question, observational techniques on tutoring actions can be carried out 
to facilitate the externalization of the tutors’ decision-making processes during the 
tutoring support [30]. Given the lack of solid and widely accepted theories, peda-
gogical interventions are normally based on heuristics that are defined ad-hoc for 
each particular tutor. These interventions do not only depend on the current 
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emotional state of the student but are also customized for each student and each 
context via a learner model [30, 33]. Besides including general heuristics, affective
e- learning systems often make use of machine learning optimization algorithms to 
search for strategies to give affective support adapted to individual students [4]. In 
this context, different pedagogical intervention approaches can be found in the lit-
erature: (1) Basing intervention on emotionally animated agents that play the role of
affective mirrors or empathetic learning companions [5, 6, 9, 48, 52], or give realism 
to the interaction with a virtual tutor as in [27]; (2) Teaching meta-affective or meta-
cognitive skills about emotion management strategies or affect awareness [7, 44]; and 
(3) Handling emotions by means of two strategies [7]: (a) emotional induction, when 
promoting positive emotions while engaged in a learning activity, and (b) emotional 
suppression, when the focus on an existing emotion disrupts the learning process.

In this context, to date there have been a few recommender systems in edu-
cational scenarios that have considered affective issues. They have been used to  
(1) recommend courses according to the inferred emotional information about the user 
[19], (2) customize delivered learning materials depending on the learner emotional 
state and learning context [43] and (3) provide the list of most suitable resources 
given the learner affective state, provided that the learner fills in (a) her current 
affective state (flow, frustrated, etc.) and (b) her learning objectives [23]. These 
systems are typical applications of recommender systems in the educational domain, 
which mainly focus on recommending courses or content [25, 37, 50]. Furthermore, 
as for interoperability issues are concerned, although most recommenders are stand- 
alone applications, the third system (i.e. [23]) shows recent efforts being made to 
integrate affective recommendation support with existing e-learning services. This 
is in line with the SAERS approach presented in the next section.

In summary, works in several related fields suggest that educational recommender 
systems (as part of e-learning systems) can benefit from managing learners’ affective 
state in the recommendation process. From the aforementioned key research ques-
tions, in this paper we address how educational recommender systems can model the 
affective issues involved during the learning process, considering that this modeling 
has to be managed and integrated with the rest of existing e-learning services. 
Moreover, given the open issues in affective learning theories, the heuristic knowledge 
that is applied in everyday instruction practice in learning institutions might be of 
great importance. As for the current literature on this topic, large parts of this knowl-
edge have not yet been collected. For this, we propose the involvement of educators in 
order to carry out an exhaustive and methodical compilation of heuristics concerning 
affective learning, as already suggested in the literature (e.g., see [30]), by applying a 
user-centered methodological approach combined with data mining techniques [39]. 
To this end, we are using the TORMES methodology [36], as described below.

 Semantic Affective Educational Recommender Systems

To address the aforementioned key research issues, we have investigated the devel-
opment of Semantic Affective Educational Recommender Systems (SAERS), 
which take advantage of existing standards and specifications to facilitate 
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interoperability with external components. In particular, in this section we present 
the modeling issues involved in their development. To support the required semantic 
characterization and guarantee interoperability, existing standards and specifica-
tions should be used. Thus, the information exchanged by the different components 
involved in the SAERS approach can take advantage of existing standards and spec-
ifications from IMS, ISO and W3C, integrating meaningful stand-alone XML frag-
ments from those specifications. In [35] it was discussed which standards and 
specifications are applicable to describe the different attributes defined in the SERS 
recommendation model. In addition to those already reported, to deal with the emo-
tional information, the Emotion Markup Language (EmotionML) [43] proposed by 
the W3C can be used to allow a technological component to represent and process 
emotional data, and to enable interoperability between different technological com-
ponents processing these data.

Thus, the SAERS approach [38] is an extension of SERS [35] to deal with affec-
tive issues in a multimodal enriched environment where sensors and actuators are 
key to collect and produce learners’ interaction data. This extension involves issues 
that deal with: (1) user centered design of recommendations, (2) enrichment of the 
recommendation model and (3) definition of new services in the architecture to sup-
port new functionalities to cover the detection of emotions and the provision of 
emotional feedback in a multimodal environment. As in SERS, SAERS enriches the 
recommendation opportunities of educational recommender systems, going beyond 
the aforementioned typical course or content recommendations. In fact, in this 
approach, both passive (e.g. reading) and active (e.g. contributing) actions on any 
e-learning system object (e.g. content, forum message, calendar event, blog post,
etc.) can be recommended to improve the learning performance, in as much as they 
are related to educational issues involved [39].

To support the required interoperability SAERS design follows the principles of 
a service-oriented architecture [11]. The different components involved in the archi-
tecture, shown in Fig. 1 using the UML syntax for component diagrams, encapsulate 
categories of functionalities to be offered as reusable services. The diagram shows 
the behavior of the main components defined in terms of both provided (symbol ⃝ ) 
and required (symbol С) service interfaces exposed via ports (symbol  ⃞ ). Some of 
the components exhibit an internal structure where subcontracting of services is 
represented by means of delegation connectors. These components are: (1) Learning 
Environment Interface, concerning the interface through which the learner carries 
out the educational tasks with a certain interaction agent (i.e. a device) in an envi-
ronment where there are information flows from sensors and actuators; (2) Learner 
Profile, responsible for modeling learner needs, interests, preferences, progress, 
competences, affective states, etc.; (3) Interaction Agent Model, responsible for 
modeling the capabilities and configuration information of the interaction agent 
used by the learner to access the course space; (4) SAERS admin, which supports 
the recommendations design; (5) SAERS server, which is the reasoning component 
and implements a recommendation knowledge-based system, and (6) Learning 
context, which gathers the interaction data from different sources, such as interac-
tion agent, learning environment and emotional information gathered from sensors. 
In particular, the latter consists of the Emotional Data Processor with the 
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following subcomponents: (a) Low Level Emotional Data Processor, which 
 collects the input from emotional data available such as physiological data, eye posi-
tions and movements and physical interactions of the user (movements of the mouse, 
uses of the keyboard, voice or gestures) and (b) Multimodal Emotional Detector, 
which combines different sources of emotional data gathered to recognize the emo-
tional state of the learner.

In the SAERS approach the learner of a course in an e-learning system is placed 
in a rich environment where sensors (defined in a general term) get data from her 
interactions and actuators provide personalized responses through a given interac-
tion agent (e.g. PC, laptop, mobile, etc.), which might be combined with assistive 
technology (e.g. Braille line, speech recognition software, screen magnifier, among
others) when the user requires some accessibility support.

To broadly understand the system dynamics let us assume that at a certain point 
during the learning process, a recommendation request is received by the SAERS 
server for a specific learner with details about her context in the learning 

Fig. 1 Main components in the SAERS approach
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environment, the interaction agent and affective state. To attend the request, the 
SAERS server requests additional data about the user and the capabilities of the 
interaction agent to the corresponding models (i.e. Learner Profile and Interaction 
Agent), as well as from the context of the user. This information is managed by the 
Learning Context, which processes the information about (a) the configuration and 
tracking of the interaction agent (b) the emotional state of the user, which is com-
puted from the data received by the Emotional Data Processor and (c) interaction 
data in the learning environment. With this information, the reasoning component 
(SAERS server) selects the appropriate recommendations taking into account the 
current affective state of the learner. SAERS server consists of a knowledge-based 
recommender that store rules, which are managed according to their applicability 
conditions in order to recommend appropriate actions to be carried out for the cur-
rent learner (with her individual features, preferences, affective state, etc.) in her 
current context (including course activity, course history, interaction agent used, 
etc.). Therefore, with that information, SAERS server looks for recommendations 
whose applicability conditions matches user features and emotions, interaction 
agent capabilities and educational context, and take into account predefined runtime 
restrictions (i.e. constrains). These recommendations are those that have been 
designed and properly modeled through the SAERS admin with the user-centered 
design methodology called TORMES (Tutor Oriented Recommendations Modeling 
for Educational Systems) [36]. The resulting selected recommendations that are 
instantiated for the given request are delivered to the learner by the corresponding 
actuator in the appropriate affective mode.

In order to facilitate the information exchange among the aforementioned com-
ponents, a recommendation model is required to semantically characterize the rec-
ommendations and bridge the gap between their description by the educator and the 
recommender logic when delivering affective recommendations in the running 
course [38]. This recommendation model can be defined along the dimensions of “6 
Ws and an H”—What, Where, How, Who, When, Why and Which—(inspired by 
Sundaresan’s reporting of dimensions [46]):

• What is to be recommended, that is, the action to be done on the object of the
e-learning service (for instance, to post a message in the forum).

• How and Where to inform the learner about the recommendation, which in a 
multimodal enriched environment, should describe the modality in which the 
recommendation has to be delivered to the learner (e.g. text or voice) as well as 
how the emotions are handled by the actuators when presenting the recommen-
dations to the learner. For instance, a recommendation to be delivered by voice 
can be provided with a relaxed tone or with an angry tone. This emotional infor-
mation can be described using the W3C EmotionML specification. In particular, 
the attribute ‘expressed-through’ for the modality and the element ‘category’ for 
the emotional output.

• When and to Who produce the recommendation, which depends on defining the 
learner features, interaction agent capabilities and course context that trigger the 
recommendation. It describes both the restrictions that may limit recommendation 
delivery as well as the applicability conditions that trigger the recommendations.
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• Why a recommendation has been produced, providing the cognitive and affective 
rationale behind the action suggested.

• Which features characterize the recommendations themselves, such as (a) their 
classification into a certain category from a predefined vocabulary (e.g. active par-
ticipation; technical support; communication; relevant information; accessibility; 
motivation, evaluation activities; course materials; progress in knowledge; profile), 
(b) their relevance (i.e. a rating value for prioritization purposes), (c) their appro-
priateness for a certain part of the course (e.g. getting used to the platform or if 
doing course activities), and (d) their origin, that is, the source that originated the 
recommendation (e.g. proposed in the course design, defined by the tutor during 
the course run, popular among similar users, based on user preferences).

As commented above, the goal behind this model is to facilitate the recommen-
dation description among the actors involved, both educators and software compo-
nents. As it is described in the next section, this recommendation model has been 
validated with some educators, who have applied the TORMES methodology to 
elicit affective recommendations for their scenarios. In section “Affective 
Recommendation Model for a Knowledge Based SystemApproach,” we present the
resulting UML structure for the affective recommendation model.

 Application of the TORMES Methodology

TORMES methodology focuses on involving educators in identifying when, who, 
what, how, where and why emotional feedback needs to be provided to each particu-
lar learner in a given educational scenario, as well as on which features characterize 
the recommendations [38]. In particular, TORMES adapts the ISO standard 9241-
210 to guide educators in eliciting and describing recommendations with educa-
tional value for their scenarios [36]. Four activities are defined in an iterative way: 
(1) understanding and specifying the context of use, (2) specifying the user require-
ments, (3) producing design solutions to meet user requirements, and (4) evaluating
designs against requirements.

To validate the appropriateness of the affective recommendation model proposed 
in [38] three educators from the Psychology School and three educators from the 
Computer Science School of the Spanish National University for Distance Education 
(UNED) were asked to elicit affective oriented recommendations following 
TORMES methodology. The educators were chosen for several reasons. First, they 
have been teaching distance-learning courses for more than 10 years each. Second,
these distance-learning instructors have also enough experience as classroom 
instructors. This matters for dealing with emotional aspects since, to date, affection 
has been neglected in distance learning and mainly addressed in face-to-face courses. 
However, there are distinctive and unique affective experience issues intricately 
linked to the computer interaction experience (supported by e-learning platforms). 
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In addition to that, these participants have been also involved in educational pro-
grams focused on dealing with educational innovation and functional diversity, 
where the pedagogical approaches integrate affective aspects.
Given the lack of straightforward information on student affective states in this

context, information was obtained from various sources, such as forum and email 
messages, as well as occasional telephone calls that express emotions more or less 
directly. Frequency of learners’ communications and interactions in virtual courses 
may also indicate hidden emotional states. There is no doubt that it is difficult to 
assess with certainty the emotions involved, their intensity, their permanency, etc. 
only from these information sources. Nevertheless, educators reported in the inter-
views that however the circumstances they are able to detect learners’ emotional 
issues that let them react with the appropriate affective support to enhance learning.

TORMES methodology was applied to these six educators by two researchers. 
Educators completed the following activities of the TORMES methodology: 
‘Context of use,’ ‘Requirements specification’ and ‘Create design solutions.’ As a 
result, an initial set of recommendations was elicited, identifying when a recom-
mendation opportunity arises for a particular learner (who) in a representative edu-
cational scenario, what the appropriate recommendation has to be about, why it has 
been selected, how and where it has to be communicated to the learner, and which 
are the recommendation features.

As for the first activity of TORMES, in order to enrich the context of use educa-
tors took into account—apart from their own experience—data from a pilot experi-
ment carried out in July 2012 [40] and the large scale experiment at the 2012Madrid
Science Week that took place in November 2012 [41]. Both experiments informed
about the affective detection possibilities available. In these experiments partici-
pants were induced emotions while taking some mathematical activities with sev-
eral levels of difficulty and varied time restrictions. Emotions were detected from 
their interactions in the e-learning environment through multiple sources, namely 
questionnaires to gather information about the user personality and sensors to get 
information about learners’ interactions (i.e. eye movements from an eye tracker, 
face expressions from Kinect, video from a web cam, heart and breath parameters 
from physiological sensors, and mouse and keyboard movements). After each exer-
cise they were asked to fill in the Self Assessment Manikin (SAM) scale [8] to 
measure their emotions in a dimensional space.

All that information was considered during the second activity of the elicitation 
methodology, where relevant educational scenarios were built according to the pro-
posed scenario based approach [34] for the ‘Requirements specification.’ In this 
activity, the information obtained from the context of use (i.e. when, who, what, 
how, where and why) is used to build representative scenarios of the tutoring task in 
order to identify recommendation opportunities in them. Here there are two types of 
complementary scenarios: a problem scenario that identifies the situations where 
learners were lack of support, and a solution scenario built from the problem sce-
nario that avoids or minimizes those problematic situations by offering appropriate 
recommendations.
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After that, in the third activity, the recommendations proposed were validated in 
a focus group where educators and researchers were involved. In that process, the 
recommendations were redefined and described in more detail following the recom-
mendation model, adding the recommendation features to be considered (which). 
Moreover, the resulting recommendations were also presented for evaluation to 
other educators. Details are provided next.

 Some Scenarios and Recommendations Elicited

In this section we report some of the scenarios and recommendations elicited by the 
three Computer Science educators after applying TORMES as described above, as 
well as some qualitative outcomes from the evaluation carried out with additional 
educators who were not involved in the elicitation process. In this initial analysis, 12 
affective scenarios were selected for evaluation and are compiled in Table 1. Note 
that different emotions are considered as responses to the same situations (e.g. Sc3a 
and Sc3b), proposing different recommendations either in tone or content when dif-
ferent emotions are involved, as shown in Table 2.

To illustrate the result of the elicitation process in terms of a particular recom-
mendation, Tables 2 and 3 provide respectively description and modeling involved 
for one of the above recommendations. Thus, Table 2 illustrates the first of the 
above elicited recommendation (Rec-1). The output obtained from the educators’ 
description pointed out the aforementioned key questions, i.e. when, who, what, 
how and why the recommendation is to be delivered.

Table 3 shows the above recommendation described in terms of the recommen-
dation model after the focus group validation of the third activity. The attributes of 
the recommendations (i.e. those to answer the question ‘which’) were also added. In 
order to describe the recommendations, the affective recommendation model pro-
posed in [38] was used as a starting point. However, the practical experience sug-
gested some minor changes in that structure (mainly naming issues), which turned 
into the up-to-date affective recommendation model presented in the next section 
in UML.

As introduced above, in the third activity, the scenarios and recommendations in 
Table 1 were evaluated by 12 educators (six men and six women; age range 30–55)
of representative profiles, who have not taken part in the elicitation process. They 
were questioned to find out their feelings about the scenarios and recommendations 
elicited by the other three educators. They all had higher education qualifications and 
experience on both teaching through e-learning platforms and face to face teaching. 
Ten of them have also been distance learning students. The research field 
(Recommender systems in e-learning platforms) was well known by seven partici-
pants, while two of them had only a vague idea of it, and the remaining three never 
had heard of it. Their opinions about the relevance of providing affective support to 
students were diverse. In particular, four considered this issue of critical importance, 
while other four appreciated its importance but do not regarded it as crucial, and for 
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Table 2 Description of one of the recommendations elicited

ID Rec-1
TITLE Advise a presentation in the forum “Getting started.”
DESCRIPTION Foster the learner to send a message to the forum “Getting started” when

is new to the platform, has a nervous personality and is anxious.
WHEN and WHO The learner is getting used to the e-learning platform. She has had just a

few sessions in it and has not contributed to any of the platform 
services. Seems to be a nervous person and appears anxious.

WHAT Post a message in the forum “Getting started” to present yourself  
(a link to the forum e-learning service is provided).

HOW and WHERE In a calm voice from an avatar integrated in the e-learning platform.
WHY The learner is getting used to the platform, and appears to have much 

trouble with it. She has not yet used the available services. She seems to 
be a nervous person and is experiencing quite a lot anxiety. For all these 
reasons, she should calm down and carry an easy non-educational 
task (e.g. speak about herself) to practice with a simple task and get 
confidence with the platform usage before going to the course tasks.

Table 3 Rec-1 described in terms of the recommendation model (see section 6)

Recommendation 
attributes 
(which)

ID Rec-1
Description Foster the learner to send a message to the forum “Getting

started” when is new to the platform, has a nervous 
personality and is anxious.

Category Technical support
Stage Getting used to the platform
Origin Tutor
Relevance 4.2

Recommendation 
rules (when  
and how)

Runtime 
constrains

Context Learning Environment inv
self.e-learning services els → exists(els |  
(els.type=forum) &(els.name=Getting started))

Context Interaction Agent Model inv
self.standards supported std → exists(std |  
std.name=HTML 3.0)

Applicability 
conditions

Context Deliver Recommendation(l: learner) post
l.learner_behaviour_record.platform_sessions < 5
l.learner_behaviour_record.service_contributions = null
l.learner_profile.personality = nervous
l.learner_current_affective_state = anxious

Recommended 
action (what)

Content Present yourself in the forum “Getting started”
E-learning 

service
Context Deliver Recommendation post

result = r | r.e-learning service.type = forum
result= r | r.e-learning service.name=Getting started

Action Context Deliver Recommendation post
result = r | r.e-learning service.action = Post a message

(continued)
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the remaining four it was considered dispensable. Moreover, five of participants 
stated that they were interested in the aims of the research, and two of them were 
particularly interested in developing strategies to integrate in their teaching practice.

This preliminary study has not shown any gender bias in the questionnaire 
answers, or any other correlation with the participants’ profile.

Preliminary qualitative results showed that each of the 12 scenarios was identi-
fied by at least 4 of the educators as recurrent scenarios they often have to deal with
in their common virtual teaching practice. Scenarios Sce-2 and Sce-3/b were scored 
with the highest occurrence rates, while scenarios Sce-4/, Sce-4/b and Sce-6/e were
scored with the lowest occurrence rates. Nevertheless, an affective pedagogical 
intervention was judged as very important also in the later cases. The educators
mainly pointed scenarios Sce-1, Sce-2, Sce-5, Sce-6/a and Sce-6/c as those that 
more clearly demanded pedagogical intervention.

Regarding the recommendations, most of them were considered quite valuable 
by the educators. The best rated were the recommendations Rec-2, Rec-19/a, Rec- 
19/b and Rec-14. These recommendations do not fully coincide with the most com-
mon interventions of the educators (Rec-2, Rec-19/b, and Rec-20 were identified as
most practiced). In particular, educators appreciated very much Rec-14 but this rec-
ommendation only ranked third as practiced recommendation for the given sce-
nario. With regard to Rec-8, Rec-7/a and Rec-9/a, some educators stated that they
were beyond their capabilities given the lack of the knowledge of the students they 
required. The lower scores were for Rec-22, Rec-23 and Rec-27.

It is significant that the scenarios that were more familiar to the participants were 
related to difficulties of the students in learning management. This underlines 
important weaknesses of virtual courses currently delivered through the e-learning 
platform that recommender system research is addressing.

Justification (why) Message You are new to the platform and you have not yet used the 
available services. Since according to your personality 
profile you trend to be a nervous person and appears to 
be experiencing some anxiety, you should calm down 
and carry out an easy non-educational task (e.g. speak 
about herself) to practice with a simple task and get 
confidence with the platform usage before going to the 
course tasks.

Cognitive Competence Progress = null
Course Progress = null

Affective Personality = nervous
Affective state = anxious

Format (how  
and where)

Emotional 
delivery 
(tone)

State = calm
Actuator = platform avatar

Output Modality = voice

Constraints are described using the OCL constraint specification language

Table 3 (continued)
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It is also remarkable that despite only four of the educators surveyed stated origi-
nally that they considered of crucial importance affective teaching, all of them made 
a fairly positive assessment of the proposed pedagogical interventions. Our analysis 
also suggests that distance learning educators might not intervene in certain valuable 
affective ways due to the lack of both resources to detect information about the stu-
dent and knowledge on the appropriate intervention strategies considering the affec-
tive dimension. Furthermore, the educators interviewed considered it important to 
intervene mainly when the students experience negative emotions, while pedagogi-
cal studies show that attitudes involving either indifference or over- optimism can be 
just as detrimental for academic progress [17]. From the above it would appear that 
there is little awareness and little training regarding affective educational dimension 
but a latent sensibility to the issue. Integrating affective recommender systems in 
e-learning platforms could contribute to raising awareness and training for an affec-
tive teaching. Thus, an affective recommender system such as the SEARS proposed 
here could provide undoubtedly added value to e-learning platforms.

 Affective Recommendation Model for a Knowledge Based 
System Approach

The initial recommendation model that deals with affective information was proposed 
in [38]. When trying to describe the TORMES elicited recommendations in terms of 
the recommendations features, some changes in the model structure were identified. 
The resulting recommendation model has been formalized in UML specification. 
This model is the formalization of the SAERS specification (based on reusable ser-
vice oriented components) which considers the elicited knowledge from the affective 
recommendations. The aim for this formalization is to clarify the architectural issues 
involved towards the system development, thus specifying the system components, its 
functionalities and their interoperability. In fact, modeling decisions lie on the advan-
tages of the system architecture, which in the SAERS approach involves standards-
based interactions among the different components in an interoperable way.

In Figs. 2, 3 and 4 we present some extracts of this specification showing the 
more significant classes and associations. The ‘when’ and ‘who’ questions are 
addressed with the Learning Facts class—see Fig. 4. In turn, the ‘which’ question is 

Fig. 2 Main model classes
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Fig. 4 Recommendation structure

Fig. 3 Learning facts class diagram
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addressed with the Recommendation class, the ‘how’ and ‘where’ questions with the 
Format class, the ‘why’ question with the Justification class, and the ‘what’ question 
with the Recommended Action class—see Fig. 3.

In Fig. 2, the class Recommendation rules is stereotyped as << knowledge based 
system>> (KBS) since it is implemented following the knowledge based system
paradigm. The class Learning Facts is stereotyped as <<KBS Working Memory>>, 
meaning that the facts about the learner and the current learning context constitute 
the working memory of the Recommendation Knowledge Based System. Figure 3 
highlights that the facts about the learner consist of a static part (Interaction Agent 
Model and Learner Profile) that can be actualized through the learning process, and 
a dynamic part (Learning Context and Interaction Agent Tracking) extracted from 
the online interaction records.
Black diamond links represent the aggregation relationships. Notice in Fig. 4 that 

Recommended Action, Action and E-learning service are liked by a ternary relation-
ship, meaning that a customized exclusive action on a specific e-learning service 
and playing a particular role in a given recommendation is offered. The other two 
classes (Justification, Format) reflect the rest of elements identified.

If compared to the previous version [38], the recommended features are the attri-
butes of the Recommendation class and subclasses, the type is described with the 
Recommended Action class and subclasses, the content is described by the Format 
class and subclasses and the applicability conditions and runtime restrictions are 
described in the Recommendation rules class and subclasses. The justification did
not change the name but added a couple of subclasses, i.e. Affective and Cognitive.

This formalized version of the recommendations model in UML, which consid-
ers the elicited knowledge from the affective recommendations obtained with the 
modeling experience carried out with TORMES methodology, is meant to facilitate 
SAERS development in terms of the interoperable standards-based components 
presented in section “Semantic Affective Educational Recommender Systems.”

 Discussion, Conclusions and Future Work

This paper has provided some details of the issues to be considered when eliciting 
affective recommendations in educational recommender systems. In particular, the 
process proposed follows the SAERS approach, which is focused on bringing edu-
cators to the recommendations elicitation process and which is characterized by 
considering interoperability issues between recommendations and the rest of 
e-learning services. In particular, the paper provides an overview of the issues 
involved in such process and illustrates the main modeling aspects that are to be 
considered to design affective educational recommendations. These recommenda-
tions are elicited following the TORMES methodology, which deal with learners’ 
affective traits in educational scenarios.

The paper has also provided some details of the elicitation process followed by 
six experienced educators, who were asked to fulfill the modeling issues involved, 
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including the “6 Ws and an H” questions. TORMES has supported them throughout 
the whole process. Thus, following the scenario based approach recommendations 
were placed in relevant course situations aimed to emotionally support learners in 
their interaction within the learning environment. Afterwards, a focus group was 
used to refine the recommendations and describe them in a more structured way. For 
this, the recommendation model in [38] was used. Recommendations were properly 
designed provided that some adjustments were done to the model. The UML
description of the model, which considers the elicited knowledge from the affective 
recommendations obtained with the modeling carried out with TORMES methodol-
ogy, has been reported in section “Affective Recommendation Model for a 
Knowledge Based SystemApproach” to guide the SAERS development in terms of
the interoperable standard-based components presented in section “Semantic 
Affective Educational Recommender Systems.” Moreover, scenarios and recom-
mendations elicited were evaluated by 12 additional educators. In general terms, 
they found them as valuable affective pedagogical interventions. However, in some 
cases, educators pointed out that applying them into real practice was beyond their 
capabilities given the difficulties involved in detecting them in real learning sce-
narios. This shows that distance learning educators might not intervene in certain 
valuable affective ways due to the lack of resources related to dealing with the stu-
dent affective state and applying appropriate intervention strategies. As a result, it is 
expected that an affective recommender system, such as the SEARS proposed here, 
provides added value to e-learning platforms.
In the context of the MAMIPEC project we aim to progress on this research,

mainly by carrying out a compilation of heuristics concerning affective learning by 
applying the TORMES methodology for eliciting educational recommendations, 
which later can be delivered in the learning scenarios with the SAERS. Given the
lack of sound theories on affective learning, the heuristic knowledge that is applied 
in everyday instruction practice in learning institutions is of great importance. 
Judging from the current literature on this topic, large parts of this knowledge have
not yet been collected. Several research questions can be posed in this respect, such 
as (a) “Does affect improve recommendation accuracy compared to a non-affective 
recommender systems?,” (b) “Do affective recommendations improve student satis-
faction?,” or (c) “Do affective recommendations increase student performance?.”

Regarding interoperability, we have considered the W3C EmotionML specifica-
tion. However, there are other specifications that might be of interest, such as the 
Attention Profiling Mark-up Language (APML)1 and the Contextualized Attention 
Metadata (CAM).2

A large scale experiment is to be carried out to evaluate the effects of the affective 
recommendations elicited when they are delivered in the e-learning system, as 
described in the fourth activity of the TORMES methodology (Evaluation of designs 
against requirements). The infrastructure provided in the experiment carried out in 

1 APML: http://apml.areyoupayingattention.com/
2 CAM: https://sites.google.com/site/camschema/home
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the 2012 Madrid Science Week to investigate the detection of changes in the emo-
tional state of learners is being extended to deliver the recommendation support 
following the SAERS approach. In order to design the evaluation plan, user centered- 
evaluation frameworks [21, 31] are to be considered to explain the user experience.

In summary, open issues in the field deal with the detection of learners affective 
states while interacting with the e-learning platform, the elicitation of proper strategies 
to support learners in these situations and their automatic delivery through SAERS.
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    Abstract     Critical thinking requires knowledge about the diversity of viewpoints on 
controversial issues. However, the diversity of perspectives often remains unex-
ploited: Learners prefer preference-consistent over preference-inconsistent infor-
mation, a phenomenon called confi rmation bias. This chapter attempts to introduce 
how recommender systems can be used to stimulate unbiased information selection, 
elaboration and unbiased evaluation. The principle of preference-inconsistency and 
its role in supporting critical thinking is explained. We present our empirical 
approach, the experimental paradigm and a summary of our main fi ndings. Taken 
together, the results indicate that preference-inconsistent recommendations are an 
effective approach for stimulating unbiased information selection, elaboration and 
evaluation. In conclusion, implications for research and practice are discussed.  

  Keywords     Recommender systems   •   Critical thinking   •   Confi rmation bias   
•   Preference-inconsistency  

        Introduction 

 In a culture that values active citizenship and informed decision making, the ability 
to think critically about controversial societal issues has been hailed as a crucial 
twenty-fi rst century skill for learners [ 43 ]. When people try to get informed about 
a controversial issue and form an opinion based on what they see, they often search 
the Web. But will this search activity be indicative of critical thinking? We believe 
that this is not generally the case, and therefore our research over the last few years 
has explored whether the development of critical thinking in these contexts can be 
facilitated by the use of technologies. In particular, we have investigated from a 
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psychological perspective whether recommender systems—if properly adapted—
can be powerful tools that lead towards critical thinking. This chapter charts our 
journey through this topic. 

 The chapter is structured as follows: First, we describe three steps that can be 
associated with critical thinking on controversial issues. We argue that there is a 
need to support these three steps in educationally meaningful ways, as human in- 
formation processing of controversial topics is biased in ways that counteract the 
development of critical thinking. Second, we suggest a novel approach of how rec-
ommender systems—or more generally, recommendations—could have a benefi cial 
impact on all three steps towards critical thinking. Third, we describe the experi-
mental paradigm that we used to get an insight into the psychological mechanisms 
that play a role in the use of recommendations in critical thinking contexts. 
Moreover, we report fi ndings from fi ve experimental studies that we have conducted 
in order to test our assumptions. Finally, we will discuss implications for further 
research and practice.  

    The Three Steps Towards Critical Thinking 

 The learning context which is relevant for the current chapter focuses on informal 
adult learning, especially on critical thinking about controversial issues. Nowadays, 
this type of learning is almost ubiquitous: Whether through developments in poli-
tics, society, or science, or simply through personal experiences, we are frequently 
put in a situation in which we are confronted with issues that are both controversial 
and novel. In these situations, it is relevant how people form an opinion of whether 
to be in favor or against a specifi c viewpoint of the controversy. This opinion forma-
tion can be characterized in three steps: Individuals have to select information, then 
they should elaborate the information, and fi nally the information should be evalu-
ated. Ideally these three steps result in critical thinking, meaning that learners should 
be able to evaluate thoughts and arguments without being infl uenced by their own 
opinion [ 41 ,  45 ]. 

 The fi rst step, information selection, refers to the type of information that people 
actively attend to. More and more frequently, people search the Web in order to 
receive and actively select information, as a multitude of opinions is publicly avail-
able on discussion forums, social networks, or other channels. Individuals have to 
inform themselves about the different perspectives at stake. Ideally, dealing with 
controversial information and committing oneself to one alternative starts with an 
unbiased information search [ 18 ]. That implies that information will be selected 
irrespective of one’s previously held opinion, thus constituting an informal, sponta-
neous learning process that is driven by a mode of inquiry. The second step, elabora-
tion, refers to the cognitive processing of information. For instance, an individual 
might select dissenting information, but subsequently processes this information in 
a very shallow manner. However, ideally learners should elaborate on both sides of 
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a controversial issue, for instance by attempting to integrate multiple perspectives 
[ 40 ] or diverse information on the same subject matter [ 46 ]. The third step, evalua-
tion, refers to the way in which information is judged, and this step goes beyond 
selection and elaboration. Ideally, when evaluating the merits of various arguments, 
individuals should reject weak arguments that are in favor of their viewpoint, and 
acknowledge strong arguments that run counter to their own viewpoint. Evaluating 
the merits of arguments independent from one’s preferences would be a perfect 
display of critical thinking [ 41 ,  45 ]. 

 However, this ideal process rarely occurs in everyday information search. “The 
availability of diverse information in an environment does not guarantee that a per-
son’s views will be equally diverse.” [ 13 ]. Indeed, there is a considerable bulk of 
research in social psychology and communication science indicating that when fac-
ing arguments in a controversy, we exhibit a penchant for selectively turning to 
information that is consistent with our opinion and disregard information that runs 
counter to our preferences—even when such information is present [ 13 ,  17 ,  22 ,  35 ]. 
While the names for this phenomenon vary (selective exposure, confi rmation bias, 
congeniality bias), the message is quite uniform: we are equipped with cognitive 
mechanisms that let us seek more of the same. From an educational viewpoint, this 
penchant for preference-consistent thoughts and arguments is somewhat problem-
atic: Rather than being close-minded, biased information seekers, learners should 
be open-minded, informed decision makers who build their opinions and attitudes 
based on critical thinking [ 40 ]. 

 This raises the question of how these biases can be overcome. Given that learners 
often search for controversial issues on the Web (an environment without guidance 
from a teacher), a technology is needed which supports learners in selecting, elabo-
rating and evaluating information in an unbiased way. It is important that such a 
technology combines two characteristics: On the one hand, it should take the learn-
er’s perspective into account [ 5 ], meaning that it should be able to personalize the 
information for each learner. On the other hand, it should provide orientation to the 
learners and help them navigating through the crowded information space [ 11 ]. 
Quite obviously, recommender systems perfectly fi t these two requirements, thus 
making them ideal candidates to support critical thinking. 

 However, there’s the rub: Classical recommender systems are based on the prin-
ciple of maximum similarity [ 28 ]. In other words, they are designed for preference- 
consistency, whether it is in accurately predicting users’ tastes (in commerce) or in 
predicting prior knowledge (in contexts of technology-enhanced learning). By vir-
tue of these properties, classical recommender systems would only bolster learners’ 
tendencies of selectively attending to preference-consistent arguments. In other 
words, if the goal is to support learners in critical thinking about controversial 
issues, classical recommender systems are likely to fail. Therefore, the approach 
established in our research involves the use of systems that are not based on the 
principle of maximum similarity. Instead, the research takes the approach of testing 
systems that explicitly recommend preference- in consistent information.  
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    The Pivotal Role of Preference-Inconsistency 

 Information can be inconsistent in many ways. For instance, information might be 
inconsistent to preconceptions about scientifi c topics [ 4 ,  44 ]; information might be 
logically inconsistent within an incoherent text section [ 2 ] or over multiple docu-
ments [ 19 ]; and information can be inconsistent to expectancies and stereotypes 
[ 34 ]. The current chapter, by contrast, focuses on  preference -inconsistency. 
Evidence supporting the importance of preference-inconsistency for thinking, 
development, and innovation can be found across the psychology literature: 

 From a developmental psychology perspective, inconsistency of information 
with cognitive structures induces cognitive confl ict which in turn triggers cognitive 
development. Piaget [ 32 ] characterizes confl ict as a driving factor for learning. The 
basic assumption is that confl ict, for example in the form of evidence that is incon-
sistent with expectations, destabilizes the equilibrium of the cognitive structures. 
This imbalance is a necessary requirement for the cognitive and intellectual prog-
ress of children [ 33 ]. While Piaget’s conceptualization addresses intra-individual 
confl icts, Doise and Mugny [ 7 ] adapted the concept into the notion of socio- 
cognitive confl ict by stressing the importance of the social situation in which the 
confl ict takes place. Having different perspectives in a group creates preference- 
inconsistency as each learner is confronted with inconsistent information from the 
social environment. As preference-inconsistency and resulting confl ict are associ-
ated with learning, methods have been developed to induce confl ict in classrooms. 
For instance, “constructive controversy” is an instructional method for teaching 
controversial issues in social studies [ 15 ,  16 ]. It is argued that confl ict helps to 
involve pupils in the subject matter and to arouse their epistemic curiosity [ 3 ]. As a 
result, learners are encouraged by the challenging views to transform their knowl-
edge into argumentations. From a social psychological perspective, the role of 
preference- inconsistency was investigated in the social infl uence literature [ 47 ], as 
controversial topics often result in (perceived) majority and minority viewpoints. 
Whereas preference-inconsistency with a majority viewpoint might lead to a simple 
compliance of minority members, preference-inconsistency and dissent evoked by 
a minority is playing a cognitively stimulating role [ 29 ,  30 ]. For instance, when 
individuals are confronted with a dissenting minority, they exhibit divergent think-
ing patterns, i.e. they will search for more information and show more creative ways 
of dealing with different approaches and perspectives. 

 These examples highlight the pivotal role of preference-inconsistency for cogni-
tive stimulation and development. Learning methods like structured controversy 
already demonstrate how preference-inconsistent information can be used to cause 
change and rethinking. However, these benefi cial effects of dissent are typically 
investigated in research contexts in which people interact within real groups. Our 
approach tries to evoke similar effects by employing principles found in recom-
mender systems. Therefore, the question arises whether confl icting information 
must originate from direct interaction with another person or whether a preference- 
inconsistent recommendation originating from a computer system may also 
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stimulate confl ict and foster deeper elaboration. One indication that computer-based 
recommendations can be effi cient substitutes relates to the notion that users often 
ascribe human social categories to recommender systems [ 25 ,  48 ]. Empirical clari-
fi cation is needed to investigate whether or not the “recommender personality” is 
suffi cient to stimulate socio-cognitive confl ict. However, we believe that by com-
bining the benefi ts of recommender systems and the benefi ts of preference- 
inconsistency into a preference-inconsistent recommender system, we can create a 
powerful tool that facilitates critical thinking on controversial issues. In order to test 
this assumption, we carried out a research program that investigated the role of 
preference-inconsistent recommendations from a psychological perspective.  

    The Empirical Approach 

 Our research investigated how recommendations support learners in thinking criti-
cally about a controversial topic. Therefore, we analyzed the effects of preference- 
inconsistent recommendations on information selection, elaboration and evaluation. 
This class of interventions was compared to classical preference-consistent recom-
mendations. The fi rst step of our empirical investigation was focused on informa-
tion selection. Thus, if the goal is to support unbiased information search, should 
recommendations then be matched with preferences—or not? We proposed that 
classical preference-consistent recommendations lead to biased information selec-
tion, whereas preference-inconsistent recommendations have a debiasing effect on 
information selection and thus reduce this selection bias. 

 Following the three steps towards critical thinking, we were then interested 
whether preference-inconsistent recommendations do generate effects which are 
indicative for learning. Therefore, we investigated elaboration measurements (i.e., 
free recall and opinion statements) as further dependent variables. We assumed that 
unbiased information selection will have its equivalent in the elaboration measure-
ments: Participants confronted with preference-inconsistent recommendations are 
likely to experience dissent. Therefore they should exhibit deeper elaboration than 
participants confronted with preference-consistent recommendations. 

 And fi nally, we were wondering which boundary conditions should be taken 
into account when implementing preference-inconsistent recommendations for 
supporting critical thinking. To put it more concrete, we investigated the role of 
two possible moderators (low vs. high prior knowledge; cooperation vs. competi-
tion). Moreover, in our moderator studies we were not only interested in learners’ 
abilities to select arguments, but also in their ability to evaluate arguments irre-
spective of their own preference. It was hypothesized that selection behavior and 
evaluation behavior will show the same result pattern: Preference-inconsistent 
recommendations should reduce biases only in two conditions, namely for learn-
ers with low prior knowledge, and when the learning context is characterized by 
cooperation. 
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    Experimental Paradigm 

 We used an experimental approach for testing our hypotheses. This approach com-
prises fi ve studies, which were carried out as lab and/or online experiments. To con-
duct the experiments, a recommendation-based learning environment was developed. 
It should be noted that this environment did not involve an actual recommender 
system. It rather mimicked crucial recommender system capabilities by creating an 
experimental match or mismatch between a learner’s preference (captured through a 
simple self-assessment) and a recommended piece of information. The learning 
environment was the same for all fi ve studies and comprised a number of Web pages. 
All participants received an introductory text about the controversial topic of neuro-
enhancement, referring to the facilitation of cognitive abilities through training or 
through medication. Then, participants were requested to indicate their prior prefer-
ence on neuro-enhancement. The main page of the experiment consisted of a list of 
eight arguments, displayed as bogus Web search results (see Fig.  1 ). Four of these 
arguments supported and four of them opposed neuro- enhancement. Each argument 
consisted of a headline followed by two explanatory sentences.  

 For experimentally manipulating the recommendations, one of the arguments 
was highlighted by an orange-colored frame surrounding the text. This argument 
represented the recommendation. The caption above the frame stated: “The follow-
ing information is recommended to you.” Depending on experimental condition, the 
recommendation was either consistent or inconsistent with prior preference, thus 
mimicking the personalization part of recommender systems. The order of the 

  Fig. 1    Screenshot of the web search result list. Recommended argument and order of all  arguments 
were randomized across trials       
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arguments and the serial position of the recommendation were randomized across 
trials in order to minimize content and order effects. 

 The task of the participants was to select one of the eight arguments that they 
would like to read more about by clicking on an adjacent box. Information selection 
was measured in order to assess confi rmation bias. A confi rmation bias was present 
when more participants in one condition selected preference-consistent arguments 
than preference-inconsistent arguments. As we were interested in further reactions 
to preference-inconsistent recommendations (especially on elaboration and evalua-
tion), participants were requested—depending on the study—to indicate their post- 
preference, to recall the arguments from the Web search result list, to state their 
opinion in an essay, or to evaluate all eight arguments regarding the perceived qual-
ity of the information.  

    Summary of the Main Results 

 Study 1 investigated information selection of participants who either received a 
preference-consistent or preference-inconsistent recommendation. In line with 
expectations, results showed that preference-consistent recommendations lead to 
confi rmation bias while preference-inconsistent recommendations reduced confi r-
mation bias [ 36 ]. Moreover, participants expressed more positive attitudes towards 
consistent recommendations compared to inconsistent recommendations. When 
confronted with consistent recommendations, participants ascribed this information 
to a majority opinion, whereas inconsistent recommendations were ascribed to a 
minority opinion. Taken together, the fi rst study is an indication of the benefi cial 
effects of preference-inconsistent recommendations. According to the results, 
preference- inconsistent recommendations support fostering unbiased information 
selection. However, this benefi t comes at the expense of diminished popularity. 

 The empirical investigation thus far neither included a control condition without 
recommendation nor a measurement for elaboration. In order to detect whether a 
natural confi rmation bias is present when no recommendation is given and whether 
the bias detected in the experimental conditions are enhanced or reduced in compari-
son to a natural confi rmation bias, Study 2 and Study 3 employed a one factorial 
design with three conditions (no recommendation vs. consistent recommendation vs. 
inconsistent recommendation) [ 37 ]. These studies demonstrated that participants 
show natural confi rmation bias when no recommendation was given, that this bias is 
present (but not enhanced) with preference-consistent recommendations, and that 
this bias is reduced with preference-inconsistent recommendations. Moreover, we 
investigated the cognitive consequences for participants confronted with preference- 
inconsistent recommendations. Study 2 showed that preference- inconsistent recom-
mendations additionally led to a more moderate view on the controversial topic. 
Concerning elaboration, we found in Study 3 that preference-inconsistent recommen-
dations stimulated less confi rmation-biased recall, and evoked more elaborated opin-
ion formation: Participants had the task to write an essay about the subject-matter and 
results show that participants confronted with inconsistent recommendations wrote a 
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more comprehensive essay with more arguments generated by the participants 
(instead of arguments from the experimental material). Further, the perceived source 
of recommendation was identifi ed as a mediating mechanism: Preference-inconsistent 
recommendations were perceived as minority viewpoints, which in turn led to the 
generation of more novel arguments in an opinion statement. To put it in a nutshell, 
preference-inconsistent recommendations can help to counteract biased information 
selection, to adapt preferences, and to stimulate elaboration. 

 So far, the ultimate question was whether consistent recommendations trigger 
different effects than inconsistent recommendations. Consequently, in Study 4 and 
Study 5 we further focused on the boundary conditions for the effectiveness of 
preference-consistent and preference-inconsistent recommendations [ 38 ]. 
Recommender systems are personalized fi ltering tools; thus, the adaptability to an 
individual’s needs is fundamental for the functioning of such a system [ 8 ]. In other 
words, the same recommendation might work differently for different learners. As 
we are interested in recommendations in educational contexts, two moderating 
variables were relevant: Prior knowledge on the one hand and cooperation vs. com-
petition on the other. Additionally, the set of dependent variables was extended to 
include evaluation of the perceived quality of all arguments. An evaluation bias is 
indicated if learners evaluate the quality of preference-consistent arguments higher 
than the quality of preference-inconsistent arguments [ 9 ,  12 ,  27 ]. The results of 
Study 4 show that preference-inconsistent recommendations reduced confi rmation 
bias for low and high prior knowledge, whereas evaluation bias was only reduced 
for low prior knowledge. Further, it was found in Study 5 that preference- 
inconsistent recommendations led to less biased information selection under coop-
eration and under competition, whereas evaluation bias was only reduced under 
cooperation [ 38 ]. Put together, preference-consistent recommendations were 
largely ineffective in preventing confi rmation bias or evaluation bias. In contrast, 
preference- inconsistent recommendations led to less confi rmation-biased selection 
behavior in all conditions. Consequently, the application of preference-inconsistent 
recommendations in educational contexts should be encouraged. However, there 
are two limitations which should be considered: Preference-inconsistent recom-
mendations were not able to reduce evaluation bias for learners with high prior 
knowledge (in contrast to learners with low prior knowledge) or for learners under 
competition (in contrast to learners under cooperation). However, the studies show 
that preference- inconsistent recommendations serve as a door opener for critical 
thinking under several conditions and are particularly effective for low prior knowl-
edge and under cooperation.   

    Implications 

 So far, our endeavor into the role of recommendations in fostering critical thinking 
about controversial issues has brought about some promising results. We could 
show that all three steps towards critical thinking—information selection, elabora-
tion, and evaluation—can be fostered by the use of preference-inconsistent 
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recommendations. The results of our empirical work—mainly conducted in the 
laboratory under controlled and restricted conditions—invite us to think about the 
larger implications that this body of work might have on future research and prac-
tice. With regard to directions for future research, we see two interesting issues that 
deserve further empirical investigation. 

 The fi rst issue refers to the generalizability of our results. While we found stable 
effects both in laboratory experiments and online experiments, and while we found 
stable effects for European vs. American participants (who actually differed in their 
average attitude about neuro-enhancement), we never addressed the role of recom-
mendations in any other controversial domain. Though the topic of neuro- 
enhancement evoked strong reactions among some of our study participants, many 
participants have never heard about the topic before, or have given much thought 
about it. This raises the question of whether our fi ndings can be generalized towards 
controversial domains or topics that participants have encountered before. Could we 
replicate our results in areas in which people have lots of prior exposure, for instance 
about topics that involve political partisanship? Of course, it is possible that in this 
case classical preference-consistent recommendations will exacerbate confi rmation 
bias and lead to stronger attitudes, a fi nding that would mirror effects found in the 
psychological literature [ 6 ,  23 ] and postulated as “cyberpolarization” in the literature 
on social media [ 42 ,  49 ]. Moreover, the benefi cial effects of preference- inconsistent 
recommendations might disappear. But even if we found serious limitations for the 
effectiveness of preference-inconsistency, this would open up interesting questions 
that could deepen our understanding about the role of recommendations. For 
instance, one could test whether lifetime exposure on a controversial topic, prior 
knowledge about arguments, or personal relevance of the controversy are the key 
factors that might inhibit the power of preference-inconsistent recommendations. 

 A second issue for further research refers to the source of a recommendation. 
Learning materials about controversial topics often explicitly list the pros and cons 
of the issue at hand. However, according to our fi ndings it is not enough to confront 
people with the arguments of both sides of a controversial issue [ 37 ]. In addition, 
there needs to be an explicit endorsement of preference-inconsistent information in 
form of a recommendation to overcome confi rmation bias. The open question is 
which type of endorsement is needed. Educational psychology research on con-
structive controversy [ 14 – 16 ] and social psychological research on minority dissent 
[ 29 – 31 ] show that endorsements should oppose the person’s view in order to be 
constructive. However, it is also known that statements from an opposing camp 
might be disregarded only  because  they come from an opposing camp [ 20 ,  21 ]. 
Might it be possible that preference-inconsistent recommendations are even more 
effective when they originate from a support group? Research has shown that users 
prefer recommendations originating from friends [ 39 ], and the effi ciency of recom-
mender systems that are based on trust networks provides further evidence for the 
importance of social factors [ 24 ]. Moreover, our fi ndings indicate that preference- 
inconsistent recommendations are perceived to stem from a minority. It would be 
interesting to see how people react if a preference-inconsistent recommendation is 
explicitly framed as originating from either a majority or minority source. It could 
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also be investigated how people who know from prior experience that their own 
preference represents a majority or minority viewpoint in a controversy react to 
 different types of recommendations. 

 Knowing more about the generalizability of our fi ndings, and knowing more 
about how the actual or perceived source of information infl uences the way that 
recommendations are processed will have a great impact on the design of preference- 
inconsistent recommender systems. Of course, it would be premature to conceptual-
ize a full-blown recommender system based on the current state of our research. 
Moreover, designing a workable preference-inconsistent recommender system is 
both beyond our expertise and our research interests as psychologists. Nonetheless, 
some tentative conclusions about the look of such a system can already be drawn. 
First, such a system would probably be based on user-generated arguments about 
controversial topics. A similar approach was already tested in the environment 
Opinion Space that visualizes citizen responses to a set of initial questions of politi-
cal and societal relevance [ 10 ]. Second, a rating interface would be needed. For such 
a recommender system, the underlying rating scale should not necessarily be based 
on users’ likes or dislikes; instead, it should be based on users’ agreement or dis-
agreement with arguments. Third, one would need algorithms to determine similar-
ity or dissimilarity. Some classical recommender systems have employed the 
approach of user-based collaborative fi ltering [ 1 ] that defi nes a neighborhood of 
users with a similar rating profi le. Based on this idea, it would be an open question 
whether a preference-inconsistent recommender system should employ an “anti- 
neighborhood” of highly dissimilar users. At the current state, our guess would be 
that one should avoid user reactance [ 26 ] and therefore use preference-inconsistent 
recommendations only intermittently and embedded within a set of preference- 
consistent recommendations. This would rather suggest using a neighborhood of 
similar users or even based on a trusted network of friends, and focally intersperse 
recommendations that systematically deviate from the preferences of the neighbor-
hood. Fourth, if one would use a mixed set of consistent and inconsistent recom-
mendations, it should be avoided that users interpret inconsistent recommendations 
as system failures. One solution to this problem could be to frame recommendations 
accordingly (“you might like this argument” for preference-consistent recommenda-
tions; “you might feel challenged by this argument” for preference-inconsistent rec-
ommendations). Finally, such a system would need algorithms about when to present 
consistent or inconsistent recommendations. The basis for such a decision could be 
the navigational behavior of a user. If someone exhibits a strong confi rmation bias 
by mainly navigating towards preference-consistent pieces of information, he or she 
might be provided with inconsistent recommendations until a certain navigational 
balance between the dissenting viewpoints is achieved. Of course, all these crucial 
design issues would come on top of the regular challenges that arise in setting up 
workable recommender systems: cold-start problems, incomplete metadata etc. 

 This chapter has made the case for preference-inconsistent recommender sys-
tems. Of course, it does not imply that classical, preference-consistent recommender 
systems should be replaced. When the educational goal is to provide access to the 
best learning resources, employing the principle of maximum similarity to the needs 
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and requirements of a learner is certainly commendable. However, our focus was 
less on providing resources, but rather to stimulate a particular type of thinking. In 
this regard, we envision recommender systems as thinking tools that assist learners 
in developing an open-minded stance towards controversial issues. Consequently, 
our approach explicitly violates the principle of maximum similarity and recom-
mends information that learners likely wouldn’t have selected by themselves. Our 
fi ndings show some promising signs that preference-inconsistent recommendations 
might be a door-opener towards critical thinking. If these fi ndings can be substanti-
ated by further research, preference-inconsistent recommender systems might 
become powerful tools for dedicated activities, thus adding to an ever-increasing 
repertoire of learning technologies.     
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Abstract Simply matching learner interest with paper topic is far from enough in 
making personalized paper recommendations to learners in the educational domain. 
As such, we proposed the multidimensional recommendation techniques that con-
sider (educational) context-aware information to inform and guide the system dur-
ing the recommendation process. The contextual information includes both learner 
and paper features that can be extracted and learned during the pre- and post- 
recommendation process. User studies have been performed on both undergraduate 
(inexperienced learners) and graduate (experienced learners) students who have dif-
ferent information-seeking goals and educational backgrounds. Results from our 
extensive studies have been able to show that (1) it is both effective and desirable to 
implement the multidimensional recommendation techniques that are more com-
plex than the traditional single-dimensional recommendation; (2) recommendation 
from across different learning groups (with different pedagogical features and learn-
ing goals) is less effective than that from within the same learning groups, espe-
cially when collaborative filtering technique is applied.

Keywords Paper recommender • Multidimensional recommendation • Contextual 
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 Introduction

When there is an information flood, a successful personalization system would 
‘attempt’ to understand its user by following the steps of its user, observing the 
interests of the group of similar users and picking items that best suit the users. A 
recommender system (RS) has been known to be capable of doing this based on 
either the liked items by the user (content-based recommendation) or implicit obser-
vations of the user’s followers/friends who have similar tastes with the user 
(collaborative- filtering based recommendation, or CF in short) [1, 10, 12, 15]. The 
latter approach has gain more spotlight due to the recent popularity of social net-
working as a CF recommender would build a user profile through the group of the 
like-mindness [8, 21] and does not rely on delicate analysis on the content features 
of the target item (the item to be recommended) in an attempt to establish the rela-
tionship between what the user likes and the target item.

Both approaches have drawbacks. Since user profiles in the content-based 
approach are built through an association with the contents of the items, the approach 
tends to be quite narrowly focused and with a bias towards highly scored items. 
Thus, a user might be restricted to those items that are very similar to the ones he/
she has read before, which is known as the issue of over-specialization of the recom-
mendations [1] or being trapped into a so-called similarity hole [16]. In addition, 
the approach only considers the preferences of a single user. CF-based approach 
also suffers from some major drawbacks. For instance, if an item has not received 
enough ratings from users, or if many users have not rated each item, correlation 
computations cannot be performed. These two problems, the first-item problem and 
the first- rater problem respectively, are collectively referred to as cold-start prob-
lems. A cold-start problem prevents users from seeking recommendation informa-
tion on new items and serendipitous items (items that nobody or only a few users 
have rated). It can be challenging for the system to form neighbors when users have 
unusual tastes, since the correlation of ratings between these unusual users and 
‘mainstream normal’ users could be low, resulting in poor recommendations. 
The performance of the CF-based approach relies heavily on finding neighboring 
users who have co-related enough items.

Hybrid recommendation mechanisms attempt to deal with some of these issues 
and smooth out the drawbacks of the CF and content-based approaches. A fourth 
type called ‘knowledge-based filtering’ or ‘conversational’ [3, 22] builds user pro-
file gradually [3]. Such approaches include preference-based feedback and critiques 
[22]. Regardless of approach, the key idea is personalization of the recommendation 
and at the core of personalization is the task of building a model of the user. Content- 
based approaches build user models that link the contents of the information a user 
has consumed about the artifacts to be recommended to the preferences of the user 
concerning those artifacts; CF approaches build user models that link the informa-
tion preferences of a user to those of other users with similar tastes or preferences; 
hybrid approaches use a mixture of CF and content-based modeling; and knowledge- 
based approaches construct user profiles more gradually using many ‘interactive’ 
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forms of knowledge structure. In all approaches, the success of the item recom-
mended is represented by the utility of the item, usually captured by a rating speci-
fied by the user based on how much the user liked the item [1].

 Educational Recommendation Systems

Earlier research efforts on educational RS have largely focused making recommen-
dations based on learners’ interests. For example, Recker et al. [19] discuss recom-
mending educational resources through Altered Vista. Brusilovsky et al. [4] 
provided “annotation-based” social navigation support for making personalized 
recommendations through Knowledge Sea III. McNee et al. [15] and Torres et al. 
[28] utilized document titles and abstracts to make recommendations. Other recom-
mendation studies made use of data mining to construct user profiles [11]. These 
studies failed to consider whether the recommended paper is appropriate to support 
learning (goal-oriented RSs).

Recently, researchers have made efforts to identify and incorporate learners’ 
pedagogical features (contexts) for recommendations. Nadolski et al. [17] consid-
ered a learner’s competence level, study time, and efforts. Manouselis et al.’s study 
[14] differ from ours in that target users were not students, though the contexts 
considered are similar to ours. Other similar efforts include Lemire et al. [13]; 
Khribi et al. [11]; Gomez-Albarran and Jimenez-Diaz [7]; Manouselis et al. [14] 
and Drachsler et al. [5]. Verbert et al. [29, 30] compares various open datasets for 
TEL, in terms of the algorithmic design and evaluations and points to future chal-
lenges not only in the TEL community but also the entire educational RS commu-
nity. We are especially interested in the three challenges specified: evaluation, 
dataset sharing, and privacy. While we mostly agreed with the evaluation frame-
works presented (mostly objective), we do believe that subjective evaluation tech-
niques based on a careful understanding of the educational purposes and tasks for 
which the RS is to support are essential, since ‘the bottom-line measure of RS suc-
cess should be user satisfaction’ (page 6, [10]).

 Data Mining Techniques for Personalization in Education1

Data mining is an interdisciplinary research area that is inspired by research from 
artificial intelligence, machine learning, neural networks, evolutionary computa-
tion, statistics, pattern recognition, information retrieval, psychology, etc. Due to its 
enormous success both in research and practice, data mining and web mining have 
penetrated into almost every area where information is needed, including in 

1 For a more complete discussion on educational data mining, readers can refer to [20].
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education. A wide variety of data and web mining techniques have been used, 
among them, association rules mining, data clustering, classification (including 
K-nearest neighbor classification (KNN)) are three of the most popular.

KNN, one type of data classification methods, is characterized by the size of 
neighbors and the similarity between pairs of data. CF-based recommendation tech-
nique has used KNN at its core by establishing a set of neighbors of a target user 
with their similarity representing user ratings, preferences, mood, or other quanti-
fied data. Content-based recommendation approach has its roots in information 
retrieval (IR) and filtering. Thanks to the significant advances made by IR and infor-
mation filtering researchers, the majority of current content-based techniques are 
able to associate the content aspect of items such as books, movies, documents, 
news articles etc., with the elements that are the most probably attractive to users 
(see among others, [2, 28, 33]).

Ha et al. [9] study the mining of learners’ aggregate paths for the purposes of 
course customization as well as dynamic link recommendations. Zaiane [34] inves-
tigate the correlation between learners’ on-line learning activities and the pages they 
have browsed, which could be utilized to recommend learners’ future learning 
activities. Tang and McCalla [24] outline a large-generalized clustering algorithm 
that identifies clusters of students with similar learning characteristics based on 
their path traversal patterns and the content of each page they have visited. After 
student clusters are identified, the generalized paths mostly visited are also recorded, 
which can be used for group-based course content delivery and recommendations. 
Tang et al. [23] construct a personalized e-articles reading tree based on predeter-
mined keyword(s), where the e-articles are mandatory reading materials for stu-
dents. The system is much like text or keyword-driven information retrieval, because 
no students’ learning characteristics (including learning activities, skills, learning 
patterns etc.) are considered, although the authors acknowledge that certain stu-
dents’ information should be included. Nevertheless, the system is capable of pro-
viding adaptive and personalized course contents to individual students.

Recommending educational resources is also not new. Recker et al. [19] study 
the recommendation of educational resources through Altered Vista, where teachers 
and learners can submit and review comments on educational web resources pro-
vided by learners who are pre-categorized into different ‘pedagogical’ groups. 
Brusilovsky et al. [4] reports a user study of Knowledge Sea III which provide 
‘annotation-based’ social navigation support for making personalized recommenda-
tions to students engaging in learning a computer programming language. Reputation 
indicators like a ‘question mark’, ‘thumbs up’ and ‘sticky note’ were adopted to 
provide visual clues to students regarding to the specific elements. A number of 
researchers work on making paper recommendations. For instance, McNee et al. 
[15] investigate the adoption of CF techniques to recommend additional references 
for a target research paper. A similar study by Torres et al. [28] utilizes document 
titles and abstracts to make recommendations. Although these studies have focused 
on making paper recommendations, unfortunately, they failed to consider users’ 
pedagogical factors when making recommendations. That is, whether or not the 
recommended paper is appropriate to enhance learning.
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To deal with this issue, in our previous studies, we proposed a pedagogical paper 
recommender which incorporates learner and user features to make pedagogically 
appropriate papers and obtained potentially promising results [25, 27]. A pedagogi-
cal paper recommender use additional information (contextual information) instead 
of the pure numeric ratings to determine the closeness between users. Take an 
example, John does not like Cartoon movies, but likes to watch them during week-
ends with his kids. Therefore, he should be recommended “The Incredible” on 
Saturdays and Sundays. In the e-learning domain, for instance, student Steven’s job 
is not related to UI design, but he found out that a paper on UI design and usability 
engineering is useful in understanding his Software Engineering course, hence, he 
still rate this paper high. In other words, his rating on the “usefulness” of this paper 
reflected the pedagogical value of it for those taking Software Engineering course.

Adomavicius et al. [1] argue that dimensions of the contextual information can 
include when, how and with whom the users will consume the recommended items, 
which, therefore, directly affect users’ satisfaction towards the system performance. 
To deal with the multi-dimensional CF, they propose to use data warehouse and 
OLAP application concepts in slicing available database.

Pazzani [18] also studied an earlier ‘version’ of multi-dimensional CF through 
the aggregation of users’ demographic information such as their gender, age, educa-
tion, address, etc. In order to make predictions to a target user, the demographic 
based-CF learns a relationship between each item and the type of the people who 
tend to like it. Then, out of ‘that’ type of the people, the CF identifies the neighbors 
for the target user, and makes recommendations accordingly. Clearly, the difference 
between the traditional CF and the demographic based CF is that the preprocessing 
steps of ‘grouping’ similar users.

Lekakos and Giaglis [12] consider users’ life styles in making recommendation. 
Lifestyle includes users’ living and spending patterns, which are in turn affected by 
external factors (e.g. culture and family) and internal factors (e.g. personality, emo-
tions, and attitudes). The system will then compute the Pearson correlation of users’ 
lifestyles instead of ratings in the traditional CF: the chance that users with same 
lifestyle tend to have similar tastes will be higher. After this filtering process, the 
system will make predictions on items for the target user based on ratings from 
neighbors. In another paper [31], we proposed a mood-aware recommendation 
approach which consider user mood in finding the like-mindness group for recom-
mendation. Essentially, our approach in this paper is similar to that in [12], [18] and 
[31]: use additional contextual information instead of pure ratings to determine the 
closeness between users. And our context is for paper recommendation wherein 
learners’ pedagogical features are used to measure the similarity between them.

Our earlier study [27] explored the characteristics of pedagogical paper recom-
mendation; that is to determine the factors that rank a paper high in terms of its 
pedagogical benefits (say whether the learner have gained knowledge from reading 
a paper will affect his/her rating on the paper) Three statistical methods were per-
formed: partial correlation, Principal Components Regression (PCR) and Partial 
Least Squares Regression (PLS). Results show the importance of several features in 
making paper recommendation in this domain. In particular: (1) learner interest is 
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not that important and not the only dimension for making recommendations; (2) 
other contextual information-seeking goals such as task- and course-related goals 
are related to learners’ perceived value of the papers; (3) learners’ willingness of 
further making peer recommendation on a paper depends largely on the closeness of 
its content topic to their job nature.

These observations can help tutors support the learner in making a decision as to 
which item(s) to select, and highlight the uniqueness of pedagogical recommenda-
tion when compared to other types of recommendation. In this paper, we detail the 
multidimensional recommendation algorithm and provide insights on the applica-
bility of the system on different pools of learners. It is known that the performance 
of a RS is sensitive to users from different segments characterized by contextual 
factors such as demographic or socioeconomic status [12, 18], mood [31], peda-
gogical background and learning goals [27, 32] etc.

 The Organization of the Paper

The organization of this paper is as follows. In section “Pedagogical Recommendation 
System: The Algorithms,” we explain a variety of multidimensional pedagogical 
recommendation techniques. In subsection “General Comments on Performance of 
the Pedagogical Paper Recommender”, through a series of empirical evaluation on 
two groups of learners, we discuss and compare the performance of these tech-
niques under various learning contexts. Lessons learned from our extensive studies 
are also provided in this section.

 Pedagogical Recommendation System: The Algorithms

 Pedagogical Paper Recommendation Techniques: Motivation

Unlike the movie/music/book domains where both users and ratings tend to be more 
readily available, there lacks of users, and ratings in the education domain. 
Therefore, recommendation techniques (for example, content-based filtering, user- 
model based CF) that can cold-start the system should be considered. In additions, 
for rating-based CF we may not have enough co-rated items, hence we have to 
consider multidimensional ratings on each item in order to boost the number of co- 
ratings so that to find more accurate neighbors for a target user. In addition, we also 
take into consideration paper popularity in an attempt to start up the recommenda-
tion when there are not many ratings in the system.

Factors considered in our multi-dimensional CF to profile learners include 
papers’ overall-ratings, popularity, value-added, degree of being peer recommended 
or peer_rec, and learners’ pedagogical features such as interest and background 
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knowledge. Overall rating represents the overall rating given to a paper by a user 
(e.g. in a Likert scale 1–4). Value-addedness represents the knowledge gained from 
a paper, and peer recommendation represents the user’s willingness to recommend 
a paper to other learners.

Table 1 organizes and categorizes the various recommendation techniques that 
are discussed in this section. Generally, they fall into four main categories: content- 
based, CF-based, hybrid recommendation, and other techniques.

 The Algorithms

 Non-personalized Recommendation (Benchmark)

The inclusion of paper popularity (the average Overall ratings of a paper) is regarded 
as a non-personalized method. We treat all of the students in the same class as a 
group. In the context of this paper, the average rating of each paper k among all the 
learners with similar backgrounds, denoted by ~r k, will be labeled as the paper’s 
popularity.

The introduction of �rk is very useful to tackle cold-start problems. We consider it 
as a best-case benchmark for other personalized recommendation techniques.

 User-Item Content-Based Filtering (ContentF)

In the ContentF method, recommendation is achieved through a match between 
learner interest and minimal background knowledge needed to understand the paper. 
Each paper has been pre-categorized based on its topics and the minimal knowledge 
needed for understanding it, thus obtaining the paper model. User model (interest 

Table 1 A summary of the recommendation techniques for pedagogy-aware paper recommendations

Category Name Remarks

Content-based ContentF Content-based (User-item) filtering
CF-based 1D-CF Uni-dimensional rating-based CF

3D-CF Multi-dimensional rating-based CF
UM-CF (2D-CF) User-model based CF
5D-CF Rating- and user-model-based CF

Hybrid Pop3D Non-personalized and rating-based CF
Pop5D Non-personalized and 5D-CF
Pop2D Non-personalized and User-model based CF
PopCon2D A combination of Non-personalized, user-item content 

filtering and 2D-CF
Other types Manual rec.

Pop1D Non-personalized method
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and background knowledge) is obtained through a pre-questionnaire; user interest 
contains topical keywords, while background knowledge refers to the necessary 
knowledge to understand the papers. We proposed seven variations of contentF 
which differs from each other regarding the treatment of paper appropriateness [26].

 CF and Hybrid Recommendation Techniques

Traditional Collaborative Filtering (1D-CF)

Uni-dimensional rating-based CF is the traditional CF that has been used in the litera-
ture. First, we calculate the Pearson correlation between users a and b, which is given by:
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where ri,k is the rating by user i on item k, ri  is the mean rating by user i to all items, 
and K is the set of items co-rated by both a and b. The estimated rating for a target 
user a on paper j, ra

e
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as B, using the following formula:
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In the education domain, not many papers (less than 30 for each student in one 
semester) are commonly assigned as part of a learning activity in a course, which is 
different from other domains such as movie, music and book. Thus, our research 
focus is for the case with a limited number of co-rated papers, i.e. |K| less than or 
equal to 5 and the number of neighbors |B| is from 2 to 15.

User-Model-Based Collaborative Filtering (UM-CF)

Suppose we have a target user a, who has not rated any item, and many other users 
who have rated some items. The Pearson correlation of user model a to its neighbor 
b is given by:
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where K is the set of user model features {interest, backgrd_knowledge}co-rated by 
both a and b; ra,k or rb,k is the rating given by user a or b to feature k; ra  and rb  are 
their average rating to features in K. Given two Pearson correlations, we can lin-
early combine them:

 
P a b w P a b wD StdModel backgrd knowledg2 , , _( ) = ( ) +interest interest ee backgrd knowledgeP a b_ ,( )  

(4)

where winterest and wbackgrd_knowledge are the weights used in our linear combination. 
After that, we can then calculate the estimated rating of target user a on item j, 
denoted by rj

2D:
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Combinations of Non-personalized Recommendation and User-Model-Based 
Collaborative Filtering (PopUM-CF)

PopUM-CF is a combination of UM-CF and non-personalized recommendation 
method. It is used to overcome rating-based CF’s reliance on co-rated papers. The 
recommendation is obtained by:
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where rj
2D is obtained from UM-CF in Eq. (5), n is the number of neighbors = |B|.

Multi-Dimensional Rating-Based Collaborative Filtering (3D-, 5D- and 6D-CF)

We first consider three rating dimensions to measure the closeness of a pair of users, 
i.e. the overall ratings, value-addedness and peer recommendations. Suppose Pd (a, 
b) is the Pearson correlation based on the rating rd on dimension d, then, we can 
 combine those three correlations into a weighted sum Pearson correlation as:
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(7)

where woverall + wvalueadd + wpeer_rec = 1.
A combination of user-model based and rating-based CF might yield a more 

satisfying result. 5D-CF is one of this hybrid approaches. To compute it, we first 
compute the 2D-Pearson correlation between learners based on their student models 
using Eq. (4). The result is then combined with 3D-Pearson correlation from co- 
rated papers:
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We then use the following equation to calculate the aggregate rating of each paper:
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Finally we combine this rating with the average rating of each paper (i.e. paper’s 
popularity �r ) to obtain a 6D-CF based rating for the papers:

 r r w nrk k
D

r
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(10)

where wr� is the weight of paper’s popularity.

Combinations of Non-personalized Recommendation  
and Rating-Based Collaborative Filtering (Pop1D and Pop3D)

When a resulting estimated rating from either a 1D-CF or 3D-CF is combined with 
the average rating (popularity) given by all users in a group, we will have Pop1D 
and Pop3D respectively. Specifically, the recommendation is determined by linear 
combination of paper popularity. �rj , and a rating calculated from 1D- and 3D-CF, 

i.e. rj
1D and rj

3D respectively, which results in the following:
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where wr� is the weight of linear combination and is the control variable in our 
experiment.

Combinations of Non-personalized Recommendation and the Combined 
Rating-Based and User-Model-Based Collaborative Filtering (Pop5D)

Combining the rating obtained from 5D-CF, we have a hybrid 5D recommendation 
(Pop5D) for the papers:
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Note that the Pop5D actually upgrades Pop3D, by injecting two aspects of 
 student models into the recommendation process. Table 2 summarizes those factors 
considered in our multi-dimensional CF to correlate one user with another.

Table 2 Factors that are considered in our Multi-Dimensional CF

Dimension Factors

3D Overall rating, value-addedness, peer recommendations
5D Overall rating, value-addedness, peer recommendations, Learner interest, 

Learner background knowledge
Pop3D Overall rating, value-addedness, peer recommendations, �r
Pop5D Overall rating, value-addedness, peer recommendations, learner interest, learner 

background knowledge, �r
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Combinations of Content-Based Filtering, Non-personalized Recommendation, 
and User-Model-Based Collaborative Filtering (PopCon2D)

Another hybrid method is to combine content-based filtering with non-personalized 
recommendation and user-model-based CF, namely PopCon2D (for Popularity + 
Content-based filtering + 2D user-model-based CF). However, we shall normalize 
the closeness value by dividing each value with maxB (|closenessb|) so that our close-
ness value is always between (−1, 1).

Suppose �rj  is the average rating of paper j and rj
2D is the estimated ratings of 

neighbors in UM-CF, i.e. Eq. (5). The recommended paper(s) can be calculated by 
the following:
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where wr is the weight assigned to paper popularity and wc is a weight on the close-
ness value calculated from content-based filtering. Again, paper(s) with a higher 
rank will be picked up.

 General Comments on Performance of the Pedagogical Paper 
Recommender

We carried out two series of user studies on both undergraduate and graduate stu-
dents in 2 years. The first experimental study was conducted in an introductory 
software engineering course for Master’s-level students, while the second experi-
ment was conducted in a junior-level software engineering course for 45 under-
graduates. Details of the experiments and results can be found at [32].

Overall, the experimental results are encouraging, especially in confirming that 
making recommendations to learners is not the same as making recommendations 
to users in commercial environments such as Amazon.com. In such learning envi-
ronments, learners are willing to accept items that are not interesting, yet meet their 
learning goals in some way or another. For instance, our experimental results sug-
gest that user-model based CF works well with content-based filtering and non- 
personalized methods (such as paper popularity) as in Pop5D. Although the 
computation in Pop5D is more sophisticated than the other CF-based approaches, 
under certain circumstances it helps inform the recommender and therefore improve 
the recommendations. The results also indicate that incorporating ratings from 
value-added-ness and peer recommendation can slightly improve the performance 
of CF-based RSs when the number of co-rated papers is small. Among the proposed 
multi-dimensional methods, 3D-CF demonstrated the most potential in terms of 
average Overall rating when the number of co-rated papers is small.

Our findings illuminate learner satisfaction as a complicated function of learner 
characteristics, rather than the single issue of whether the paper topics matched 
learner interests. The results lead us to speculate that if in the domain that there are 
limited number of both papers and learners; considering other features rather than 
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relying on Overall rating and user interest can help inform the recommendation. 
Table 3 summarizes our recommendations on adopting appropriate mechanisms 
based on the system context.

Here, PopCon2D performs very well under four typical learning contexts for 
picking the best one paper, and the more complex CF algorithms including Pop5D, 
PopUM-CF work well for making the best three recommendations. Due to its char-
acteristics, PopCon2D can not only be used to start up the recommendation but also 
to inform the recommendation (since it contains information such as paper popular-
ity, paper content, user model on learner interest and knowledge background which 
can be used to generate recommendation without using paper ratings). In dimen-
sions such as this, with a limited number of both papers and learners (and other 
constraints such as course syllabus), we can conclude that considering other features 
than just overall rating and user interest can help inform the recommendation.

When the system does not have enough data on paper and user models, a content- 
based filtering method is appropriate by matching the new user model and existing 
user and paper models. However, when there are not enough papers to perform the 
matching, some other features such as popularity need to be injected to inform the 
RS, as in PopCon2D and PopUM-CF. These methods characterize the features of 
the pedagogical paper recommendation and reflect that human judgments of scien-
tific articles are influenced by a variety of factors including a paper’s topical con-
tent, its content appropriateness and its value in helping users achieve their task. It 
also highlights the importance of appropriately incorporating such factors into the 
recommendation process.

Through extensive experimental studies, we discovered two key findings to 
answer the two broad research questions raised:

 1. Incorporating contextual information to inform the recommendations is vital in 
the education domain. This can be achieved by adopting approaches such as 
PopUM-CF for a number of learning contexts.

 2. Making recommendations from across different learning groups is less effective 
than making suggestions from within the same learning groups, especially with 
collaborative filtering.

The second finding is consistent with previous studies that RS tends to perform 
differently on users from different demographic, socioeconomic and pedagogical 
(in our domain) sections, which although seems to be trivial, it is, to the best of our 
knowledge, the first documented study in the educational domain.

Table 3 A summary of recommended recommendation methods

Contexts

Appropriate  
recommendation method(s)

Top one Top three

When there is enough 
ratings and papers

The learner is new to the course PopCon2D PopUM-CF
The learner is half–way in the course PopCon2D PopUM-CF
The learner is near the end of the course PopCon2D Pop5D

When there is not enough 
ratings and papers

The learner is new to the course PopCon2D PopUM-CF
The learner is half–way in the course 1D-CF Pop5D
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 Concluding Remarks

Obviously, finding a ‘good’ paper is not about the simple fact that the user will 
either accept the recommended items, or not; rather, it is a multiple-step process that 
typically entails the users navigating the paper collection, understanding the recom-
mended items, seeing what others like/dislike, and making decisions. Therefore, a 
future research goal to proceed from the study here is to design for different kinds 
of social navigation in order to study the impact on user behavior, and how over the 
time, user behavior feeds back to influence the system performance. Additionally, 
we realized that one of the biggest challenges is the difficulty to test the effective-
ness or appropriateness of a recommendation method due to a low number of avail-
able ratings. Testing the method with more students, say, in two or three more 
semesters, may not be helpful, because the results are still not enough to draw con-
clusions as strong as those from other domains where the ratings can be as many as 
millions. Hence, we are eager to see the collaborations from different institutions in 
using the system in a more distributed and larger-scale fashion (as it is very difficult 
to achieve it in using one class each time and in one institution). Through this 
broader collaboration, our ambition is to hope in educational domain, more 
MovieLens-like benchmark database would appear as a test-bed on which more 
algorithms can be tested (including ours), which has also been pointed by [29, 30]. 
Currently, there are some great efforts on exploring the use of datasets for Technology 
Enhanced Learning (TEL) [6, 29, 30]; some modified versions of both user- and 
item-based CF techniques have been applied on these datasets. However, one of the 
shortcomings of the experiments is the way the comparisons were made to show the 
effectiveness of the algorithms: the testing methods are largely objective which is 
similar to those in the traditional movie/book/music recommendation systems; 
however, we believed the task-oriented evaluation framework is more appropriate 
than most of the objective-evaluation techniques since it can in directly assessing 
user satisfaction and acceptance over the recommended items; ‘the bottom-line 
measure of RS success should be user satisfaction’ (page 6, [10]).
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    Abstract     Online communities and networked learning provide teachers with social 
learning opportunities, allowing them to interact and collaborate with others in 
order to develop their personal and professional skills. However, with the large 
number of learning resources produced every day, teachers need to fi nd out what are 
the most suitable ones for them. In this paper, we introduce recommender systems 
as a potential solution to this. The setting is the Open Discovery Space (ODS) proj-
ect. Unfortunately, due to the sparsity of the educational datasets most educational 
recommender systems cannot make accurate recommendations. To overcome this 
problem, we propose to enhance a trust-based recommender algorithm with social 
data obtained from monitoring the activities of teachers within the ODS platform. 
In this article, we outline the requirements of the ODS recommender system based 
on experiences reported in related TEL recommender system studies. In addition, 
we provide empirical evidence from a survey study with stakeholders of the ODS 
project to support the requirements identifi ed from a literature study. Finally, we 
present an agenda for further research intended to fi nd out which recommender 
system should ultimately be deployed in the ODS platform.  
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        Introduction 

 The Internet provides teachers with a social space to interact and access resources 
in the form of either content or knowledgeable people outside their school [ 3 ,  4 ,  31 ]. 
However, with the increasing amount of user-generated content (e.g. in the form of 
learning resources, videos, discussion forums, blogs, etc.) produced every day, it 
becomes ever more diffi cult for teachers to fi nd the most suitable content for their 
needs. Recommender systems have been introduced in the educational domain as a 
practical approach to solve information overload problems [ 21 ]. Generally speak-
ing, recommender systems provide a user with the most suitable content based on 
their past behaviour. They have become popular because of their successful applica-
tions in the e-commerce world such as by Amazon 1  and eBay. 2  Fortunately, they can 
be adjusted and successfully used also in the educational domain as proven in the 
latest state of the art report by Manouselis et al. [ 21 ]. In this research, we investigate 
which recommender system algorithm suits the information overload problem of 
teachers best. The algorithm to be selected feeds on the activities of the teachers 
within an online social platform. The platform in this research is to be provided by 
the FP7 Open Discovery Space 3  (ODS) project. The ODS project aims to present a 
social network style platform that mainly aims to provide teachers with convenient 
accesses to approximately 1.550.000 learning resources from several content repos-
itories and educational portals all over the Europe. 

 In general, two methods have been used in recommender systems: content-based 
fi ltering and collaborative fi ltering. Content-based methods recommend an item to a 
user based on the similarity between the item’s content description and the user’s 
preferences model [ 26 ]. Collaborative fi ltering algorithms try to fi nd similar users 
based on the users’ ratings and opinions. CF algorithms search for like-minded users 
that are introduced as neighbourhoods and they predict an item’s rating for a target 
user based on collected ratings of the user’s neighbours [ 14 ,  29 ]. In this research, we 
use collaborative fi ltering methods as we mainly focus on the interactions and col-
laborations between teachers within an online social platform. However, it is diffi cult 
to compute similarity of user profi les when users do not share a common set of rat-
ings or when there are too few ratings available; this is known as the  sparsity problem  
[ 11 ,  29 ]. Unfortunately, educational datasets suffer from this problem more often 
than commercial datasets [ 36 ]. Therefore, before we can even use recommender 
 systems in learning, we need to fi nd ways to overcome the sparsity problem. 

 Social trust has been introduced to many recommender systems as a response to 
the sparsity problem [ 11 ,  16 ,  17 ,  24 ,  39 ]. Trust has an important role in research 
areas as wide ranging as sociology, psychology, and computer sciences. Trust has 
many forms as it depends on many factors. In this research, we focus on trust in the 

1   http://www.amazon.com 
2   http://www.ebay.com 
3   Open Discovery Space is a 7th framework European project,  http://opendiscoveryspace.eu/ 

S. Fazeli et al.

http://www.amazon.com 
http://www.ebay.com 
http://opendiscoveryspace.eu 


179

context of social networks. In general, users prefer to receive recommendations 
from people they trust. Ziegler and Golbeck [ 39 ] show a strong connection between 
trust and user similarity. In previous work, we utilized this when forming ad-hoc 
transient groups of similar users as a means of collectively solving content-related 
questions that learners experience [ 10 ,  32 ,  35 ]. However, Golbeck [ 11 ] shows that 
trust captures not only simple overall similarity between users but also other fea-
tures of the relationships between users. In recommender systems research, trust-
worthy users have been introduced as the users who have shared positive experiences 
in the past [ 11 ,  17 ,  18 ] and thus, trust is a value that refl ects “a history of interactions 
rather than a history of similar ratings” [ 17 ]. 

 Trust can help us to solve sparsity problem if it is assumed to be transitive; that 
is, if A trusts B and B trusts C, then A trusts C. Assuming that trust is transitive 
allows us to fi nd a relationship between two users who have no common set of items 
but do have friends in common. Suppose we have two users: Alice and Carol who 
have no rated set of items in common. Therefore, it is not possible to compute simi-
larity between them. As a result, there will no direct relationship between Alice and 
Carol even though they are already indirectly connected through another user Bob. 
However, Carol might be a useful source of information for Alice and  vice versa . In 
this case, the transitivity of the trust relationship helps us to infer a relationship 
between Alice and Carol through their common friend Bob: if Alice trusts Bob in 
his recommendations on papers and Bob also trusts Carol in the same way then, 
Alice can trust Carol in her recommendations on papers. It is important to note that 
the trust value between two users is computed based on their history of interactions 
that shows to what extent a user can trust the other. The initially assigned trust value 
will be gradually adjusted on the basis of users’ interactions. In this way, the poten-
tial recommenders who provided valuable information to a user are trusted with 
higher degrees of trust and the users who could not be sources of information will 
be downgraded [ 17 ]. So,  this is how we defi ne  “ trust ”  in this research :  trust is a 
transitive relation between users who share a history of interactions . Although trust 
defi ned this way is different from many other, social or psychological defi nitions, it 
is suffi ciently similar to them to be useful in realistic contexts. 

 In teachers’ communities, teachers can perhaps be supported to fi nd trustworthy 
resources as proxies for reliable sources of information. Such trustworthy resources 
enable teachers to feel more comfortable to share and interact within a closed and 
trustful community. To achieve this, we follow a trust-based recommender system 
proposed by Fazeli et al. [ 9 ] to create trust networks of users based on the rating 
information of user profi le and item profi le. Fazeli et al. proposed a concept called 
T-index to measure trustworthiness of users in order to improve the process of fi nd-
ing the nearest neighbours. The T-index is inspired on the H-index, which is used to 
evaluate the impact of publications [ 15 ]. In the present context, the higher the 
T-index value of a user, the more trustworthy that user becomes. Fazeli et al. showed 
how the T-index improves the structure of a generated trust network of users by 
creating connections to more trustworthy users [ 9 ]. Trust networks of users are 
described as a graph in which nodes represent the users and directed edges show the 
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trust relationships [ 5 ,  9 ,  12 ]. Fazeli et al. created the trust relationships between 
users based on the ratings users gave to the items in their system [ 9 ]. Although user 
evaluations in the form of ratings is one of the important examples of users’ activi-
ties within a social environment, other social activities of users should not be 
ignored up front. In general, the social activities of users describe each action of 
users within a social environment, for instance browsing a Web page, bookmarking, 
tagging, making a comment, giving rating, etc. We refer to the data that comes from 
the social activities of users, as  social data . In this research, we aim to enhance the 
existing T-index approach of Fazeli et al. [ 9 ] by using social data of users. We intend 
to create trust relationship between users based on the collected social data from 
their activities within the ODS platform. 

 Therefore, the fi rst research question is: 

  RQ1: Can the sparsity problem within educational datasets be solved by using 
inter-user trust relationships, which originally come from the social activities of 
users within an online environment, and, if so, how?  

 Moreover, we aim to study how the generated trust networks of users can be 
improved by social data of users. Therefore, we need to study the structure of trust 
networks for teachers and show how using trust relationships between users can 
have a positive effect on the generated trust networks of users. So, the second 
research question is: 

  RQ2: Can the use of the inter-user trust relationships that originally come from the 
social activities of users within an online environment, help teacher networks evolve?  

 The rest of this paper is organized as follows: section “State-of-the-Art” presents 
the state-of-the-art in recommender systems with the aim of exploring what charac-
teristics should be taken into account when designing a recommender system. In 
section “Requirement Analysis,” we describe the requirements analysis phase. We 
defi ne a use case scenario as a practical example and then we validate the given use 
case with the collected data in a visionary workshop. Based on the requirements 
derived in section “Requirement Analysis,” section “Ongoing and Future Research” 
presents an overview of on-going and future tasks in our research. Section 
“Conclusion” discusses our conclusions.  

    State-of-the-Art 

 Several reviews exist which detail how to study and classify recommender systems 
in terms of recommendation techniques, tasks, delivery mode, etc. However, each of 
these reviews focuses only on some of the dimensions to classify recommender 
systems and none of them present an integrated framework for the classifi cation of 
recommender systems [ 21 ]. Manouselis and Costopoulou [ 20 ] propose a frame-
work for categorizing the dimensions of recommender systems, which were identi-
fi ed in the related studies. We will use this framework to investigate the characteristics 
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that should be considered when designing a recommender system for teachers. 
As shown in Fig.  1 , the proposed framework consists of fi ve main categories of 
characteristics: (1) Supported tasks, (2) User model, (3) Domain model, (4) 
Personalization, and (5) Operation. We will now introduce each of the characteris-
tics briefl y and conclude with how the resulting framework could be applied to a 
recommender system for teachers.

  Fig. 1    A proposed social recommender system for teachers       
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      Supported Tasks 

 As mentioned before, teachers need to stay informed about the availability of 
resources which may help them to deal with the issues they face in their job. So, we 
aim to support teachers to  Find Novel Resources  that are suitable for them based on 
their profi le history. Most of the recommender systems in the educational domain 
have been designed to support this task [ 8 ,  19 ,  27 ,  28 ,  33 ]. For more examples, see 
the book by Manouselis et al. [ 21 ].  

    User Model 

 We represent user profi les for teachers by history-based models and user-item 
matrices which mainly focus on the past activities of the users, such as ratings infor-
mation [ 19 ,  23 ,  28 ]. Furthermore, we aim to create user profi les based on ontologies 
as through their formal defi nition they provide us with more interoperability and 
openness between heterogeneous platforms. In addition, ontologies provide infer-
ence mechanisms, which may be used to enhance the recommender systems. We 
create the relationships between users by ontology to model the relationships 
between users on social networks [ 5 ,  9 ,  12 ]. 

 The user profi les for teachers are generated on the basis of information provided 
by the users when they themselves fi ll in a registration form with their personal 
information (name, surname, email, etc.) and professional information (teaching 
subject, interests, background knowledge, etc.). We refer to this part of the user 
profi le as  static data  as it can be edited manually by the users anytime they want to. 
The other part of the user profi les contains dynamic or  recommendation data . It will 
be dynamically updated by the system as soon as teachers start interacting with the 
system (see Fig.  1 ). Since our main objective is to support teachers with a recom-
mender system in the educational domain, we have to take into account the teachers’ 
characteristics. So, to create a user model for teachers, we need to consider both 
actions of teachers and context variables in the TEL fi eld [ 37 ]. Verbert et al. describe 
the main characteristics that are to be considered for users in an educational context, 
such as knowledge level, interests, goals and tasks, and background knowledge, in 
addition to the data regarding users’ actions in terms of type and result of actions 
and the context in which an action has been taken [ 37 ]. 

 As indicated, we intend to take advantage of social data of users to deal with the 
sparsity problem. To do so, we keep track of users’ actions, so-called social activi-
ties, when they for instance rate, tag, bookmark, or share content in the ODS plat-
form. In this way, the recommendations will be generated and improved based on 
the recorded actions of teachers while they interact with the ODS platform. As 
mentioned before, social data originally come from these recorded actions of users 
(teachers). To capture the social data, we intend to follow a standard specifi cation to 
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store and maintain users’ actions. Several standard specifi cations to describe social 
data of users and guarantee their interoperability exist. They are:

•     FOAF . The FOAF (Friend-of-a-Friend) vocabulary [ 13 ] describes user’s infor-
mation and their social connections through concepts and properties in form of 
an ontology using Semantic Web technologies [ 12 ]. The FOAF Vocabulary 
describes personal information and social relationships. The FOAF Vocabulary 
shows basic information of users (FOAF Basics) such as name, surname and also 
personal information about the people that a user “knows” and its interest area 
(Personal Info). In this research, we could extend the FOAF ontology to describe 
users by the concept of  FOAF : agent  that enables us to present our system in a 
distributed setting to provide more scalability. Several trust-based recommender 
systems have described the trust relationship between users by extending the 
FOAF ontology to model the social relationship between users [ 9 ,  12 ,  24 ].  

•    CAM . Contextualized Attention Metadata (CAM) is a format to capture obser-
vations about users’ activities with any kind of tool [ 30 ,  38 ]. A CAM schema 
aims to store whatever has attracted users’ attention while the users are working 
with the tool. It also stores users’ interaction with the tool such as rating, tagging, 
etc. A CAM schema records an event and its details when a user performs an 
action within a tool. The metadata stored in the CAM format describe all types 
of users’ feedback and, therefore, can be used to make recommendations for the 
users. Platforms that have been developed based on CAM schema, allow users to 
remove the tags they already assigned to a learning object, or to modify the rat-
ings value they already gave to a learning object. Although this kind of informa-
tion can be useful when generating recommendations, we prefer to provide users 
with the updated information of a learning object and not with the history of 
removed tags, modifi ed ratings, etc. [ 25 ].  

•    Organic.Edunet . In the context of Organic.Edunet, 4  Manouselis and Vuorikari 
[ 22 ] developed a model to represent and store users’ feedback, including rating, 
tagging, reviewing, etc. in a structured, interoperable and reusable format. This 
model is also based on the CAM format and aims to transfer the social data of users 
between heterogeneous systems. The social data of users are stored and retrieved 
by help of a so-called Social Navigation Module that is also in charge of making 
recommendations based on user profi les. At the moment, the Organic.Edunet 
schema does not support social data of users other than the ones already imple-
mented by the Social Navigation Module in forms of tags, ratings and reviews.    

 We have also reviewed other standard specifi cations to describe social data such 
as Learning registry paradata 5  and NSDL paradata 6  but they have been designed to 
store the usage data of a learning object in an aggregated manner. In other words, 

4   http://portal.organic-edunet.eu/ 
5   http://www.learningregistry.org/documents/starter-resources 
6   http://www.learningregistry.org/community/nsdl 
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they do not specifi cally keep track of the individual actions of each user. In our 
research, we need to store and retrieve every single action of the users in order to 
make recommendations for them. This is why we selected the standard specifi ca-
tions mentioned above, that is FOAF, CAM, and Organic.Edunet schemas.  

    Domain Model 

 Objects that are to be presented to teachers need to be represented somehow and 
need to be generated before they can be presented. This task is out of scope for the 
present research project. It will, parenthetically, be taken up by the ODS project, 
which aims to represent an integrated object repository containing several collec-
tions of learning objects hosted by the ARIADNE 7  infrastructure. (The ODS intends 
to provide the largest European learning object repository in the fi eld of education 
in 2015 including approximately 1.550.000 learning resources from 75 content 
repositories and 15 educational portals.)  

    Personalization 

  Method . As we pointed out in section “Introduction,” we use collaborative fi ltering 
methods because they purely depend on users’ opinions and interactions and do not 
need the actual content descriptions required by content-based methods. We intend 
to enhance the trust-based collaborative fi ltering approach of Fazeli et al. [ 9 ] by 
using social data of users within the ODS platform. 

  Algorithm . CF methods are often categorized according to type or technique.  Type  
refers to memory-based and model-based algorithms [ 20 ,  29 ]. Model-based algo-
rithms use probabilistic approaches to develop a model of a user from the user’s 
history and profi le. Examples of model-based algorithms are Bayesian networks, 
neural networks, and algebraic approaches such as eigenvectors [ 16 ]. Although 
these algorithms are faster than memory-based algorithms, they require a full set of 
users’ preferences to develop user models; such a set is often not available. Moreover, 
model-based algorithms are often very costly for learning and updating phases. 
Instead, memory-based algorithms are quite straightforward to use. They fi nd cor-
relations between users based on statistical techniques for measuring similarity, 
such as Pearson correlations or Cosine similarities [ 2 ]. As they are more straightfor-
ward, we use memory-based algorithms in this research. In case the pure memory- 
based algorithms do not scale well in real-life applications, we combine them with 
some pre-computation to reduce the run-time complexity [ 29 ]. 

7   http://www.ariadne-eu.org/repositories 
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 The  technique  of CF algorithms often refers to user-based and item-based algo-
rithms [ 20 ,  29 ]. User-based algorithms try to fi nd patterns of similarity between 
users in order to make recommendations, and item-based algorithms follow the 
same process but are based on similarity between items [ 29 ]. In this research, we are 
interested in user-based algorithms because we focus on users interactions and 
activities within an online social environment such as the ODS platform. 

  Output . The majority of the recommender systems generate recommendations in 
the form of suggestions on content or people, or sometimes ratings [ 1 ,  8 ,  28 ]. 
Another common output of recommender systems is predictions of a rating value 
that a user would give to an item [ 29 ]. In this research, we currently focus on recom-
mending content to the teachers in the context of the ODS platform. As a further 
step, we aim to make suggestions on people as well.  

    Operation 

 In the TEL domain, most of the recommender systems follow a centralized architec-
ture, in which a central recommender server provides access to a single learning 
object repository; only a few are based on a distributed architecture [ 21 ]. In this 
research, we intend to follow the agent-setting distributed approach by Fazeli et al. 
[ 9 ] to provide more scalability if the number of users were to increase. Fazeli et al. 
describe each user by extending the FOAF agent concept [ 5 ,  9 ,  12 ]. As a result, each 
user can be viewed as a peer in a distributed setting such as peer-to-peer networks. 

 The recommendations are to be made at the recommender server (location) and 
are to be sent to the users as a part of their natural interactions within the ODS plat-
form, e.g. when a user browses a page or rates a learning object. In this way, users 
do not need to ask for recommendations explicitly; this is referred to as passive 
mode [ 29 ]. Thus, users receive recommendations on learning objects they make an 
action such as browsing, rating, tagging, etc. within the ODS platform.   

    Requirement Analysis 

 In this research, we follow the methodology described by Manouselis et al. for rec-
ommender systems in TEL [ 21 ]. We extended this methodology by fi rst conducting 
a survey study with teachers in the context of the ODS summer school for European 
teachers in Greece, July 2012. We there asked them to fi ll in a questionnaire regard-
ing the importance or usefulness of the activities within an online social platform 
and also regarding the use of recommender systems. The questionnaire consists of 
questions about the use of social data and recommender systems by teachers e.g. 
“Do you fi nd sharing of content on Facebook, Twitter, etc. or by email important, 
useful or useless.” Moreover, the designed questionnaire includes questions about 
how teachers think of recommender systems. 
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 In the following subsections, we will fi rst describe a use case scenario for a 
teacher called Irma, to identify the main requirements; then, we will discuss the 
results we achieved based on the Irma use case scenario. The results present a list of 
the most important needs and requirements of teachers within an online social 
 environment such as the ODS platform. 

    Irma: A Teacher from the Netherlands 

 We created a use case scenario for a staring teacher in math and physics at a second-
ary school in the Netherlands [ 6 ]. We call her Irma. Figure  2  shows a UML use case 
diagram to describe her activities within the ODS platform.

   Irma has just started to work as a teacher and as a new teacher she faces several 
challenges every day at her school. An offi cial mentor was already assigned to her to 
have weekly meetings but she still does not feel confi dent. She would like to get in 
touch with other teachers, mentors, experts, and novices, to share her concerns with 
them. Sometimes it is not even clear to her what the problem is and how she can 

  Fig. 2    Irma use case diagram       
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formulate it when she has offi cial meetings with her mentor. So, she needs to hear 
how things went with the other teachers, what were their main challenges when they 
started their job, and how they tackled those issues. She is quite curious to know if 
there is somebody out there who is in a situation similar to hers and, if so, whether 
they could exchange information. Moreover, she is very interested to know how she 
could innovate her teaching in her classroom to attract and motivate the pupils and to 
make the atmosphere of the classroom more entertaining. Irma has just seen an adver-
tisement about a social platform for teachers called the ODS platform. She decides to 
check it out and she fi rst uses the search mechanism by entering a few keywords to 
explore the available learning resources related to her teaching subject. She browses 
the results and selects a couple of them that look interesting to her. If she so wishes, 
the platform allows her to share the interesting ones with others on the social net-
working sites such as Facebook or Twitter, or simply by sending emails to them. 

 Whenever Irma happens to fi nd a learning resource, she can see the evaluations 
of other users (ratings, reviews, etc.) and the discussion posts connected to the 
selected learning resource. Irma fi nds several groups related to the discussion posts 
that attracted her and she feels quite motivated to participate in discussions because 
that is exactly what she has been looking for. To do so, Irma has to become a mem-
ber fi rst, to be allowed to go to the “My ODS” (shown in Fig.  2 ). So, she fi lls a 
registration form and becomes a member. Now, she can join groups of her interest 
and participate in discussions. She can rate, tag, bookmark the learning resources 
and make comments as part of her activities within the ODS as a social platform 
(note that this we referred to as  social activities  of a user). The more she contributes 
to the social activities, the more points she receives for her ‘Karma,’ that shows her 
potential for being a trustworthy user. Furthermore, Irma sees a personal dashboard 
on the “My ODS” page where she receives recommendations on learning resources 
that might be of interest to her. That is particularly useful when she is not quite sure 
about the exact keywords she has to enter when searching for learning resources. 
Irma becomes even happier when she sees a list of recommended people for her 
based on her past activities and profi le. She browses the list and fi nds experts, men-
tors, and other novices among them with whom she would like to get in touch. So, 
she chooses to “follow” them in order to see what kind of social activities they have 
been engaging in within the ODS platform e.g. if they rated, bookmarked, tagged 
resources and if they posted a new discussion in a particular group. Based on their 
activities, Irma can add to their Karma vote. After checking out the ODS platform, 
Irma now feels much more confi dent to see that there is much suitable content and 
there are many interesting people in the ODS for her (For a more detailed use case 
scenario, please refer to the ODS deliverable 8.1 [ 6 ]).  

    Validation of Irma Use Case 

 To validate the Irma use case, we took advantage of a summer school for European 
teachers that was held in Greece, July 2012 in the context of the ODS. We fi rst pre-
sented the Irma use case to the participants of a visionary workshop, and followed 
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that up with discussions on the use case. Then, we asked the participating teachers 
to fi ll in a questionnaire consisting of statements about social activities and recom-
mender systems. The intention was to fi nd out if the participating teachers would 
fi nd them useful or important for their personal and professional development. In 
total, 33 teachers participated in the survey study; they came from 14 countries 
(Portugal, Germany, France, Finland, Greece, Austria, Poland, Lithuania, Spain, 
Hungary, Romania, Cyprus, Ireland, Serbia and the US). From each country two 
teachers participated except for Spain and Hungary with fi ve and four participants, 
respectively. The majority of participants were secondary school teachers (73 %) 
while there were also representatives from primary schools (6 %), teacher trainers 
(6 %) and trainees (27 %), university lecturers (6 %), museum educators (6 %), cur-
riculum developers (3 %) and educational policy makers (6 %). Some of the partici-
pating teachers indicated that they had more than one role. Eighteen female and 
fi fteen male teachers participated. Participants came from different age ranges: 
20–30 years old teachers (25.2 %), 31–40 years old (33.4 %), 41–50 years old 
(22.2 %) and over 50 years old (19.2 %). 

 Figure  3  shows the degree to which the participating teachers found it useful or 
important that the social activities displayed on the horizontal axis be provided 
within a social platform like the ODS. All of them agreed that the possibility to 
 share content via social networks  such as Facebook or Twitter is very important. In 
the second place, around 97 % of the teachers found  recommending content to 
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  Fig. 3    How much the teachers fi nd the online social activities important/useful       
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somebody like a friend or colleague  quite useful. Moreover, almost 80 % of the 
participants thought that it is important to be able to  tag the content  by keywords, to 
 rate the content , to  follow other users , and  to follow / participate existing groups  in 
an online social platform. For around 65 % of participating teachers  bookmarking  
content seemed to be a useful activity. On average, 53 % of the teachers thought that 
it is useful to  comment , to  create groups , and to  report inappropriate content or a 
broken link .

   In total, more than 50 % of the participants found most of social activities impor-
tant or useful. It shows how much the teachers are interested in the social features 
that the ODS platform is to provide to them. 

 In addition to the results shown in Fig.  3 , we asked the teachers some more 
detailed questions about receiving recommendations, as well as about privacy issues 
in a an online social platform. Figure  4  presents the results of what the participating 
teachers found important or useful and the degree to which they thought so. It shows 
that privacy issues are quite important for most of the teachers. They want to know 
with whom they share content and information, and also who can see their profi le. 
Therefore, they need to be able to control their privacy settings in an online social 
platform. Moreover, 91 % of the participating teachers found it important to recog-
nize how much they can trust the other users e.g. with respect to the content other 
users shared with them. The planned extension of the trust-based recommender 
 (section “Personalization”) will ensure that some user is introduced to the other 
users in trust networks by the assigned T-index, which bases itself on that user’s 
contributions and history. This will then also enable us to address these 
requirements.

  Fig. 4    How much teachers fi nd the detailed requirements important/useful       
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   Figure  4  furthermore shows that 81 % of the participating teachers preferred to 
receive recommendations from their friends, friends of friends, or from those with a 
career similar to theirs. In the terminology of social networks, the teachers preferred 
to receive recommendations from those who are connected to them either directly 
or indirectly through their intermediate friends. As described in section 
“Personalization,” we intend to generate recommendations by traversing the trust 
networks of users created by following the T-index approach [ 9 ]. So, the collected 
recommendations for a target user will be collected from those who are connected 
to them either directly or indirectly through their intermediate friends. As a result, 
the generated recommendations within our system will be capable of meeting the 
above requirements that have been indicated as important by 81 % of the participat-
ing teachers. 

 According to Fig.  4 , 70 % of the participating teachers found it useful to receive 
recommendations that are automatically generated based on their profi le. In other 
words, the teachers prefer to receive recommendations without the need of asking 
for recommendations explicitly. As indicated in section “Operation,” we aim to gen-
erate the recommendations automatically on users’ social activities such as rating, 
tagging, browsing, etc. within the ODS platform. This enables us to fulfi l the need 
of receiving automatically generated recommendations pointed out as important by 
70 % of the teachers.   

    Ongoing and Future Research 

 Section “Requirement Analysis” described our requirements analysis as the fi rst step 
of our research method. This section now presents next steps that should be taken. 

    Data Study 

 The main goal is to fi nd a recommender system algorithm that best covers the 
requirements for teachers derived in section “Requirement Analysis.” To uncover 
what is best, we will conduct an offl ine empirical study of different recommender 
system algorithms on a selected collection of representative datasets. The study will 
be in terms of the metrics that are most often used to evaluate the performance of 
recommender systems, such as prediction accuracy of the generated recommenda-
tions. In addition, we aim to study the structure of the trust networks of users when 
using the trust-based recommender system [ 9 ]. The network’s structure will be 
evaluated in terms of indegree distribution (for some node on a network, the inde-
gree describes the number of incoming edges to that node). In this research, we can 
interpret the indegree of a user within a network, as the number of users that already 
trusted the user. In general, we are interested in a balanced indegree distribution that 
can have a positive effect on users’ mutual interactions and their contributions. 
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Initial results will indicate which of the recommender algorithms suits teachers best 
and if the trust-based recommender system can indeed help to deal with the problem 
of sparse data exhibited by the datasets used. 

 Based on the requirement analysis described in section “Requirement Analysis,” 
we selected the following educational datasets as our candidate datasets to be studied 
[ 36 ]: Travel well, MACE, OpenScout, MERLOT. The planned study will evaluate a 
set of different classical CF algorithms next to the trust-based algorithm [ 9 ] on a 
variety of educational datasets. An issue with the educational datasets is that most of 
them are not publicly available. Moreover, unfortunately, there is no golden standard 
dataset in the educational domain such as is the MovieLens dataset 8  in the e-com-
merce world. For instance, for the Travel well dataset, different versions are avail-
able. In fact, no unique version has been singled out for running the experiments, nor 
for making a comparison in the recommender system community. To address these 
issues, the dataTEL project proposed to establish a set of representative datasets as a 
reference for running data-driven studies in the educational domain [ 7 ].  

    User Evaluation Study 

 Having identifi ed the most promising recommendation algorithms based on the data 
study, we will develop the initial recommender system for the ODS project. We will 
run a user evaluation study at one of the upcoming ODS summer schools to study 
usability of the prototype by evaluating users’ satisfaction. Through a questionnaire 
the end-users will be asked to provide feedback on the prototype. Questions asked 
will be how interesting the end-users fi nd the recommended content and how rec-
ommended content can help users to gain new knowledge or improve their current 
knowledge [ 34 ]. 

 Based on the outcomes, the prototype will be customized and improved so as to 
be able to deploy an improved release for an extended pilot study with a large num-
ber of European teachers as the ODS real users. Initial feedback by end-users on 
usability of the prototype is the outcome we expect.  

    Pilot Study 

 Ultimately, we aim to deploy a stable release that will be tested under realistic and 
standard operational conditions with the end-users. To do so, we compare the perfor-
mance of a proposed recommender system based on our presented framework with 
classical collaborative fi ltering algorithms. Furthermore, we aim to study the 

8   http://www.grouplens.org/node/73 
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structure of the teachers’ networks to investigate how networks of teachers will 
evolve by the use of social data. To evaluate the effectiveness of the proposed rec-
ommender system, we will compare the results in terms of the total number of learn-
ing objects which have been visited, bookmarked, rated, etc. for two groups of users:

•    Those who are aided by recommender systems to access learning objects  
•   Those who access learning objects directly from the repository, without the help 

of a recommender system.    

 We will measure prediction accuracy, coverage and F1 measure of the generated 
recommendations, effectiveness in terms of total number of learning objects visited, 
bookmarked, or rated, as well as indegree distribution. The last will be used to study 
how the structure of the networks changes. Once the results are in, we expect to fi nd 
out whether our proposed recommender system outperforms the classical CF algo-
rithms. An important concomitant outcome will be the visualization of teachers’ 
networks, to show how the network’s structure evolves when relying on inter-user 
trust relationships that come from the social data of users.   

    Conclusion 

 In this paper, we introduced recommender systems as a potential way to support 
teachers in fi nding content that matches their needs and interests. We also argued 
that we likely need to overcome the sparsity problem, which hinders recommender 
systems in the educational domain. Therefore, we presented two research questions 
and research method that mainly focus on ways to tackle the sparsity problem. 
Social trust is a key concept here. The results of a requirement analysis presented 
in this paper were consistent with the main requirements described by a use case 
scenario. The results indicated that the majority of the teachers are interested in 
online social activities such as rating, tagging, bookmarking, sharing the content, 
commenting, following other users, etc. Moreover, the results show that teachers 
prefer to receive recommendations from trustworthy users in particular. This 
requirement underscores the use of social trust when designing a recommender 
system for teachers. 

 Besides recommending the most suitable content to teachers, we plan to support 
teachers to fi nd the peers with whom they can share their concerns and, in general, 
exchange knowledge.     
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Abstract Web 2.0 has had a tremendous impact on education. It facilitates access 
and availability of learning content in variety of new formats, content creation, 
learning tailored to students’ individual preferences, and collaboration. The range 
of Web 2.0 tools and features is constantly evolving, with focus on users and ways 
that enable users to socialize, share and work together on (user-generated) content. 
In this chapter we present ALEF—Adaptive Learning Framework that responds to 
the challenges posed on educational systems in Web 2.0 era. Besides its base func-
tionality—to deliver educational content—ALEF particularly focuses on making 
the learning process more efficient by delivering tailored learning experience via 
personalized recommendation, and enabling learners to collaborate and actively 
participate in learning via interactive educational components. Our existing and 
successfully utilized solution serves as the medium for presenting key concepts that 
enable realizing Web 2.0 principles in education, namely lightweight models, and 
three components of framework infrastructure important for constant evolution and 
inclusion of students directly into the educational process—annotation framework, 
feedback infrastructure and widgets. These make possible to devise and implement 
various mechanisms for recommendation and collaboration—we also present 
selected methods for personalized recommendation and collaboration together with 
their evaluation in ALEF.

Keywords Personalized recommendation • Web 2.0 • Collaborative learning • 
Adaptive learning • Educational platform
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 Introduction

Technology has shaped the way people learn for decades. A particularly great 
 influence of technology on learning came with the emergence of the Web in 1990s. 
But it was the next generation of Web, so called Web 2.0, which significantly shifted 
the existing paradigm of learning.

In general, Web 2.0 made the experience more interactive, empowering users 
with easy-to-use tools. It enabled user-based authoring of content (by utilizing blogs 
and wikis) and facilitated organization and sharing of knowledge (by annotating and 
tagging content, discussing content). It also simplifies collaboration and interaction 
between users. Users in web-based systems are no longer only content consumers, 
they have become content creators themselves and indeed they have started to 
actively contribute to the Web’s content as envisioned by Berners-Lee [2].

An important implication is that Web 2.0 reflected into improved user experience 
during learning in web-based educational environments. A user—learner—gains 
more competences that result into greater autonomy for the learner. The traditional 
role of a teacher changes and distinction between teacher and student blurs [11].

Together with the increasing popularity and spread of the Web, we witness sig-
nificant growth of educational materials available online. In order to allow effective 
learning techniques for adaptive navigation and content presentation adaptive web- 
based educational systems were devised almost two decades ago [1]. A common 
example of adaptive navigation is recommendation of learning objects. The recom-
mendation methods tailor the presented content to a particular learner and/or sup-
port a learner by providing adaptive navigation. Most current adaptive web-based 
educational systems attempt to be more intelligent by advancing towards activities 
traditionally executed by human teachers—such as providing personal advices to 
students [4].

We see both collaboration and adaptation as key concepts facilitating learning in 
current web-based educational systems. Opportunities introduced by emergence of 
Web 2.0 imposed new requirements for adaptive web-based learning that should 
respond for constant change and inclusion students directly into educational pro-
cess. The requirements shifted to the following criteria [40]:

• Extensible personalization and course adaptation based on comprehensive user 
model, which allows for simultaneous use of different adaptive techniques (such 
as recommendation) to enhance student’s learning experience.

• Student active participation in learning process with the ability to collaborate, 
interact and create content by means of the read-write web vision. In particular, 
we exploit different types of annotations as a suitable way to allow for rich inter-
actions on the top of the presented content.

• Domain modeling that allows (i) automation of domain model creation, and (ii) 
collaborative social aspect and the need to modify or alter domain model by 
students themselves.

In order to address the challenges posed on educational systems in Web 2.0 era 
and beyond, we developed ALEF—Adaptive LEarning Framework [40]. We have 
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followed up on the prior research on adaptive learning at the Slovak University of 
Technology including adaptive learning applications ALEA [18] and FLIP [46]. 
ALEF now constitutes both a framework for adaptive collaborative educational sys-
tems and an instantiated system created primarily for research purposes, but used 
successfully in educational process at the Slovak University of Technology. After 
several years of research, ALEF became a base for various autonomous compo-
nents, some of which present standalone applications, so now ALEF can be viewed 
rather as a platform for adaptive collaborative web-based learning.

The ALEF platform offers recommendation on various levels. The recommenda-
tion is not only on the level of course parts as a whole (learning objects), but also 
content outside of the integrated course material is recommended through annota-
tion with information gathered from external sources. Content and information 
within the learning objects is recommended through summarizations.

In this chapter we present Adaptive Learning Framework ALEF. We focus on 
recommendation and collaboration in ALEF, which aims at delivering tailored 
learning experience via personalized recommendation, and enabling learners to col-
laborate and actively participate in learning via interactive educational components. 
We present not only functionality realized in ALEF, but also an infrastructure for 
providing this functionality, which facilitates personalized recommendation and 
active collaboration—domain model, user model and unique framework compo-
nents: annotation framework, feedback infrastructure and widgets. Core part of this 
chapter discusses recommendation, which is performed in ALEF on several lev-
els—on the learning objects level and on the content of learning objects where we 
provide also summarization which recommends particular parts of learning objects 
for effective repeating. Next, we present a concept of implicit and explicit collabo-
ration in ALEF. This part is related to the recommendation as during collaboration 
several decision points exist where recommendation is useful concept. We conclude 
this chapter with short summarization and future directions.

 Related Work

Adaptive and intelligent web-based educational systems address the new challenges 
related to impact of Web 2.0 on education in various ways. The same way as a good 
teacher adapts instruction to individual student’s needs the adaptive and intelligent 
web-based educational system provide adaptive features (e.g., adaptive content pre-
sentation and navigation support) and intelligent features (e.g., problem solving 
support and solution analysis). The emergence of Web 2.0 technologies with its 
focus on user also changed user expectations. Users now expect that a learning sys-
tem adapts according to their previous interactions, they expect to be able to actively 
participate in communities, collaborate and share their work.

Consequently, modern adaptive and intelligent web-based educational systems 
incorporate collaborative aspects such as knowledge sharing and organization (e.g., 
annotation and tagging of learning content, discussion forums), synchronous and 
asynchronous group work, and user-oriented content authoring (e.g., wikis).
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User participation via Web 2.0 tools that enable creation, rating and sharing 
learning content drives the emergence of learning networks [17], which provide 
methods and technology for supporting personal competence development of 
 lifelong learning, typically in an informal setting. Learning networks are structured 
around tags and ratings, which are often only sparsely provided by users, raising 
additional strain on recommendation methods in this setting. TENcompetence proj-
ect is the largest EU-driven initiative that studies bottom-up approaches of knowl-
edge creation and sharing.

There are two possible ways to take when building a modern adaptive learning 
system: (1) integrate adaptive features into an existing Learning Management 
System (LMS) such as Moodle, or (2) design and build an adaptive learning system 
from scratch. Some authors argue that the adoption rate of adaptive technologies in 
learning remains low mostly due to limited feature set of existing adaptive learning 
systems [23]. The learning systems are usually experimental prototypes designed 
and developed from scratch and not used beyond the university departments of their 
authors. Consequently, Meccawy et al. propose the WHURLE 2.0 framework that 
integrates Moodle’s Web 2.0 social aspects with adaptation features. Their design 
follows the typical service-oriented architecture of other adaptive learning systems 
such as the distributed architecture of KnowledgeTree proposed by Brusilovsky [3]. 
KnowledgeTree architecture is based on distributed reusable learning activities that 
are provided by distributed activity servers, while other types of servers provide the 
remaining services which are required in every adaptive learning system: domain 
modeling, student modeling, and adaptation engine. The service-oriented architec-
tures facilitate reusability of learning content and learning analytics across different 
services provided by the learning system.

Modern adaptive and intelligent web-based educational system is expected to 
provide diverse learning content and services to students. The content can range 
from non-interactive course material, simple quizzes and exercises to highly inter-
active synchronous collaborative learning. The basic services include the generic 
LMS services such as course administration, and automatic quiz/exercise evaluation 
services. Additional services result from the adaptive and social properties of the 
learning system. Each bit of the learning content is

 1. adapted in various ways (e.g., student’s needs, preferences or knowledge, teacher’s 
requirements), and is

 2. socially enabled by providing knowledge sharing, group work and user content 
authoring facilities. These services are typically backed by methods based on 
artificial intelligence and presented within a user interface that is continuously 
recording each user action providing back the data for analysis by the adaptation 
methods. Examples include methods for course material personalization and rec-
ommendation according to student’s knowledge or time constraints.

Recommendation in education brings about additional requirements compared 
to methods of generic recommendation such as books or movies recommendation 
[22]. The typical recommendation scenarios apply (e.g., predicting link relevance, 
finding good (all) items, recommending sequence of items, finding novel resources, 
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finding peers/helpers) with the additional consideration of relevancy to learning 
goals and learning context. The recommendation must also account for various 
pedagogical rules.

Recommendation differs substantially based on the type of corpus used. Closed 
corpus recommendation systems can take advantage of detailed metadata descrip-
tion and/or ontological representation of the learning objects. Consequently, the 
recommendation systems can effectively personalize the learning process through 
adapting the learning content and/or the learning sequence. The recommendation 
methods can take into account the various learning goals, contexts and pedagogical 
rules. As examples we can mention an approach for semantic recommendation in 
education settings called SERS [31] or XAPOS system [37].

Open corpus recommendation, on the other hand, does not require preexisting 
metadata descriptions. The objects are often preprocessed with automatic metadata 
extraction methods, and the recommendation itself typically relies on collaborative 
filtering methods that are robust to noisy input. The recommendation results improve 
when more user/item data is provided over the course of the recommendation sys-
tems lifetime.

Personal learning environments (PLE) enable even more personalized experi-
ence by providing facilities to build and personalize their own learning environ-
ment. The concept of PLEs and recommendation has been extensively studied in the 
ROLE project, approaches for recommendation specific to personal learning envi-
ronments are outlined by Mödritscher [29].

Adaptive and intelligent web-based educational systems are based upon domain 
and user models. User model often follows overlay student modeling that represents 
student knowledge and other characteristics on top of domain model. Several refer-
ence models for adaptive web-based systems have been proposed, such as Adaptive 
Hypermedia Application Model (AHAM) [10], Munich reference model [16], and 
LAOS [6] and its social extension SLAOS [7]. When considering domain modeling 
in these reference models, they often suffer from tight coupling between conceptual 
description of subject domain and content. Also, support for Web 2.0 paradigm on 
the level of domain modeling is limited in these models. Although there are attempts 
to incorporate social collaborative aspects (e.g., content annotations, tagging, rat-
ing, commenting) into adaptive web-based systems at abstract level, it has limita-
tions in extendibility of interaction and collaboration in domain model and ability to 
support interaction and collaboration on top of user-generated entities [7].

 Adaptive Learning Framework ALEF

ALEF’s primary goal is to provide an infrastructure for developing adaptive col-
laborative educational web-based systems [40]. Besides its base functionality—to 
deliver educational content—it particularly focuses on making the learning process 
more efficient by (1) delivering tailored learning experience via recommendation/
personalization, and (2) enabling learners to collaborate and actively participate in 
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learning via interactive educational components. To facilitate both aims ALEF’s 
architecture incorporates two core models and framework components:

• domain model—rich yet lightweight domain model semantically describes 
resources within a course,

• user model—overlay user model represents current state of user’s knowledge 
and goals,

• framework components—extendable components such as annotations frame-
work and widgets provide fundamental functionality related to adaptive web- 
based systems.

Models can be used easily in any learning domain, and together with extendable 
framework components they allow developers to build custom framework exten-
sions, that is, shifting the notion of ALEF from a framework for adaptive web-based 
educational systems towards a modern web-based educational platform.

Overview of different framework components together with their close connec-
tion to domain and user model is displayed on Fig. 1. Individual models and frame-
works are discussed in more details in the following sections.
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Fig. 1 ALEF components overview—three tiers architecture: data, application and presentation 
tier. Particular framework components spread across all of these tiers
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Fig. 2 Domain model scheme: metadata layer over designate layer. Resource instances are not a 
part of domain model (solid line) [39]

 Domain Model

In domain modeling, ALEF leverages the so-called lightweight semantics and 
 proposed a lightweight domain model for adaptive web-based educational courses 
[39]. We consider modern educational courses to consist of educational content1 
authored by teachers, and user-generated content (e.g., comments, tags) provided 
by students. The various types of user-generated content are represented uniformly 
as  annotations—an abstraction representing user-generated content in ALEF.

Learning resources are not described using complex domain descriptions such as 
ontologies, instead, resources are described by domain relevant terms. The terms, 
relationships between terms, and their associations to resources constitute the core 
domain conceptualization that forms a basis for user modeling and is utilized by the 
adaptation engine. We take advantage of multilayer design that explicitly differenti-
ates between resources, their abstractions and semantic descriptions (see Fig. 2) and 
clearly separates content from conceptualization.

Domain model consists of:

• designate layer, and
• metadata layer.

These two layers represent a conceptual abstraction over resource instances 
(both learning objects and annotations) that are created and modified by content 
authors. Resource instances form the actual learning content presented to learners 
(e.g., a learning object Recursion basics in a programming course).

Designate layer is further divided into resource designates and creator desig-
nates. Designate layer represents an abstraction of resources (learning objects, 

1 A basic component for education delivery is a learning object. For learning object we adopt a 
broader definition by IEEE, which defines a learning object as any entity, digital or non-digital, that 
may be used for learning, education or training [15].
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annotations) and their creators, and is crucial for ensuring reusability and 
 extendibility in terms of content resource’s lower level representation. The concept 
of resource creators was introduced to domain model since in social and interactive 
environment it is important to explicitly model creator relations to both resources 
and metadata. In the social and interactive environment, different creators produce 
content (educational content, annotations and metadata descriptions) with various 
degree of “reliability,” which must be taken into account by algorithms later in the 
processing chain when accessing domain model elements (e.g., for recommenda-
tion of learning objects or annotations filtering).

Metadata layer is formed by domain relevant terms—easy to create descriptions 
that are related to particular domain topics (that are not explicitly represented in domain 
model). It is important to note that relevant domain terms do not represent concepts in 
strict ontological definition, cf. [8]. They rather represent lexical reference to non-
explicit topics or concepts, which form the domain model. Examples of relevant 
domain terms in the domain of programming involve recursion, cycle or comment.

Learning content is comprised of various types of learning objects such as expla-
nations, exercises and questions. These elements are interconnected via various 
types of relationships that represent different forms of relatedness between domain 
model elements. In ALEF’s domain model, we distinguish three (high level) types 
of element relationships:

• relationship between designates,
• relationship between designates and relevant domain terms,
• relationship between relevant domain terms.

Relationships between resource designates typically reflect relationships between 
resource instances (e.g., hypertext links or hierarchical book-like structure of learn-
ing objects), or creators and resources (authorship relation).

Relationships between resource designates and relevant domain terms represent 
lightweight semantic descriptions of resources. Such relationships arrange relevant 
domain terms in a lightweight semantic structure that is necessary to perform rea-
soning tasks. We refer to all these types of relationships as resource-metadata rela-
tionships. Note that each relationship type can be assigned arbitrary attributes, e.g., 
a relation weight.

A basic example of a relationship between resource and metadata is the relation-
ship that associates resources with relevant domain terms representing its content. 
Examples of relationships between relevant domain terms include similarity rela-
tionship (e.g., recursion is-similar-to cycle), composition relationship (comment is-
part- of program), and hierarchical relationship (printf is-a function).

When considering domain model in general, it is important to point to the issue 
of domain model authoring. Conceptual description of even a small domain typi-
cally contains hundreds of concepts—domain knowledge elements—and thousands 
of relationships. Providing conceptual descriptions manually is a very demanding 
task that teachers (adaptive content authors) can accomplish only with difficulties. 
ALEF benefits from the proposed lightweight domain modeling, which open doors 
for methods that can automatically create lightweight semantic descriptions, while 
preserving acceptable quality of personalization.
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We devised such methods and showed that automated creation of domain 
model—ranging from relevant domain terms extraction [42] to various types of 
relationships discovery [43, 44]—is to a great extent comparable to manual creation 
in terms of quality of produced domain descriptions as well as their suitability for 
learning object recommendation [24]. Though our methods do not replace a teacher 
(which is hardly possible), they can be used with advantage to support her/him 
when authoring adaptive courses.

 User Model

User model employed in ALEF is based on principles of overlay user/student mod-
eling, that is, it adds several user-related layers on top of the domain model. The 
most basic layer is used to store interaction of users with domain elements, and 
contains mainly information about:

• which learning object student visited, how much time he/she spent reading it
• which questions and exercises student solved and how successful he/she was 

(e.g., whether he/she answered correctly right away or was forced to request a 
hint or did not manage to answer correctly despite of the hint provided)

• which additional resources (via annotations) student interacted with

This layer is basically representing the students’ interaction history. On top of this 
layer sits an additional one that is used to store student characteristics (mainly knowl-
edge of domain concepts (relevant domain terms) related to relevant learning objects).

Each such characteristic apart from its value (scalar from 0 to 1) and a timestamp 
contains:

 1. confidence representing the level of certainty that a student does have this 
 characteristic at this value, and

 2. source of the characteristic (such as “self-reported” in case of a questionnaire, or 
discovered by a particular user model inference agent).

When a user model is updated, the update spreads through relationships among 
concepts using standard spreading activation algorithm [9]. This ensures that any 
gain or loss of knowledge is appropriately distributed to all relevant parts of the 
overlay model following lightweight representation of domain model.

 Framework Components

ALEF’s architecture comprises the following easily reusable and extendable pivotal 
components:

• Annotation framework,
• Feedback infrastructure,
• Widgets
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Annotation framework constitutes a robust framework for creating, updating, 
accessing and sharing annotations as a fundamental means for educational content 
enrichment and interaction. Feedback infrastructure streamlines and unifies the pro-
cess of feedback collection and evaluation for various components and methods 
deployed within the educational system. Widgets represent building blocks of user 
interface. They are active learning and collaboration-supporting components and 
act as gateways for accessing learning content and annotations.

 Annotation Framework

Students get more involved in the educational process through the possibility of 
adding different kinds of annotations to the content; they can create both new con-
tent and metadata. The annotation framework is designed to provide means and 
encourage this kind of participation [41].

ALEF’s annotation framework aims to support and standardize interaction with 
various types of annotations and to ease the development of new annotation types 
by providing a common software infrastructure. In order to achieve a high degree of 
reusability and extendibility, content and annotations share common representation 
within the framework.

Content and annotation are defined as the same entity—Resource (see Fig. 3). In 
this representation, Resources can be connected with Relationships of various types 
(e.g., Annotates). This allows not only to assign annotations to the content, but even 
to interconnect annotations with each other. It also allows to easily add a new anno-
tation type by extending the Annotation entity, as well as to add a new content type, 
which is immediately annotable by existing set of annotation types.

Every annotation is defined by its content and context. Content is a piece of tex-
tual information added by a student in a form of annotation, such as a comment or 
URL of an external source. In a special case, it can also be empty (e.g., in case of a 
highlight). Context represents an association (binding) of the annotation to a learn-
ing object and in some cases also to the text, where the annotation has been origi-
nally inserted by the student. Whether an annotation has been assigned to the 
learning object as a whole or only to a specific fragment of its text (i.e., a word, a 

Fig. 3 Extensibility of resource annotations [41]
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phrase, or a paragraph) differentiates two distinct types of annotations on the 
 conceptual level: per-text-annotations and per-content-annotations.

Students can access annotations and navigate among them using both content 
and context: by context (access-by-context), i.e., directly in the text, where the 
annotation has been assigned in case of the per-text-annotations; by content 
(access-by-content), i.e., separately from the text (usually using a specialized 
widget).

We designed four distinctive user interface elements as a means for creating and 
accessing both the content and the context information of annotations:

• in-text interaction and presentation,
• sidebar,
• annotation browsers,
• annotation filter.

In order to create (using in-text pop-up menu, see Fig. 4, left), access and remove 
(by hovering the mouse over the text, see Fig. 4, right) per-text-annotations, stu-
dents use in-text interaction and presentation, which represents the fastest access to 
annotations with no significant interruption of the learning process.

Sidebar represents another type of access-by-context navigation element. 
Annotations which are contextually close, i.e., were inserted in close proximity 
within each other in the text, are grouped into regions visualized on the sidebar. 
Hovering over a region shows a list of inserted annotations and highlights them in 
the text. Hovering over a particular annotation shows a tooltip with annotation’s 
content; it also enables students to edit or remove the selected annotation (see 
Fig. 5).

Access-by-content navigation is provided by the annotation browser, which lists 
all annotations (of a specific type) related to the currently displayed learning object. 
Thus, students can interact with annotations regardless of their position in the text; 
however, selection or interaction with an annotation inside the browser invokes in- 
text visualization to indicate context of the annotation, if any. Annotation browsers 
are implemented as widgets located on the side of the screen, not distracting stu-
dents from the main text in the central part. We provide more detailed description 
and examples of specific annotation browsers thereinafter in section on “Implicit 
Collaboration.”

Fig. 4 In-text pop-up menu for creating a new annotation (left): tag, highlight, external source, 
comment and error report (icons in order from left to right); and removing an existing one (right); 
content in Slovak
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Annotation filter allows users (students as well as teachers) to select types of 
annotations to be displayed in the text as well as on the sidebar (Fig. 6). Users can 
therefore focus their attention on selected types of information, resulting in more 
effective navigation among annotations. The filter contributes to adaptability of the 
learning environment towards learners’ preferences and actual needs.

 Feedback Infrastructure

The feedback infrastructure in ALEF was devised to alleviate two tasks: (1) moni-
toring student actions and building models, especially the user model, through the 
logging framework, and (2) evaluating personalization methods through evaluation 
feedback engine.

Logging framework. ALEF combines many experimental methods implemented 
through multiple components. User (student) feedback gathered in any part of the 
educational system (e.g., commenting on a selected part of the learning content 
through annotations, solving an exercise) implies student’s knowledge and interests. 
Therefore both implicit actions and explicit ratings from students are integrated into 
a common user model layer storing interaction with domain elements. This is ensured 
through logging framework, which acts as a proxy intercepting any action made by 
a student: (1) before it is processed—when it is being sent to the framework, e.g., the 
student clicked a button to evaluate the solution, (2) after it was processed, e.g., the 
solution was evaluated as correct and additional information to be logged can be 
included while processing, this is then collected by the logging framework.

Fig. 5 Sidebar with a region of grouped annotations and a tooltip showing detail of a selected 
annotation with other interactive elements; content in Slovak

Fig. 6 Annotation filter with all the annotation types set to be displayed
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Vast numbers of basic relationships to domain elements are created from both 
pre-processing and post-processing logging, including both implicit feedback, e.g., 
a student has looked on a fragment of a learning object [19], and explicit feedback, 
e.g., a student has rated difficulty of an exercise (Fig. 7) or rated learning object 
usefulness through a personalized rating scale. Advantage of this centralized log-
ging pipeline is that one particular type of activity is always evaluated uniformly, 
regardless of a component which triggered the activity.

If any needed feedback or a new type of feedback from a new component is not 
yet logged, it can be easily added by creating a declarative description (processed by 
the logging framework) describing which relationship is to be created from which 
actions.

Evaluation feedback engine. ALEF has served and serves as a test bed for many 
experimental methods and often needs to collect diverse types of feedback. A rule-
based explicit feedback engine was designed and developed in order to provide flex-
ible feedback options. Besides generic question facility, it allows to display 
personalized questions instantiated from question templates.

An example of a typical problem in adaptive systems is when users do not use a 
newly added adaptive tool. If a recommended learning object is visited, we can eas-
ily evaluate the recommendation method on whether the student liked it or not and 
what knowledge did they gain after using it. However, when the recommendation 
facility is not used at all, we can only guess what is wrong with it (were the recom-
mendations completely wrong so a student did not click on any recommended item 
or they simply overlooked them?). The evaluation feedback engine can help resolve 
such issues. Consider a scenario, which we realized in ALEF: a student is consider-
ing visiting a learning object from a list of recommendations presented to him (i.e., 
he looks on it, which we detect via gaze sensors) but then decides to use the menu 
instead. Right after the student makes the user interface action (mouse click on the 
menu item) the engine can ask a question about why the student chose the menu 
item rather than the recommendation. Gaze, as one of the indicators, is estimated 
either through mouse movement or through a commodity webcam by analyzing 
shape of the eye in the image feed in the browser. Using a simple low-resolution 
camera source or mouse movements brings smaller or larger errors to the gaze esti-
mation, however these sources are sufficient for estimation of widget usage.

By personalizing the evaluation questions to the current context and asking them 
in appropriate situations, the engine can collect feedback of a better quality 

Fig. 7 Difficulty rating options displayed after student has finished a question or an exercise
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compared to when e.g., handing out predefined questionnaires after a learning 
 session. More, we gather such feedback even when the students learn from remote 
locations such as at home.

The evaluation feedback engine allows to both declaratively describe situations 
in which a question should be displayed (and our logging framework allows for 
detection of various situations), and describe questions based on templates evalu-
ated within student’s current context.

 Widgets

Annotation browsers, navigational and other components providing specific func-
tionality (e.g., presentation of current student’s score) are implemented within 
ALEF in the form of widgets. The main goal of our widget framework is to provide 
modular approach for designing and implementation of various functions for sup-
porting students during their learning process and expose them in a uniform manner 
within the user interface. The widget framework provides standard functionality to 
all widgets (initialization, display of a widget, asynchronous state transitions, con-
tent refreshes, etc.), thus ensuring reusability and extendibility. It means that a 
developer can focus on design and implementation of widget’s primary functions 
instead of solving various integration issues.

Widget framework is dynamic and flexible. It makes it easy to add a new type of 
widget, to change its default behavior, etc. It can even provide a gateway towards 
external systems, e.g., we have applied this widgets’ framework to integrate ALEF 
with the PopCorm extension that is used for collaborative learning.

An example ALEF’s user interface consisting of widgets is depicted on Fig. 8. 
The ALEF user interface is divided into three major parts: navigational part, con-
tent part, and supporting components providing specific functionality presented as 
widgets. Navigation through sets of learning objects is provided by navigational 
widgets such as hierarchical menu or list of recommendations. Various forms of 
interactions are enabled by incorporating annotations and interaction/collaboration 
widgets. Annotations constitute both a means for learners to better organize their 
own learning space, and also an interface for enrichment (contributions) to the 
learning content (the implementation of read/write web). We discuss specific wid-
gets’ usage (as annotation browsers) in section on “Implicit Collaboration.”

 Recommendation

The objective of recommendation in the domain of adaptive educational systems is 
to help students choose a topic which is best according to a combination of various 
factors: student’s current state and goals, the actual available materials, assign-
ments, etc. Recommendation approaches and presentation can vary according to 
typical workflow in given system. Are students given possibility to move through 
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the course(s) on their own? Or is the system used as a support for courses being 
taught offline? Nevertheless, the recommendation should be personalized, as each 
student has different knowledge in various topics (both prior and during the learn-
ing), different learning pace, goals, etc.

The recommendation in ALEF is performed on several levels. First, learning 
objects (e.g., course material, programming exercise, quiz question) are recom-
mended. Second, the content of learning objects (at any stage of completeness) is 
not usually everything that is known about a given topic, and students can take 
advantage of studying about it from external resources, for example information 
available on the open Web. ALEF recommends such information to students via 
automatic creation of annotations within learning objects.

Third, students may benefit from personalized summaries of learning objects. In 
the same way in which students can make use of additional content to the learning 
objects, other students may need only the most important pieces of information, 
some overview or quick reference to given learning objects. ALEF recommends the 
most important or relevant information within learning objects in the form of 
 personalized summarizations.

The described levels are complementing each other. The recommendation of 
learning objects helps selecting a learning object to focus on. The summarization 
helps picking the most useful information within the selected learning object, while 
their augmentation by annotations expands the available information (extending the 
volume even beyond the scope of authored content). Examples of different recom-
mendations delivered to the user are shown in Table 1.

Fig. 8 Screenshot of ALEF user interface. It is divided to three vertical parts (left to right): (a) 
navigational part containing learning objects recommendations (1) and learning objects hierarchi-
cal menu (2); (b) educational content containing selected learning object (3); and (c) learning and 
collaboration supporting widgets: system activity score (4), error reporter (5), tagger (6) and exter-
nal resource inserter (7); content in Slovak
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In general, recommendations in ALEF are made based on information stored 
and maintained in user and domain models. User characteristics related to domain 
concepts (such as concept knowledge) represented by relevant domain terms are 
considered to select appropriate resources that are a subject of recommendation 
via relationships between domain model’s metadata and designate layers. 
Relationships within metadata layer (connections among relevant domain terms) 
are typically used to update and spread information about student inferred from 
her/his actions. However, particular utilization of models depends on a recommen-
dation method used.

Table 1 Examples of recommendations within ALEF platform

Event 
description Method Example delivery Example recommendation

Selecting an 
object

Meta-recommender 
(time-limited 
recommendation, 
sequential 
walkthrough 
recommendation, 
…)

Navigation widget
Order of exercises in the 

menu
Selection of exercises/

questions placed 
inside an explanation

Link to proceed to next 
exercise/question

“Try the following 
exercises now to learn 
the most in the 
remaining time 
(1:31 h): Lambda 
REMOVE-IF, Scheme 
FIND”

“Click for next exercise” 
(After the exercise was 
finished. It is not 
indicated which one 
will be displayed as 
next.)

Filtering 
information 
within the 
object

Adaptive summarizer Summarization  
displayed instead  
of the object  
(quick reference)

Summarization  
displayed after the 
object (repeating)

Collection of sentences 
from the text of the 
learning object

Accessing 
information 
outside the 
object

Automated annotation 
creation

In-text annotations “Construction of software 
includes transformation 
of detailed module 
specifications to 
program realization.” 
(Term program is 
annotated with 
definitions and excerpts 
from external sources 
for “computer 
program,” 
“programming 
language,” and 
“process.”)

Sidebar
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 Recommending Learning Objects

For recommending learning objects, the ALEF supports multiple recommendation 
methods, which can be easily added. They are selected or combined on-the-fly for a 
given student by the means of meta-recommender, which is effectively a hybrid 
recommender system. ALEF uses weighted (recommenders are given weights and 
results are combined), switching (a recommender is selected for the given user at 
the current time), and mixed (multiple recommenders present their results at once) 
hybridization methods. Also where multiple domain or user models exist, a recom-
mender can operate on any of them and the model to serve as a source for recom-
mendation to the given user is personalized.

The methods supported within ALEF include traditional approaches found in 
adaptive web-based systems. One recommendation approach offered in ALEF—the 
sequential course walkthrough—is based on traditional recommendation principles 
of content similarity. Current student’s learning interests are considered and based 
on them, several learning objects (LOs) are recommended in order to both (1) 
advance current subject further through course advancement in Explanations, and 
(2) refine knowledge being gained in the current subject through exercising in 
Exercises and Questions.

ALEF was used to experiment with a novel time-limited recommendation. The 
time spent learning is very important in the domain of learning—it is a form of 
 currency that students “pay” for selecting items (here, learning objects) and of 
which each student has only a limited amount available. The proposed method for 
time- limited exercise and question recommendation is briefly described below.

The basic function of the time-limited recommendation is to help students in 
selecting appropriate assignments for learning the most and meeting the learning 
goals. In this method, assignments (Questions and Exercises) are recommended 
based on the student’s knowledge of related topics, the target topics (e.g., knowl-
edge required for a mid-term exam), together with time that the student has avail-
able for learning. The time limit is either determined externally by time remaining 
to an event (e.g., exam), or a student can allocate his/hers own available time. The 
learning targets were set by the domain expert (a teacher giving the exam), but can 
be also self-imposed by the students or set automatically.

The recommendation itself supports the recommendation task find good items 
(recommend a list of N most suitable assignments). Exercises are each composed of 
a task definition, a hint and a sample solution. Students can take various paths 
through the exercise (requesting the hint or not) and even when the student does not 
solve the exercise completely, he/she may or may not understand the sample solu-
tion. This is also being considered in the recommendation. Each available assign-
ment in the course is assigned a scalar value of appropriateness computed from 
three criteria on a given assignment.

• Appropriateness of related domain terms for the student. Following three criteria 
apply to all domain terms related to the assignment which is being evaluated: (1) 
The domain term must be a member of the learning targets. (2) The student’s 
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knowledge of the domain term must be less than the estimated optimal value. 
The estimated optimal knowledge levels suppress further overlearning of domain 
terms which are already mastered at a satisfying level, to allow better learning of 
other domain terms, where current knowledge is still lacking. The optimal level 
is estimated by student’s current progress (increment of knowledge over time) 
extrapolated to the end of learning session and evaluated against current knowl-
edge level using sigmoid function. (3) The knowledge requirements of domain 
term prerequisites must be met. That is, some domain terms may be required to 
be mastered by the student before learning another domain term. These require-
ments are represented by weighted prerequisite relations in the domain model.

• Appropriateness of difficulty. In order to prevent the student from being discour-
aged, difficulty of the assignment to be recommended should match student’s 
knowledge. Difficulty appropriateness for a given assignment is computed based 
on a Gaussian function with its peak set at the current aggregated knowledge 
level of all domain terms related to the assignment. Steepness of the curve is 
based on difficulty distribution among the assignments.

• Time passed from last attempt to solve. In order to prevent repeating the same 
assignment after a short interval, a time period from previous attempt to solve 
such assignment is considered. Immediately after visiting an assignment, appro-
priateness for this parameter drops to zero and gradually returns to 1 over time 
via hyperbolic function using time from previous attempt and student’s feedback 
on the previous attempt, which determines function steepness.

All of these criteria are supposed to be satisfied; therefore the appropriateness of 
an assignment is the minimum of the partial values. The assignments to be recom-
mended are selected as those with largest appropriateness.

Evaluation. We evaluated the time-limited recommendation method in two 
 experiments using Functional and Logic Programming course. In the first experi-
ment, the students took a pre-test, studied for 60 min and then took a post-test. We 
divided 66 students into three groups: (1) a group with recommendation-based 
adaptive navigation using automatically generated domain model, (2) a group with 
recommendation-based navigation using manually created domain model, and (3) a 
group without adaptive features, all students navigated on their own. In the second 
experiment, the third group was provided with navigation using random recommen-
dations and a 50-min learning session was followed by a post-test. Results of the 
first experiment are shown in Table 2. Both experiments [24] had shown groups 
with personalized recommendation outperforming control groups (third group).

Table 2 Results of recommendation experiment using time-limited recommendation

Pre-test (%) Post-test (%) Difference

Group A: recommendation, automatic model 50.2 (±21.2) 70.5 (±15.2) +20.2 (±15.2)
Group B: recommendation, manual model 42.4 (±21.0) 58.3 (±20.4) +16.0 (±13.8)
Group C: no adaptive navigation support 48.2 (±25.4) 59.2 (±17.6) +11.0 (±17.6)
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 Summarization of Learning Objects

Automatic summarization can be useful for students in various scenarios. By 
 providing a short summary containing the main points of a learning object it can 
help them to navigate in the learning object space; another scenario is revising 
before an exam by providing a longer summary explaining important concepts con-
tained in learning objects. Thus, it can be framed as a recommendation problem: we 
want to recommend fragments of a document which are the most relevant (e.g., 
interesting, useful) for students in a given situation.

Conventional (generic) summarization methods summarize the content of a doc-
ument without considering differences among users, their needs or characteristics. 
However, in adaptive learning systems we usually have many information sources 
that can be used to adapt summaries. We identified these three main sources in the 
educational system ALEF:

• Domain conceptualization—we use information contained in the domain model 
to extract fragments that explain key concepts of the document more accurately.

• Knowledge of users—using the modeled user knowledge, we can filter fragments 
that explain concepts that are too difficult for a user or those which a user already 
understands very well (depending on our scenario, whether we want to help users 
revise what they have already learned or help them find and comprehend con-
cepts which are new for them).

• User-added annotations—when a user highlights a fragment of a text (by adding 
highlight annotation), we assume that the fragment contains information deemed 
important or interesting by the user; when many users highlight the same (or 
similar) fragment of text, we assume that the fragment contains important and 
valuable information in general.

We proposed a method of personalized text summarization based on a method of 
latent semantic analysis [13, 36]. Our method consists of the following three steps [26]:

 1. Pre-processing during which terms are extracted from the document and the 
document’s text is segmented to sentences.

 2. Construction of a terms-sentences matrix which represents an input to singular 
value decomposition [13].

 3. Selection of sentences; we select sentences with the highest score using approach 
proposed by Steinberger and Ježek [36].

In order to adapt summaries we apply information from identified sources dur-
ing a construction of a terms-sentences matrix, thus constructing a personalized 
terms- sentences matrix. Instead of a conventional weighting scheme based on 
 tf-idf, we use our proposed weighting scheme based on a linear combination of 
multiple raters:
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where w(tij) is the weight of term tij in the matrix and αk is the linear coefficient 
of rater Rk.

We designed a set of generic and personalized raters which positively or 
 negatively affect the weight of each term. In order to produce baseline generic vari-
ants of summarization we designed Terms frequency rater and Terms location rater, 
which have been inspired by Luhn [21] and Edmundson [12] respectively. Our per-
sonalized raters take into account various sources of personalization and adaptation, 
i.e., Relevant domain terms rater, Knowledge rater, and Annotations rater. They 
determine which terms are important based on a source of information and assign 
increased weights to terms from selected sources.

Evaluation. The personalized summarizer is integrated with ALEF using a sum-
marization widget based on the existing widget infrastructure. We carried out two 
experiments on the Functional and Logic Programming course. In total, 17 students 
took part in the first experiment and 27 students in the second.

Students’ task was to evaluate a presented summary on a five-point Likert scale. 
After each summary rating, students were asked follow-up questions to further 
evaluate quality of the summary (e.g., whether sentences selected for the summary 
were representative, whether the summary is suitable for revision etc.). Moreover, 
we selected a comparison group of five students who were presented both variants 
in random order to decide which variant is better or whether they are content 
equivalents.

In the first experiment we compared generic summarization to the summariza-
tion considering the relevant domain terms [26]. The summarization considering 
the relevant domain terms gained on average approximately 7.2 % higher score than 
the generic variant; it was also evaluated as better or equal by the experts in 69 % of 
the cases. In the second experiment we compared generic summarization to the 
summarization considering user-added annotations [27]. We got results similar to 
the previous experiment, when the experts evaluated the variant considering the 
user- added annotations as better in 48 % of the cases as opposed to the 24 % when 
it was considered as worse.

Our results suggest that considering the relevant domain terms as well as user- 
added annotations in the summarization process leads to better summaries com-
pared to the generic variant and can be of higher value to the students in the learning 
process.

 Recommending Web Resources

ALEF contains a collection of learning objects available for students. However, 
great amount of quality resources are available on the Web. We were looking for the 
possibility to enrich content of ALEF by these resources. While reading a docu-
ment, a student often encounters a word or a phrase, he/she may not understand or 
may require additional information to understand it sufficiently.
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To provide more information about important parts of learning objects in ALEF, 
we proposed a method for automatically extending the content of learning objects 
by attaching annotations to selected terms in the text. Such annotations provide 
further explanations, links to related resources and other types of information 
retrieved using multiple publicly available services for information retrieval. The 
method is designed to be able to insert annotations into the text written in Slovak 
language with a potential to be language independent. It consists of three steps:

 1. search for candidate words to attach annotations,
 2. search for information to fill the annotations, and
 3. adaptation and visualization of annotations.

To find locations to which it is appropriate to assign the annotation, various 
 algorithms for keyword extraction or approaches from the field of natural language 
processing can be used. However, satisfactory results are currently achieved for 
English texts only. To overcome this problem it is possible to use machine transla-
tion to translate source text into English. Based on our experiments we believe that 
existing, although far from being perfect translation mechanisms are sufficient for 
this task, as we attach annotations mainly to nouns and verbs and these are trans-
lated correctly in most cases.

To solve the problem of linking extracted keywords from translated text to the 
original text, we proposed a method for mapping equivalent words between text 
translations based on a dictionary and comparing words using Levenshtein distance 
[38]. This method is the key element for annotation acquisition for various lan-
guages. We primarily consider Slovak language, which is an inflecting language 
with many various words forms and represents (considering its syntax) rather large 
group of languages.

Information for the annotations is retrieved from multiple publicly available ser-
vices for information retrieval, where the query used to retrieve additional informa-
tion consists of keywords extracted from the processed documents.

The final step of our method for automatic annotating the content of learning 
objects is the adaptation of the annotation content and the annotation visualization. 
For annotation adaptation we used implicit feedback from user interaction with 
annotations to sort annotation elements by their relevance for users. For finding the 
relevance of annotation elements we considered clicks on these elements as indica-
tion that an element is more relevant than other elements within the annotation. 
The clicks being the edges of a graph with vertices being elements, we apply 
PageRank algorithm to determine relevance of individual elements. Elements are 
then sorted according to this relevance. The annotation is visualized in a form of a 
tooltip that is displayed after clicking on a highlighted word within the text of the 
learning object.

Evaluation. We evaluated automatic annotating within the Principles of software 
engineering course in ALEF. We attached annotations to keywords in every learning 
object of the course, and the order of the links to related resources in these annota-
tions was adapted according to the implicit feedback created by students while 
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studying materials of this course. The recommendation of web resources was 
 evaluated in two steps: (1) the evaluation of the method for mapping equivalent 
words between text translations, and (2) the evaluation of the method for informa-
tion retrieval from multiple sources [38]. Our method for mapping equivalent words 
while taking into account adjacency of words in sentences, and stemmed lexicon 
used in the process of mapping achieved precision at 92.46 % with recall of 58.79 % 
which gives F-measure of 71.88 %.

Quality of added annotations heavily depends on the quality of a particular ser-
vice for information retrieval. In our experiments we used Google Search, DBpedia, 
DictService and SlideShare. Relevancy of gathered information ranged from 70 % 
for Google Search to only 26 % for the SlideShare service. It can be improved 
mainly by adding personal context to the process of gathering information to fill the 
annotation, i.e. including information on users’ interest to the query.

 Collaboration

Collaboration among students is an important element of learning. Support of effec-
tive and successful collaboration during the learning process represents an impor-
tant concept in ALEF. Collaboration can occur in different forms. The types of 
collaboration can be divided according to various dimensions: according to the form 
of mediation (i.e., face-to-face vs. computer-mediated), according to students’ per-
ceptions ranging from implicit (indirect) to explicit (direct) collaboration, and 
according to the formality of education ranging from formal to informal collabora-
tion. ALEF focuses on computer-mediated formal collaboration in learning, and 
provides support for both implicit and explicit collaboration.

 Implicit Collaboration

The process of annotating textual content represents an indirect form of collabora-
tion. Students comment fragments of text for future reference, highlight important 
or interesting parts, report errors in text (factual or grammatical) etc. In doing so 
they do not help only themselves, they help other students as well: they can read 
comments inserted by others and respond to them, thus creating a form of discus-
sion thread; they see which parts of texts were deemed important by their peers, can 
browse and navigate through the popular tags; and corrections made thanks to their 
error reports are beneficial to all of the students.

ALEF implements the annotation functionality within collaborative adaptive 
content creator components. The components are implemented using the aforemen-
tioned annotation and widget infrastructure. Each annotation widget introduces dif-
ferent goals for collaboration; it implements the whole lifecycle of an annotation 
type—creation of annotations, accessing (browsing) the annotations within the 
learning content, editing and optionally removing the annotations.
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Tagger. The Tagger [28] is a simple annotation widget that allows assigning 
 user-defined tags to content (i.e., learning object as a whole); a tag can be a word or 
a multiword phrase. While the motivation behind tagging may differ among users, 
the result is usually the same: users add tags that describe the content of a learning 
object, or their opinion (e.g., important, funny), or intention (e.g., todo, toread). 
Users can assign private tags as well as public anonymous tags, and can navigate 
through their own set of tags or through popular tags. We encourage this kind of 
motivation (i.e., better navigation as a result of tagging) by letting students filter 
exercises and questions using tags accompanied by the autocomplete feature.

Besides providing additional style of navigation within a course, tags can be 
utilized for maintaining course metadata, as they represent a form of collaborative 
semantic descriptions and quickly converge into folksonomy—a vocabulary shared 
by the community (students within the particular course).

Highlights. Highlights represent the simplest type of (per-text) annotation. The 
Highlighter aims to mimic common behavior of students when working with the 
printed text. They can simply select the desired part of text which they deem impor-
tant or interesting, and choose to highlight it from the in-text pop-up menu without 
the need to insert any additional content of annotation.

Commentator. Sometimes highlighting the text is not enough; a student would like 
to insert additional information to the selected fragment of text for future reference. 
For this purpose serves the Commentator [41]. Students can add private, public, or 
anonymous public comments to any part of any learning object. It also supports 
replying to other users’ comments, thus resulting into discussion threads on arbi-
trary topics, typically related to misconceptions or learning problems.

Error reporter. The Error reporter is a specialized version of the commentator 
widget [41]. It serves for reporting errors (factual or grammatical) found in the text 
by students. Reported errors are evaluated by a teacher resulting into improved con-
tent and thus better learning. This process supports collaboration between students 
and teacher or course documents maintainer.

External source linker. Important feature of ALEF is to let students get involved 
into the process of learning by finding new potentially interesting and relevant 
sources of information. This provides the External source linker by enabling stu-
dents to add links (URLs) to these sources [25]. There are two ways to add a link: 
either as a per-text-annotation, using the in-text menu, or through the external 
source widget. The widget also serves as a means for accessing the inserted sources 
associated with the current learning object. The sources are displayed sorted accord-
ing to their quality, with high quality sources (based on other users’ ratings) on top 
of the widget.

Question creator. Understanding of an educational material comes with the ability 
to explain it to others and pose questions about it. This is the motivation behind the 
Question creator widget, which provides students with an interface for creating 
questions and for answering questions created by their peers [45]; thus students 
themselves become partly authors of the curricula. Students may add questions with 
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five possible types of answers: (1) single choice question, (2) multiple choice ques-
tion, (3) simple free text answer question, (4) sorting question (the task is to re-order 
the lines into correct order), and (5) text complement question where user is asked 
to fill missing words into dedicated fields within the text, e.g., completing missing 
commands in a program code.

Answers of peer students are automatically evaluated by the question creator and 
students can thus receive an instant feedback. Students can also rate questions in 
order to determine the question’s perceived quality.

Evaluation. We carried out multiple experiments evaluating separate parts of the 
annotation framework. We analyzed tags added by users and their capability in 
helping domain experts to create and refine the domain model; we found out that 
students were able, in a short period of time, to find almost half (49.8 %) of all the 
concepts in the domain model, while the domain model covered only 17 % of the 
tags added by the students [28]. Similarly, we experimented with deriving new rela-
tions among learning objects and concepts in the domain model using the external 
sources added by students [25]: the method identified concepts with 74.8 % preci-
sion and managed to find also new relations not present in the current domain 
model. These experiments confirm that annotations created by students can be used 
as a valuable source of information for domain model construction.

We evaluated the usefulness of our error reporting feature as well [41]: 20 % of 
the most advanced students provided 82 % of all error reports; altogether students 
found one error per 1.46 learning objects, thus managing to significantly increase 
the quality of the educational materials for other students.

In the experiment with the Question creator we assessed quality of student- 
generated questions [45]. Results showed that 37.5 % of questions provided by 
students could have been used directly as new educational material with no need of 
teacher to intervene. Experiment also assessed automatic recognition of quality 
questions, which achieved accuracy of 70.1 %.

 Explicit Collaboration

According to Soller [33] there are two approaches how to support effective collabo-
ration in adaptive and personalized learning systems. The first approach is focused 
on collaboration at group level, namely how to support students to exchange infor-
mation in the appropriate circumstances (group composition, context, level of detail 
etc.). The second approach is aimed to support collaboration at community level, 
i.e., how to share and discover common knowledge in online communities. In 
ALEF the focus is on supporting collaboration at group level, especially the group 
formation and collaboration support. Group formation is aimed to offer recommen-
dations to students on how to create successful and effective groups, or alterna-
tively, how to recommend peer help (another student which can participate on 
common collaboration). Collaboration support is aimed to support students during 
and after finishing collaboration. It is based on users’ and groups’ models which are 
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compared with models of ideal collaboration. Based on the mentioned models we 
can provide  students recommendations how to achieve more successful 
collaboration.

 Group Formation

We consider group composition as one of the most important precondition of effec-
tive and successful collaboration. There are many existing methods which solve 
group formation problem such as the jigsaw method of Hinze et al. [14], particle 
swarm optimization of Lin et al. [20], and ontology based methods of Ounnas et al. 
[30]. They are not suitable for all domains and scenarios. For instance, they are 
static and do not consider student’s actual context and are limited in employing dif-
ferent information sources about students. Also, the methods assume that it is pos-
sible to decide which aspects make collaboration really effective and successful. 
However, this has not been sufficiently determined by current research.

Improving upon the previous approaches to group formation we propose a 
method which automatically creates small short-term dynamic groups [35]. Our 
method can consider any personal or collaborative user’s characteristics. 
Collaborative characteristics can describe students’ behavior during collaboration 
process or relationships between students [34].

Our method is inspired by the optimization approach called Group Technology 
[32]. Group Technology approach is rooted in optimization in industry area and 
solves the problem how to effectively produce different parts by set of machines. 
This problem can be adapted to our educational domain, but we have students 
instead of machines and students’ characteristics instead of parts.

The method is applied to the same set of students iteratively. The collaboration 
process is evaluated after each group finishes solving a particular task. This allows 
us to continually improve the understating of which characteristics should be com-
bined together based on score representing evaluation of how effective and success-
ful collaboration was achieved. In addition, it is possible to automatically determine 
students’ collaborative characteristics.

Evaluation. We evaluated the proposed method in two steps. First, we evaluated the 
preconditions of the method. Then we performed a long-term experiment where we 
compared the collaboration between groups created by our method and groups cre-
ated by a reference method (we employed k-means clustering). Hundred and six 
participants were iteratively assigned to 254 groups. The results of this experiment 

Table 3 Group formation experiment results

Groups created Avg. score Feedback

p-value

A B C

A. By the proposed method 0.459 4.01 N/A 0.0006 0.0071
B. By the reference method (k-means) 0.392 3.55 0.0006 N/A 0.0987
C. Randomly 0.422 3.29 0.0071 0.0987 N/A
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are displayed in the Table 3. Statistical significance testing yielded a p-value of 
0.0048, producing statistically significant results.

 Collaboration Support

The collaboration support in ALEF is based on a structured collaborative environ-
ment. Students can communicate by means of semi-structured discussion. It pro-
vides 18 different types of messages (e.g., propose better solution, accept proposal, 
ask for explanation, provide explanation). These different message types allow us to 
automatically identify student’s activities.

Recorded activities are used to measure the collaboration by a set of seven 
dimensions the design of which is rooted in psychology studies: sustaining mutual 
understanding, information exchanges for problem solving, argumentation and 
reaching consensus, task and time management, sustaining commitment, shared 
task alignment and fluidity of collaboration [5]. We added one more dimension 
which represents teacher’s evaluation of results correctness.

The computed value in each dimension of collaboration is presented to students 
after finishing each task. Students can self-reflect their collaboration and improve 
their activities in the subsequent collaboration. In addition, we provide recommen-
dations for each dimension.

The collaborative environment consists of a set of tools which are suitable to 
solve collaborative tasks, which can be of several types (e.g., group discussion, list 
advantages/disadvantages, list pros/cons) while each type can be solved with one or 
more of the available tools: Text editor, Graphical editor, Categorizer, and Semi- 
structured discussion facility. These tools are available via ALEF’s collaborative 
extension Popular Collaborative Platform (PopCorm). Students are able to ask for 
collaborative task assignment whenever during their individual study in ALEF. As 

Fig. 9 Screenshot of ALEF’s collaborative extension—PopCorm user interface. Categorizer tool 
is displayed on the left side. Semi-structured discussion is available on the right side
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soon as the collaborative task is assigned to them, they are able to solve this task in 
PopCorm besides searching for learning objects in ALEF (see Fig. 9).

Text Editor. The text editor is an interactive tool which is suitable for collaborative 
writing of free text. It provides functionality for parallel editing of written text by 
several users at the same time together with conflict resolution in the case when two 
users edit the same part of the text. Basic text formatting is sufficient for our 
purpose.

Graphical Editor. The graphical editor provides opportunity to collaborate visu-
ally by sketching. Its functionality includes drawing of vector shapes, importing 
raster images, adding text notes, etc.

Categorizer. The categorizer is a tool used to solve tasks involving one or more 
lists of items. Students are able to dynamically create, edit and remove categories 
(lists) and their items. In addition, it is possible to rearrange the items in the particu-
lar category, and even to move items from one category to another. All these changes 
are synchronized in real time among all group’s members.

Semi-structured discussion. The semi-structured discussion facility represents a 
generic communication tool independent of a particular type of task being solved. 
Discussion is partially structured by employing sentence openers.

 Future Directions and Conclusions

Higher demand for web-based learning gave rise to an increase of students who 
learn online and the expanding amount of educational material available online 
poses new challenges to web-based educational systems. To meet the challenges 
and to leverage the trends established by Web 2.0, we devised adaptive learning 
framework ALEF. ALEF builds on three pillars: (1) extensible personalization and 
adaptation, (2) student active participation in learning process and collaboration, 
and the underlying (3) lightweight domain modeling.

Started as a small adaptive learning web application, ALEF became a platform 
for adaptive collaborative learning, where new methods supporting both education 
and education research can be easily created, covering wide range of applications 
with a particular focus on personalization and collaboration.

Modeling of students’ knowledge using our logging and feedback infrastructure 
enabled us to deliver personalized recommendation of learning objects to our stu-
dents and thus to make the learning process more efficient. Recommenders in ALEF 
not only ensure that a sequence of learning objects respects all known prerequisites, 
but also that a minimal required level of knowledge is attained by a student in a 
given time limit.

Text summarization methods enabled ALEF to recommend relevant fragments 
of texts to students (as opposed to whole learning objects). It seems promising to 
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also use the summaries to help students revise their knowledge, and to navigate 
more efficiently in the learning object space.

Recommendation during learning with ALEF reaches beyond the learning con-
tent contained within the educational system. Web resources, are automatically 
linked to the course content, not only provide increased detail on topics and ensure 
the content is more up-to-date, but also put topics into broader context and thus 
contribute to overall comprehension of the domain by our learners.

Students’ annotations of educational material proved to be useful on various 
 levels: students get more involved into the learning process, quality of learning 
materials improve over time thanks to student generated error reports, links to exter-
nal resources etc. and finally, student annotations bring novel insight to the model 
of the domain, revealing relationships, important parts etc. as well as to the student 
model, refining student’s interest and knowledge. On the other hand, it opens up 
new research problems of automatic maintenance of annotations in the changing 
environment and filtering (recommendation) of those quality annotations, which 
can be helpful to others.

ALEF can furthermore take advantage of implicit collaboration among students 
when dealing with tasks related to authoring and assessment of particular domain 
model parts, which cannot be solved easily by computers, such as providing and 
validating free-text answers to quiz questions.

In contrast with individual learning, explicit collaboration facilitates practicing 
social and communication skills. As a result, students learn more efficiently and 
successfully. In fact, we observed improvement mainly for weak students. We 
believe that recommendation and collaboration together with smart scoring of stu-
dents’ activities are key issues that make ALEF successful.

There are many possibilities how to continue in the research in almost all men-
tioned areas. Considering recommendation, we still have not fully covered all 
important decision points where a recommendation can improve learning experi-
ence both individual and collaborative. For example, various types of learning 
objects (explanations, exercises, questions) can be better distinguished thereby the 
recommendation is tailored for particular learning objects. We incorporated into our 
recent study on ALEF logs also external sources of valuable information on stu-
dents such as manual assessment outside ALEF or personality traits, which repre-
sent valuable sources for the recommendation.

We already started work on improving interconnection of ALEF with resources 
on the open Web. We plan to extend our external source linker by direct support of 
a student exploring the Web for additional learning resources. We proposed client- 
side use modeler BrUMo,2 which can be used for this task. In particular, we plan 
employing the BrUMo framework for improving recommendation outside ALEF 
by considering all the student knowledge already captured in ALEF. We realized 
BrUMo framework as a browser plugin. It provides low-level mechanisms to index 
and efficiently represent various user characteristics captured from visited web 

2 Browser-Based User Modeling and Personalization Framework, http://brumo.fiit.stuba.sk
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pages in an efficient manner on the client-side. BrUMo mechanisms are powerful 
enough to support both collaborative and content-based filtering approaches.

Another promising area is explicit collaboration of students such as providing 
collaborative support on the community level (in addition to small group level as 
outlined in this chapter), and improving methods for groups formation and task 
selection according to the individual user models or group models. Our current 
research on collaborative validation of question-answer learning objects is also 
along this line. We propose a method that utilizes students’ correctness estimations 
of answers provided by other students. Our preliminary results show that student 
estimations are comparable to teacher’s evaluations of provided answers.

Not less important than research results is the impact of ALEF for real-world 
education. ALEF is actively used at the Slovak University of Technology in 
Bratislava. Currently it supports studies in the three undergraduate courses in 
Informatics and Computer Engineering: Functional and logic programming, 
Procedural programming, and Principles of software engineering. Together it con-
tains more than 1,875 learning objects and since summer term 2009/2010, it has 
successfully served more than 1,000 university students.
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Abstract Aiming to facilitate and support online learning practices, TEL researchers 
and practitioners have been increasingly focused on the design and use of Web- based 
Personal Learning Environments (PLE). A PLE is a set of services selected and cus-
tomized by students. Among these services, resource (either digital or human) rec-
ommendation is a crucial one. Accordingly, this chapter describes a novel approach 
to supporting PLEs through recommendation services. The proposed approach makes 
extensive use of ontologies to formally represent learning context that, among other 
components, includes students’ presence in the online world, i.e., their online pres-
ence. This approach has been implemented in and evaluated with the OP4L (Online 
Presence for Learning) prototype. In this chapter, we expose recommendation strate-
gies devised for OP4L. One is already implemented in OP4L, it is based on the well-
known Analytical Hierarchical Process (AHP) method. The other one which has been 
tested on data coming from the prototype is based on the active user’s navigation 
stream and used a Kalman filter approach.
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 Introduction

Web-based Personal Learning Environments (PLEs) have been increasing adopted by 
the TEL research community as a mean to support and facilitate online learning prac-
tices [1]. From the technical perspective, a PLE is a customizable set of tools and
services aimed at enhancing students’ learning experiences and learning outcomes. 
Among these services, resource (either digital or human) recommendation is a crucial 
one, given the number and the diversity of available resources on the Web. Various 
approaches have been proposed to improve the recommendation of resources and 
adapt them to the learners’ needs [2–4]. They all rely on a learner profile and include 
a more or less rich description of the learning context, often based on ontologies.

In the last few years, we are witnessing a steady increase in the students’ use of 
Web-based social software tools. This has lead to the emergence of novel forms of 
social presence in online learning environments, PLEs being no exception. Hence, 
the dominant forms of establishing and maintaining social presence become online 
status updates, online visibility, availability for online communication and the like. 
Semantic Web technologies, ontologies in particular, allow for taking these forms of
social presence into account when generating recommendations for students.

This chapter reports on the recommendation strategies that have been imple-
mented in the OP4L (Online Presence For Learning) [5] framework and evaluated 
using the data coming from the students’ use of the framework. The first approach 
is based on the well-known Analytical Hierarchical Process (AHP) method and its 
adoption for handling conditionally defined preferences, named Conditional 
Stratified AHP (CS-AHP) method. The PeerRec service is developed based on the 
adoption of prioritization algorithms in a PLE. Based on the students’ preferences
about some important features of the learning process, the service offers recommen-
dation of peers to communicate and/or collaborate with.

The second approach is based on the active user’s navigation stream: we consider 
that users browsing the Web can be seen as objects moving along trajectories in the
Web space. Having this assumption, we derive the appropriate description of the 
so-called recommender space to propose a mathematical model and state estimate 
based on a Kalman filter describing the behaviour of the users along the trajectories
of the recommender space.

We present the theoretical background, and report on the obtained results and 
performances. The chapter concludes with perspectives for further developments 
and prospective evolution studies.

 Background

In her “vision” paper on the design of social learning environments [6], Vassileva 
identifies three main roles that should be performed by PLEs: (1) support the learner
in finding the right content (right for the context, particular learner, specific purpose 
of the learner and pedagogically), (2) support learner to connect with the right 
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people (…) and (3) motivate/incentivize people to learn. To devise PLEs with such
features, TEL researchers and developers rely on the body of knowledge and experi-
ences originating from several interrelated research domains. The discovery and 
retrieval of learning resources is one of those domains, and has been widely inves-
tigated, beginning with the work on metadata interoperability, then going on with 
the use of ontologies to better match the learners’ needs and context. As social web 
applications, such as collaborative tagging, became available, solutions mixing both 
ontology- and folksonomy-based approaches were proposed. Meanwhile, the rec-
ommender systems community developed powerful algorithms for the e-commerce 
sector, and PLE developers tried to adapt them to e-learning purposes [2–4].
Social presence is another relevant research field. It has been identified as a cru-

cial success factor in e-learning for many years [7–9]. At the beginning of e- learning 
practices, social presence was mostly implemented through online forums and 
Instant Messaging tools that allowed for establishing and maintaining social pres-
ence in online learning settings. The wide adoption of social web applications, such 
as online social networks, resulted in the inclusion of these applications and connec-
tions that students had established in them into online learning environments. 
Though in theory students can interact with their entire social network, in practice 
they do not get any indicator about who is really available in the given moment and 
who is really capable of helping in the current task. Although recommending knowl-
edgeable people for performing a given task is not new, it has been mostly investi-
gated in company settings such as reported, for instance, in [10]. The OP4L 
framework brings solutions for the two aforementioned challenges in the manner 
described in the following sections.

 OP4L Framework

 Background and Objectives

The OP4L project was running between 2010 and 2012. Its aim was to explore the
use of Web-based tools and services for supporting social presence in online learn-
ing environments, and thus lead to an improvement in the students’ learning experi-
ence. In this chapter, we use the term OP4L to name both the project and the
developed prototype.

OP4L defines online presence as a temporary description of a user’s presence in 
the online world. It can be considered as an image that a person projects about him/
herself into the online world.We explored online presence in the context of DEPTHS
[11], a PLE customized for the domain of Software Design Patterns. It makes use of
ontologies as a common foundation for the integration of different systems, services 
and tools in a common environment for collaborative learning of software design 
patterns. OP4L extends the set of services offered by DEPTHS, by processing
online presence data at the semantic level.
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 Functional Description

A complete technical description of the OP4L framework can be found in [12] and [13], 
aswell as in deliverables available on the project’s web site.1 Therefore, in the following 
we give just a brief overview of the OP4L framework in order to draw an overall picture
of the services it offers and the ontologies that make possible the provided services.
From a functional perspective, the primary goal behind the OP4L framework

was the development of a context-aware PLE through integration of learning con-
text data from different learning systems/tools/services, using a flexible ontology- 
based model [14]. We define learning context, i.e., the context of a given learning 
situation as an interplay of the following main components:

• the learning activity that was performed or the learning-related even that occurred,
• the content that was used and/or produced during the learning activity,
• the individual(s) involved (e.g., learners, teachers, experts) and their respective 

on line presence statuses,
• the (online) environment where the learning activity took place,
• the time when the learning activity took place.

The notion of learning context is formally modeled through an interlinked set of 
ontologies collectively named LOCO (Learning Object Context Ontologies) frame-
work [11]. Within the OP4L project, the notion of learning context is extended to
include the notion of Online Presence. Accordingly, links have been established 
between the existing LOCO ontologies and the Online Presence Ontology (OPO) 
[15] to allow for explicitly defining the semantic of this extended notion of learning 
context. These ontologies served as the foundation for the development of the OP4L 
prototype with the following main features:

• Integration of data and resources from diverse learning applications that students 
interact with;

• Context-aware recommendation of resources on software design patterns from 
online repositories, learning artifacts produced and shared by peers, software 
projects, discussion threads, chats, etc.;

• Context-aware recommendation of other students, experts and/or teachers to 
offer help in the given situation.

These services make use of learners’ overall learning context, including his/her 
online presence data, when providing them with recommendations about whom to 
ask for help or collaborative work. These data are periodically “pulled in” the OP4L 
system by specific software modules developed for that purpose. Within the online 
presence data, a key indicator is the “online status” [16] as declared by the user. For
instance, a peer whose online status indicates that he/she is busy in the given moment 
will not be recommended; on the other hand, the system would recommend a 
face-to-face study session with a peer who has just checked in the same building and
whose status indicates that he/she can be freely contacted.

1 http://op4l.fon.bg.ac.rs/
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For course designers, one of the main challenges is to adapt interactions to the
students’ state of presence and to provide services so that interactions can be estab-
lished smoothly among the participants.

 Main Features of OP4L Prototype

OP4L services are accessible through a dedicated Moodle platform. The services
become available after a student selects a course to study (e.g., the Design Pattern 
course) and a learning activity (e.g., updating patient’s data problem using the UML
modeling tool). Figure 1 shows the OP4L online presence services as presented to 
the student in the user interface. Specifically, they appear in the form of an online
presence box in the upper left side of the screen. The box indicates who is compe-
tent for the given problem and available online for help or collaboration. It also 
indicates how to contact potential helper(s)/collaborator(s), either on the Moodle
platform itself, or via Facebook or Twitter.
Services linking Moodle to Facebook and Twitter have been developed so that

each student can remain using his/her current application, for instance, Moodle for
the student looking for help/collaboration and Facebook for the student being con-
tacted. Based on the online statuses declared by the peer students, the learner who is
looking for help/collaboration will know in which manner he/she can communicate 
with the peers. In the case presented on Fig. 1, all of the peers can be contacted on 
Facebook and by email. The system offers several other services as described below.

The system recommends appropriate contents related to the topic of the course 
(Fig. 2). Its originality is to augment the course digital library with resources brought 
in and built by the students during the course.
For enhancing collaboration, students are also given a brainstorming tool where

ideas can be annotated and rated. Finally, students can upload their work and benefit

Fig. 1 Inside the prototype with recommended peers on the left
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from peer evaluations, as shown in Fig. 3. They can assess solutions proposed by 
fellow students only after uploading their own solution.

 Recommendations Strategies

To support students through recommendation of digital and human resources, the OP4L 
framework needs to implement recommendation algorithms. In this section, we present 
the algorithm that has been implemented to recommend peers and digital content. We 
also present a complementary approach based on the students’ learning trajectories.

Fig. 2 Interface illustrating recommendation of digital resources

Fig. 3 Interface illustrating evaluation of other students’ work
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 Recommendation Algorithm Based on the Conditional Stratified 
Analytic Hierarchy Process

In a learning environment each individual student has different characteristics, 
motivation and performance, which all together indubitably should be considered 
when designing and/or adapting the learning process. It has been well recognized 
that there is a need to move away from the ‘one size fits all’ paradigm, and to 
offer personalized learning experience to learners [17]. Most of the approaches
aimed at adapting the learning process to individual learners or learning groups 
have been based on the learners’ level of knowledge [18, 19]. Other learner fea-
tures taken into account are background, hyperspace experience [20], preferences 
and interests, as well as learning styles and their effect on learning achievements 
[21]. However, despite interests in exploring these diverse learners’ features, in 
recent years, modeling of adaptive systems has still revolved around acquir-
ing and representing learners’ knowledge. This orientation does not properly 
reflect real life situations where each learner has a variety of selection criteria 
and requirements over them when choosing other learners for collaboration and
cooperation [22].

Representation and analysis of preferences have been studied in many fields 
such as economics, especially in project and risk management, decision theory,
social choice theory, with further developments and applications in areas such as 
operational research, databases, security analysis, and artificial intelligence [23]. 
Modeling of user preferences is a great challenge, as it is difficult to express
human opinion in a way that can be easily processed by computers [24]. The 
adoption of user preferences in the design of a PLE brings in additional chal-
lenges in coordination of the flow of information among the learners involved in 
a learning process, and in encouragement of interactions across learning systems/
tools/services. In particular, communication between peers may be induced by 
different needs and expectations (e.g., general questions about the course organi-
zation, help needed in learning and understanding of some course topics, etc.). In 
some cases, urgent response is needed, while in others, only answers of good 
learners or good senior learners are useful. The following problems emerge from 
this observation: (i) characterization of peers for communication related to the 
selection criteria, and (ii) definition of specific requirements and preferences over
them. Furthermore, it is reasonable to expect that appropriate peers are not avail-
able all the time for each learning topic, or the most appropriate peers are not 
there when a specific learner needs their assistance. Having all this in mind, the 
PeerRec service, developed as a part of the OP4L framework, integrates: (i) the 
aforementioned semantic representation of online presence data (see section 
“Functional Description”); (ii) two-level hierarchical structure of concerns and
qualifier tags for semantic representation of selection criteria proposed in [25]; 
and (iii) the CS-AHP prioritization algorithm for presentation and ranking of
users’ preferences [25].
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 CS-AHP Algorithm

CS-AHP (Conditional Stratified Analytic Hierarchy Process) adopts Analytical
Hierarchy Process (AHP) technique [26] for different kinds of preferences using a 
two-level hierarchical structure of concerns and qualifier tags. Concerns are a set of
quality characteristics that represent important matters of interest for learners such
as fields of professional specialization, spoken languages or preferred message 
response time. Qualifier tags represent possible values for each concern (e.g., quali-
fier tags for spoken languages could be goodLevel, mediumLevel, lowLevel, 
unknownLanguage).
Following the well-known AHP framework for expressing and ranking user

requirements, the PeerRec service enables learners to express their requirements by
defining relative importance between concerns, and between qualifier tags of each
concern. Relative importance is typically defined with odd numbers ranging from 1
(equal importance) to 9 (extreme importance of one concern over the other). The
options available to learners in respect to their online presence (i.e. peers for col-
laboration) are also associated with qualifier tags. Once the relative importance is
set between all pairs of concerns, the AHP algorithm performs a tuned pair-wise 
comparison of the learners’ requirements. The outcome of this process are ranks
{r1, …, rn}, which provide values from the [0,1] interval over the set of available
options. The process is done in two main steps: (i) the set of concerns and their 
qualifier tags are locally ranked with (ii) rank of each available option is calculated
based on the ranks of the qualifier tags associated with that option.
CS-AHP also allows for setting conditional preferences. For example, learners

are often aware that requirement of expertise is hard to meet, so they may define a
compromise: they are only prepared to wait for response from a learner with expert 
knowledge, if the waiting time is kept at a very minimum; otherwise, they are will-
ing to contact learners with lower level of expertise but with medium delays in 
response. CS-AHP is simple to perform, and requires quadratic number of compari-
sons, which brings linear time complexity to the number of available options [25].

 Applying the CS-AHP Algorithm in a PLE

In order to develop a user-friendly service for the implementation of CS-AHP in a
PLE, a structure of concerns and qualifier tags is built on the Preview framework
related to learning environments [22]. The following three categories of concerns 
are recognized from the aspect of definition and management issues [27]: statically 
defined concerns, concerns dynamically defined for each conversation, and con-
cerns with dynamic updates.
Statically defined concerns present general information about a learner who is

looking for another peer appropriate for conversation; examples include the known 
language(s), preferred subject area, and availability for F2F contact. The recognized
concerns are defined as attributes in the learner’s profile developed for the PeerRec 
service. Information in the profile may be changed upon a learner’s request;
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otherwise, it remains unchanged, representing the learner’s characteristics that are 
used in each call of the service.

On the other side, some concerns are directly related to the context of the upcom-
ing conversation (i.e. concerns dynamically defined for each conversation), and, 
thus learners are enabled to define them explicitly. For example, a learner may
define the type of conversation (e.g. the help in understanding, etc.) and/or the 
urgency level (e.g. extra urgent) (see Fig. 4).
Contrary to the concerns defined in the learner’s profile (with qualifier tags stati-

cally defined and changeable only on the learner’s explicit request), concern defined
as ConversationRate should be updated for each completed conversation. To this end, 
the PeerRec service asks learner to rate each peer after communication (see button 
Rate conversation on Fig. 5), and based on the learner’s feedback updates the values 
to be used in further communications with the same peer (see attributes Response 
speed and Response relevancy on Fig. 6). In cases when learner is not interested in 
setting rates (from different personal reasons ranging from current disengagement, 
lack of time or interests), he/she may select the N/A option meaning that experience
from the latest conversation does not bring any change to the aggregated rates. 
Furthermore, if no rate is previously aggregated, initial selection of N/A represents
indifferent and undeclared learner (neither positive nor negative rate is specified).

Fig. 4 Definition of the Urgence level and Request Type at the beginning of each conversation
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After invoking the PeerRec service, all currently available peers are ranked in 
decreasing order (based on the results obtained from applying the CS-AHP algo-
rithm), and the learner can decide with whom to start a conversation (see Fig. 7).

Fig. 5 Rating conversations based on Response speed and Response relevancy
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Fig. 7 The PeerRec service invocation and ranking of all peers available for communication



238

 Discussion and Related Work

Previous analyses from [25] give a frame for addressing different preference struc-
tures with scales of input and output information with different semantics [25, 28–33]. 
Unique representational and reasoning technique that can effectively address differ-
ent kinds of preferences and reasoning queries does not exist. Therefore, selection of
the most appropriate method should be done depending on the characteristics of the 
problem at hand in the given field [31].

In the learning environment, different aspects of recommendations are consid-
ered and analyzed, according to their own mission, vision, and objectives [34–37] 
such as, dealing with the assessment of the student’s learning performance, provid-
ing course adaptation and learning recommendations based on the student’s learn-
ing behaviour, evaluation of learning material and educational web-based courses, 
developments for detection of atypical students’ learning behaviours, etc. Some of
them are focused on creation of Recommendation Systems that link users with
items (course, learning material, peers for communication,…) [38], associating the 
content of the recommended item or opinion of other individuals with the actions or 
opinions of the original users of the system.

However, to date, there has been comparatively less progress in direction of 
focusing to students’ requirements and preferences [37], although there is currently 
an increasing interest in applying techniques and methods primary developed and
used in other fields to the educational environment [39]. In this context, recently 
developed CS-AHP algorithm extends well-known Analytical Hierarchical Process
(AHP) proposed by Saaty [26] which is a widely adopted multi-criteria decision 
making method to make complex decisions [40, 41]. Also, the use of two-layered 
structure of concerns and qualifier tags has several explanations, sufficient expres-
siveness (according to [24]) and analogous to the concept of attributes in all devel-
oped techniques for addressing unconditional and conditional preferences [42].

 Learning Trajectories Algorithm

In this section we present an approach that does not limit itself to the content recom-
mendation, but aims at analyzing the way that students learn. This approach starts 
from the following hypothesis: learning is linked to the identity; so, when digital 
learning environments are used, we consider that digital identities have to be studied.
From a philosophical point of view, digital identities can be seen as the “sèmes”

which identify an individual in its singularity. We can then speak of “individuation” as 
a process leading from the undifferentiated to uniquely defined and personalized.
Consequently, we can identify someone by his/her personal trajectory in the cyberspace.
To validate this approach, we have implemented a service (using Matlab) with input
data from the OP4L learning framework. The following sections show the theoretical 
background of our approach, as well as some numerical results and perspectives.
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 Input Data

The input data we consider is made up of traces that users have left (log files and 
users’ ratings) when interacting with the system (intranet, Web site, etc.). These 
data are first used to discover patterns of usage, and then to perform recommenda-
tions. In our case, data are coming from the log files of the OP4L prototypes. They 
show (for each user) the pages visited in the learning environment.

 Markov Model

One well-known approach to making use of users’ online history is to compute 
predictions by using Markov models. The use of Markov models in the frame of the
Web has been first dedicated to the reduction of access time by pre-fetching and 
caching pages [43]. With the same goal, Box and Jenkins in [44] estimated condi-
tional probabilities of transitioning directly from one page to another within a given 
time. First order Markov models are not very accurate in predicting the user’s
browsing behavior since these models do not look far in the past to efficiently dis-
criminate different histories [45]. Pirolli and Pitkow in [46] and [47] showed that the 
prediction accuracy is increased when using a longer history. Higher order Markov
models, also called kth order Markov models, are used to capture longer histories.
Given the navigation history of size k, the probability of each resource is computed,
and the resources with the highest conditional probability are recommended. The 
use of kth order Markov models lead to a high accuracy.
Let us notice that kth order Markov models are similar to frequent contiguous

patterns of fixed size k+1 in the case when support and confidence thresholds are
set to 0. One drawback of kth order Markov models is the storage requirements;
indeed, in a kth order Markov model a huge number of states are handled (this num-
ber increases according to the order of the model) [43]. Moreover, as with previous
approaches, we are faced to a reduced coverage due to the problem of matching the 
active history and training data. Many approaches can overcome coverage limita-
tion. For example, we can mention the development of Markov models of orders
varying from 1 to k called the all kth order Markov model [48]. However such a 
model dramatically increases the complexity and storage space drawbacks.
When using Markov models, the order of navigation is taken into account and the

sequences are strictly contiguous, hence, these models are not permissive. If a given
user performs parallel navigations or goes to an unwanted resource (noise), the 
model cannot correctly handle such a behaviour and will thus reduce the size of the 
history considered. Such situations are handled by association rules and sequential
patterns as resources are not contiguous. Moreover, when the model does not match
the complete history, the most distant consulted resources are discarded for comput-
ing predictions. Thus, the most recent resources are always considered while some of 
them may be not important or may be navigation mistakes and should be discarded.
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In the following section, we show how we can derive from Markov model an
approach based on Kalman filtering and target tracking. In our approach, we based 
our recommendation strategy on a transformation of the web space.

 Principles

Kalman filter is an optimal state estimator of a linear system [49]. It can estimate the 
state of the system using a priori knowledge of the evolution of the state and the mea-
surements. Kalman filter has main applications in control systems and target tracking.

 Target Tracking in the Cyberspace [53]

We consider a user who browses Web pages or online resources. Each page/resource 
belongs to a category (categories are related to the classification of the available 
resources). We then consider that one category corresponds to one dimension of a 
space. And the aggregation of all the dimension builds a space having as dimensions 
as there are categories of resources. Then, all possible categories define the geo-
metrical structure of the space.

Knowing that to see one resource corresponds to a specific position in the space 
i.e., a specific vector. Successive vectors (

�
v1 to 

�
vn) give successive “positions” in the 

space. In the context of online learning, these “positions – learning positions” define 
the trajectory of a user in the recommender space (Fig. 8).

Each vector has the following dimensions:
m×1, m is the number of categories; each seen page belongs to one or more

categories. In our case, i.e., the analysis of the learning processes on the OP4L 

Fig. 8 Learning trajectory
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platform, each page coming from the tested site is classified (courses, exercises, …). 
The structure of each vector will be as follows. Considering that we have m possible 
categories for the resources, to see one specific resource is to have a vector contain-
ing “1” in the corresponding row, and “0” elsewhere.
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 Kalman Filter: Equations

Hypothesis
Our main hypothesis is the following: considering that users are moving along a tra-
jectory defined by a set of vectors, we assume that the user can be considered as a
target which is described by three components in the state space, i.e., position, speed 
and acceleration. These three components will completely describe the dynamics 
of the moving users [44, 49, 50]. Thus, we choose to represent the state vector by 
concatenating these three components. The state vector has the following form [51]:

 

X
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vk

k
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γ

 

(2)

where: dim(Xk)=3m×1

• x contains the components of the position vector, dimensions m×1
• v contains the components of the speed vector, dimensions m×1
• γ contains the components of the acceleration vector, dimensions m×1.

The dynamic of this state vector is modeled by a state space model of the following 
form:
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(3)

Matrix A includes the relationship between the position, its first and second deri-
vations will inform us on the geometrical characteristics of the trajectory. This is the
matrix form of the cinematic equation linking position to speed and acceleration.
T is a parameter that introduces time in the equation. In our case, we consider T
equal to 1 because time is fixed each time the user goes to another webpage.
The results of the algorithm are not sensitive to T.
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Where: dim(A)=3m×3m
Many values of parameter α have been tested. The chosen value does not influ-

ence our numerical results.
wk and vk (Eq. (3)) are random noises (their properties will be given in the next 

section) which take into account unexpected variations in the trajectories.
Matrix H (Eq. (3)), called the measurement matrix, is structured to obtain the 

values of the positions in the recommender space. Thus, H will have the following 
structure:

 

H =

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

1 0 0 0

0 0 0 1 0 0

.. .. ..

.. .. ..

.. .. .. .. .. .. .. ..

... ..0 0 0 0



















 

(5)

Where: dim(H) = m×3m

 General Equations of the Filter

Having the state space model (Eq. 3) and the structure of the state vector, we can 
derive the equations of the filter. First, we present some important properties of the
Kalman filter:

• Information about X and Z is given as a Markov model i.e., Z is a linear combi-
nation of the components of X;

• Estimations of X are obtained from any initial instant;
• Estimations can be obtained for non-stationary process i.e., time-varying 

models.
• wk and vk are uncorrelated white noises where wk ≈ N(0, Q) and vk ≈ N(0, R).

The Kalman filter equations comprise the following equations [5, 54]:
Prediction: it is the predicted state knowing past values:

 

ˆ ˆ ˆ
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Kalman gain: it describes the dynamic of the filter. The dynamic takes into 
account the variations of the moving target.

 
K AP H HP H Rk k k

T
k k
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(7)

The evolution of the uncertainty on the estimation is then given by the following 
Riccati equation:
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where the initial conditions (which initialize the filter) are given by:

 
ˆ

/ /X X P P0 1 0 0 1 0− −= =  (9)

and the state prediction is given by: ˆ
/Xk k+1

The Kalman predictor will predict the future position in the recommender space 
i.e. the most possible category knowing the past of the user.

 Recommendation Strategy

The user profile is built from the list of pages visited on the platform. Each page/
resource is defined by a subset of categories such as “modelling,” “courses,” etc.
Our new recommending strategy is based on the control loop shown in Fig. 9.

Fig. 9 Control loop for recommendation
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This control loop will observe the difference between the estimated value of  
the category and the calculated category, and will integrate the controller/recommender 
to build the most accurate model of the user. Hence this configuration can predict 
where the user will “move” in the recommender space. The recommendation strategy 
will use the predicted position to “suggest” to the user the appropriate category of 
content.

Conversely to existing methods that recommend specific content items to a given 
user, this method performs on the macroscopic level, i.e., subspaces of specific cat-
egories. The strategy isolates the appropriate subspace and the recommendation is 
done in the related categories. Then, we can imagine providing a more precise rec-
ommendation by doing the second iteration of computing on the subspace (target 
tracking in the trajectory in the subspace and positions prediction)—a kind of zoom
effect. To summarize, the recommendation is based on two arguments:

• the user’s actual state of mind
• a subset of retained dimensions

We then have a set of items to be recommended. Furthermore, according to the
pages the user has visited during the day, we can refine our recommendation.

 Results

In order to model the trajectories, we have to identify categories of pedagogical
resources that define the recommender space. Based on the extensive log analysis,
we propose the following basic description:

• assessment (MA)
• courses (C)
• resources (R)
• forum (F)
• modelling workgroup (MW)
• modelling brainstorm (MB)
• modelling (M)

Each position vector is built using relation Eq. (1). We obtain position vectors 
containing only “0” and “1” on the appropriate dimension.

Thus, we consider that users are moving in a 7 dimensions space. Using our 
approach and algorithms, we obtain the following results for a specific user (Figs. 10 
and 11). In the following figures, we show one learner’s trajectory along specific
dimensions of the space (Dimensions MA, C and R). In both figures, X-axis repre-
sents time and Y-axis represents the seen item thus it is “0” or “1.”
Combining all these evolutions, we obtain trajectories in 7-dimensions space.

Applying our tracking algorithm, we can compute the next viewed category of con-
tents. For example, we can show the results in one dimension, dimension R (Fig. 12).
Figures 10 and 11 show the evolution of the trajectory along the dimensions 

of the recommender space. Figure 12 shows the predicted trajectory to the real 
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Fig. 10 Evolution in MA, C and R dimensions

Fig. 11 Evolution in F, MW, MB and M dimensions

trajectory relatively to one dimension of the recommender space—dimension R. 
We can see that the prediction PR follows the real trajectory R. Having this prediction
(PR), we can now derive a specific recommender system based on these categories. 
For example, using the information given by the prediction, the system can recom-
mend specific content items to the student.

Thus, the strength of our approach is in its capability to make recommendations 
that consider the users’ habits, i.e. give the main directions to follow knowing the 
trajectory in the space and not to suggest specific resources.
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 Conclusions and Perspectives

The OP4L prototype implementing the CS-AHP algorithm has been used with sev-
eral groups of students in France, Slovenia, Macedonia and Serbia during the aca-
demic year 2011–2012. It was mainly evaluated with undergraduate students in
Computer Science, within a course on Software Engineering. The first results are
described in [52], and the students’ responses to the questionnaires used in the study
do not mention any mistake in the recommended people. The CS-AHP algorithm is
working.

The Kalman filter approach differs from other recommendation approaches. 
Indeed, it focuses on users’ behaviour (modeling their path in the space of the 
resources) to predict the categories of resources that are likely to fit their needs. In 
this formalism, categories of resources correspond to a subspace of the space of 
reference, which allows us to identify a set of resources that can meet the needs of 
the user. In the presented examples, we show that these trajectories can serve as
monitoring tools for pedagogues.
We are thus able to describe behaviours by learning trajectories and predict what

types of resources a learner is likely to access.
We would like to conclude with the perspectives offered by the learning trajecto-

ries algorithm. In particular, the approach based on learning trajectories allows
one to:

• model learning process, i.e. to understand how someone learns
• recommend content items more accurately, i.e. knowing about someone’s learn-

ing process we can recommend exercises, courses, self-assessment, …
• develop a recommender system based on different levels of analysis, i.e. to 

 identify the accurate subspace and then re-compute in a zoom effect to identify 
precisely the concerned dimensions.

Fig. 12 Comparison between Real Dimension R and predicted one PR
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Moreover, this geometrical approach opens a new field of research focused on
the geometrical description of the recommender space, and how this geometry 
could lead to better recommendation and dynamics understanding. In the OP4L 
context, this approach of learning trajectory analysis will enable a better under-
standing of all the experiments done or to be done with students. Thus, the results 
obtained in the studies done in France, Macedonia, Serbia and Slovenia could be
enforced and enriched by learning trajectories modelling. Moreover, this combined
methodology will help us to identify the appropriate functionalities, those which are 
important, those which are not used, and will lead our research on the integration of 
others social networks (technically and also by recommending to students, some 
resources coming from the social network), and the definition of new ontologies 
related to other disciplines.
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    Abstract     A Technology Enhanced Learning (TEL) ecosystem is a kind of Digital 
Ecosystem formed by independent platforms combined and used by learners to support 
their learning. Related    work shows that recommendations in TEL can support learners 
and that in TEL ecosystems, learners do use different platforms. We therefore pursue 
the goal to enable recommendations    across different platforms by exploiting the syner-
gies between them to benefi t learners. However, building such cross-platform recom-
mender systems poses new and unique technological challenges for developers. In this 
paper, we discuss the challenges faced and present a framework, with a running exam-
ple, for the development of cross-platform recommender systems for TEL ecosystems. 
The framework decouples the development of the recommender system from the evo-
lution of the specifi c platforms and allows the integration of different recommendation 
algorithms by combining graph-based algorithms. As proof of concept, the framework 
was effectively applied and evaluated to develop a cross-platform recommender system 
in a TEL ecosystem comprising Moodle as the Learning Management System, and 
MediaWiki customized as Learning Object Repository. For future work, the integration 
of different recommendation algorithms and a user study on the benefi ts of recommen-
dations from different sources in a learning scenario is planned.  
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     Introduction 

 A Technology Enhanced Learning (TEL) ecosystem is a form of Digital Ecosystem 
[ 6 ] inhabited by elements from various platforms used in parallel by learners and 
teachers. Such a simultaneous use of platforms is often found in communities of prac-
tice [ 27 ], also known as learning networks, where learning is mostly self- directed. 
Take as a running example a TEL ecosystem with three platforms: a Learning 
Management Systems (LMS), a Social Networking Service (SNS), and a Learning 
Object Repository (LOR). An LMS offers activities as well as discussion forums and 
shared workspaces. Activities rely on learning objects (LOs) such as lesson notes and 
presentations. The visibility of a LO is normally limited to an activity. However when 
an LMS is used to support self-directed learning, it becomes particularly important 
that learners are aware of all activities, resources and peers they could potentially gain 
from. Nowadays, many learners participate in social networks connecting to other 
learners via Facebook, 1  or posting learning tasks and following other learners on 
Twitter. 2  Contacts the students have on platforms such as an LMS are disconnected 
from the online social networks they belong to outside the classroom. It is therefore 
up to the students to replicate in each of these worlds the relationships they have built 
in the other. The potential to share knowledge and fi nd valuable contacts across these 
platforms therefore remains unexploited. Initiatives such as the MIT OpenCourseWare 3  
or the Ariadne Foundation 4  with its LOR demonstrate the increasing interest in col-
lecting and sharing high quality learning material. LORs however are isolated from 
the LMS and SNS. There therefore exists an opportunity to provide learners with 
information across multiple platforms by considering the synergies between them. 

 In a previous article [ 1 ], we initiated the discussion on the provision of cross- 
platform recommendations in TEL Ecosystems and presented general guidelines 
for the design of a framework to support its construction. In the following sections, 
we further elaborate on the requirements, and provide details about the framework’s 
architecture and design.  

    Recommendations from Heterogeneous Sources 
in a TEL Ecosystem 

 Feature rich LMSs such as Moodle 5  support numerous forms of interaction and a 
wide variety of resource types. Lightweight approaches focus only on the most 
common subsets of interactions and resources. That is the case of the systems that 

1   http://facebook.com  (last accessed 25/2/2013). 
2   http://twitter.com  (last accessed 25/2/2013). 
3   http://ocw.mit.edu/index.htm  (last accessed 25/2/2013). 
4   http://www.ariadne-eu.org/  (last accessed 25/2/2013). 
5   http://www.moodle.org  (last accessed 25/2/2013). 
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the most popular MOOC (Massive, Open, Online Learning services) use (e.g., 
Coursera 6 ). We interpret  resource  as any (digital) object that can be used in, or is the 
result of learning. Instructional material such as lecture videos, slides, lecture notes, 
articles, or ebooks are common examples of resources. Chat transcripts, forum dis-
cussions, thesauri, glossaries, simulations, taxonomies, and data-sets are also 
resources. Authors can design and package certain resources to support reuse. The 
goal of the Learning Objects movement is to foster these practices of reuse. 

 During the life-time of a learner, a person will need to interact with several dif-
ferent platforms. For example, a student will use an LMS at school (or possibly 
several, if each department provides its own system), and yet again a different one 
if he or she participates in MOOCs. Students usually do not fi nd all resources they 
need in a single LMS. Sometimes they have to look for resources elsewhere; for 
example, in digital repositories, wikis, reference managers, or portfolio managers. 
This means that a student’s resources (both used and required) are spread across 
various systems. As resources are a central element in learning, students face the 
daily challenge of fi nding the right ones. 

 Learning commonly occurs in the context of activities. Courses, classes, work-
shops, tutorials, projects, assignments, and individual learning goals, are common 
organizational structures that help students, in both formal and informal learning, to 
progress in their learning process. These organizational structures are ubiquitous in 
LMSs. In formal learning, it is still common that institutions organize learning; that 
is, they defi ne the structure of activities that students must adhere to with more or 
less fl exibility. In contrast, informal learning imparts to the student the responsibil-
ity of deciding what activities to take. Although not as often as it occurs with 
resources, students regularly need to fi nd and select activities. 

 Social interaction is important in learning [ 21 ]. We learn in a social context while 
being part of a supporting team; when we engage with others in a learning activity; 
and when cultural artifacts support our learning. Sometimes, artifacts mediate our 
interaction with others (e.g., using our team’s best practices catalogue). Sometimes, 
social interaction is more direct and obvious, for example when we complete an 
assignment with a group, or when we participate in a community discussion. LMSs, 
that realize the value of collaborative learning, support all these forms of interaction. 
They provide the means to form groups, and associate activities and resources to 
groups. They provide means for collaborative knowledge construction such as various 
forms of online conversations, and collaborative editing. Reference managers (e.g., 
Mendeley 7 ) acknowledge the importance of social interaction and provide support for 
the creation of communities, social networks, and shared catalogs. Recent studies [ 15 ] 
on the use of SNSs such as Facebook show that despite being widely used by students, 
they have little educational use. However, Ellison [ 14 ] found empirical evidence of a 
strong connection between Facebook usage and indicators of social capital, which 
could support students while moving from one learning community to another. 

6   http://www.coursera.org/ (last retrieved 25/2/2013). 
7   http://www.mendeley.com/ (last accessed 25/2/2013). 
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 Learners regularly require resources, activities and opportunities for social inter-
action. In current days, these resources, activities, and opportunities are scattered in 
a digital ecosystem. Recommender systems tackle similar scenarios. They help 
users fi nd useful content they search for, and propose useful content that is avail-
able, even when users are not explicitly looking for it. However, recommender sys-
tems are commonly an internal component of one larger system (such as Amazon, 8  
Netfl ix, 9  etc.). In our TEL scenario, recommendable objects reside in multiple, het-
erogeneous systems. Moreover, learners expect recommendations as they use any 
one of these systems. For example, they expect recommendations of interesting 
videos while they perform activities in the LMS, while interacting with friends in 
the SNS, or while they browse the contents of the digital repository. 

 A TEL ecosystem is a dynamic entity. It evolves when new components (e.g., 
new systems) are included. Even if we choose to focus only on three types of objects 
(resources, activities, people) every change in the constitution of the ecosystem 
brings new data and relationships between objects. Recommendation strategies 
must evolve to accompany the evolution of the ecosystem. 

 From the user’s perspective, each platform should produce a recommendation 
list. Figure  1  illustrates how this could work for Mahara (an e-portfolio and social 
networking platform) 10  and Moodle. The recommendation list is shown in Mahara 
(left side) and in Moodle (right side). The recommendations are personalized 
 considering the user’s current focus. For example, in Fig.  1  recommendations are 

8   http://www.amazon.com  (last accessed 25/2/2013). 
9   http://www.netfl ix.com  (last accessed 25/2/2013). 
10   http://www.mahara.org  (last accessed on 25/2/2013). 

  Fig. 1    Recommendation of activities, learning objects and users in Mahara and Moodle       
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provided in Mahara for the user Albert Alonso taking into account that he is  currently 
focused on viewing Bernard Berazategui’s user profi le. Depending on the recom-
mendation strategy, the recommendation lists might include other users that Bernard 
has befriended, activities that he has completed, and resources that he frequently 
uses. Consequently, the recommendation lists contain items (i.e., activities, LOs and 
users) from any of the platforms that compose the ecosystem. 

  In summary, the core requirements to provide recommendations in a scenario 
like the one we have described are: (a) offer recommendations in all components of 
the TEL ecosystem; (b) recommend elements from all these systems (i.e., from 
heterogeneous sources), and (c) support the evolution of recommendation strate-
gies. In the following sections we present an approach to tackle these challenges.  

    Related Work 

    Recommender Systems in TEL 

 Recommender systems based on approaches such as content based and collabora-
tive fi ltering (CF) techniques have been shown to be very useful in TEL scenarios, 
especially in informal learning [ 17 ]. Collaborative fi ltering approaches use com-
munity data such as feedback or ratings from other users to make recommendations. 
Graph-based recommender techniques [ 3 ] can be classifi ed as neighborhood-based 
collaborative fi ltering approaches [ 11 ]. A graph is used to represent the users or 
items as nodes and the edges as the transactions between them. PageRank [ 8 ] is an 
example of a graph-based approach based on a random walk similarity. Extensions 
to PageRank in learning scenarios are proposed in [ 19 ] and [ 3 ]. Content based 
approaches are used for example in [ 23 ]. All these different approaches are justifi -
able depending on the concrete learning scenario, the goals which are pursued with 
a recommendation (recommending similar or diverse resources) and the role the 
learner has (recipient of information or producer of data) in the pedagogic theory 
[ 9 ]. Therefore, with our framework, we aim to achieve a high fl exibility regarding 
the integration of different recommendation algorithms and the combination of their 
results in a TEL ecosystem.  

    Learning Object Repositories and Federated Search 

 Learning Object Repositories are platforms which provide learners and teachers 
with so-called learning objects. Their main goal is to support the reusability of 
learning objects, that are provided mainly by teachers to the repositories. For a long 
time there have been discussions on how a learning object should look like [ 18 ,  20 ]. 
This discussion shall not be deepened here. Nevertheless it can be assumed that 
objects stored in LORs can be useful for learners and should be regarded as candi-
dates when recommending resources. In order to search for objects from different 
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repositories, interoperability mechanisms have been developed and engines for fed-
erated search in different repositories have been built. The Simple Query Interface 
(SQI) offers methods to facilitate interoperability between LORs by providing 
interfaces to the repositories [ 10 ]. The interface is supported by different reposito-
ries and allows the implementation of a federated search interface [ 25 ]. Query inter-
faces have disadvantages in scalability when a lot of requests for resources are made 
quite often, which is a typical characteristic of recommender systems. Whereas har-
vesting approaches support this type of request behaviour much better by offering 
all existing metadata in one request and providing incremental updates. Harvesters 
for collecting information from different LORs exist based on the OAI Protocol for 
Metadata Harvesting (OAI-PMH) [ 25 ].  

    Recommending Objects in Different Components 
of a TEL Ecosystem 

 Recommender systems are often implemented as components of a platform of a TEL 
ecosystem. This holds also for recommendations of learning objects in LORs [ 4 ,  7 ], 
for the recommendation of learning resources in learning networks or Personal 
Learning Environments [ 2 ,  12 ,  13 ] and for the recommendation of learning resources 
in LMSs [ 22 ]. All these approaches do not support the recommendation of objects 
from different sources in different platforms of the ecosystem. Exceptions are seldom. 
Sosnovsky et al. [ 24 ] for example describe an application that recommends resources 
from the Web, which is seen as an open corpus of learning materials, during the learn-
ing process. In contrast, we propose a framework to recommend activities, users and 
LOs across multiple platforms of the TEL ecosystem, thus pointing the learners to 
other valuable sources of information found on these different platforms.  

    Architectural Approaches for the Realization 
of Recommender Systems in TEL 

 Recommender systems are often implemented as closed, internal components of 
larger TEL platforms, usually having tightly coupled components. An exception is 
APOSDLE [ 5 ], which follows the SOA approach providing web services to publish 
knowledgeable person recommendations. Web services decouple the generation of 
recommendations from its presentation to the users. Santos and Boticario [ 22 ] 
decouple the recommendation engine from the LMS and a third component, manag-
ing the user model, by using web services as part of an SOA architecture. This 
architecture allows to integrate recommendations in different LMSs. Our frame-
work uses a similar approach, but is not focused on LMSs and allows, in addition, 
the use of different recommendation algorithms.   
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    Approach Overview 

 Figure  2  illustrates the key elements of our approach. On the right side of the fi gure, 
there is a simplifi ed form of a TEL ecosystem. It consists only of one LMS, one 
SNS and one LOR. These platforms are independent of each other. They hold the 
objects the system will recommend. They produce most of the information that is 
needed to calculate recommendations (e.g., interaction between users and objects; 
additional information about objects, etc.). Moreover, they also present recommen-
dations to users. We are focusing on ecosystems that might integrate platforms that 
already exist (e.g. Moodle). Therefore, we have to customize them. These custom-
izations should neither increase coupling between platforms, nor require intrusive 
changes that will hinder their maintenance. Moreover, the choice of platforms to be 
integrated must remain fl exible, allowing us to introduce new alternatives as a 
replacement for any of them or as a complement (i.e., there could be more than one 
LMS, SNS or LOR). 

 The  Recommender , on the left side in Fig.  2  is implemented as a standalone 
component. It relies on data generated by all platforms in the ecosystem to recom-
mend objects located in any of these platforms. Regardless of this dependency, cou-
pling between the recommender and the other elements of the ecosystem must be 
kept low. The recommender provides a parametrizable implementation of a graph- 
based recommender algorithm (1). The algorithm takes as input a graph with nodes 
representing items in each of the platforms and links representing relationships 
between them (2). The values given to the nodes and the weights for the edges infl u-
ence how the algorithm ranks the elements. A service publishes a function that the 

  Fig. 2    Approach overview diagram       
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platforms can call to retrieve recommendations (3). This service encapsulates one of 
the dependencies between the recommender and the platforms. 

 Each platform presents recommendation lists to users in line with its own inter-
face design. The response they receive from the recommender contains basic data 
for each element: a title, a type, and the object’s URI in its hosting platform. If a user 
chooses to accept one of the recommendations, the URI will lead him to its 
location. 

 The recommender periodically polls the platforms for all changes that are rele-
vant to compute recommendations (i.e., to build the graph) (4) and stores them in its 
data model (5). The data model is also the basis for exchanging relevant data 
between the platforms and the recommender. Each platform publishes a service that 
the recommender invokes to retrieve changes. These services encapsulate a second 
dependency between the recommender and the platforms. 

 Finally, there is a mapping (6) to generate the graph (i.e.,the nodes and edges) from 
the data model. The mapping allows for the introduction of links that did not exist in 
the data model (e.g., links connecting semantically related resources or links that con-
nect users belonging to the same group). This mapping additionally represents the 
extension point to hook other forms of hybrid recommendation algorithms. 

      The Design of the Recommender 

  Figure  3  provides a high level view of the design of the recommender system. The 
top component models the recommender; the bottom component models the TEL 
ecosystem populated by platforms such as Moodle. The recommender exposes its 
functionality in the form of web services. To retrieve recommendations, clients 
invoke the  get Recommendations (user, anchor, size)  operation. The fi rst argument, 
user, is a URI that identifi es the user to whom recommendations will be provided. 
The second argument, anchor, is a URI that refers to the object that is the current 
focus of the user’s attention (in case there is one). Certain algorithms use this argu-
ment to further adjust recommendations. The fi nal argument, size, indicates the 
maximum number of recommendations expected. Our reference implementation 
uses SOAP to encapsulate the request and the response, and HTTP as the transport 
protocol. The recommender is implemented in Java (as a web application deployed 
in Tomcat). We use JAXB to map Java objects from and to XML, and the Java API 
for XML web services (JAX-WS). We provide a PHP binding to invoke the  getRe-
commendations  operation from PHP-based platforms such as Moodle. 

 When client platforms invoke the  getRecommendations  operation, the 
Recommender delegates the request to the  RecommendationAlgorithm , that in turns 
calculates the response. Under certain circumstances (e.g., large datasets) it might 
be impossible to calculate recommendations in real time. To cope with those sce-
narios, algorithms can rely on a  RecommendationCache  to store pre-calculated rec-
ommendations. During system setup, developers confi gure the algorithms with an 
adequate update strategy. 

A. Fernández et al.



259

 Recommendation algorithms work on the data available on the  DataModelStorage . 
The data model serves two key purposes: fi rst, it is used to create the graphs that 
feed the recommender algorithm. Second, it provides basic information about the 
objects that each of the platforms displays to the user. This approach has to remain 
generic enough to accommodate not only the platforms that we choose for our proof 
of concept (Moodle and Mediawiki) but other alternatives as well. The data model 
is stored in the form of triples. Each object has a unique id (a URI). Relationships 
between objects (objectURI, relationship, subjectURI) as well as object attributes 
(objectURI, attribute, value) are stored as triples. We currently use MongoDB, 11  a 
non-SQL, highly scalable database to store triples. A specifi c object attribute relates 
the object to its type (e.g, a user object to the URI of the Person type). The data 
model aggregates information that would otherwise be disconnected, e.g, it con-
nects LOs from the LOR to users and activities in the LMS. Therefore the defi nition 
of a common unique identifi er (e.g, primary email for persons) across all platforms 

11   http://www.mongodb.org  (last accessed 25/2/2013). 

  Fig. 3    High-level design       
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is needed to uniformly identify objects that are present on the different platforms, 
and become one in the data model. New resources are added to the data model 
through an addResource() operation, taking as argument the unique identifi er (URI) 
of the object. Attributes of the object and relationships are added/updated through 
calls to updateDataAttribute() and updateObjectAttribute() respectively. 

 Data harvesters (represented by the DataHarvester class in the fi gure) keep the 
data model up to date with changes in all platforms in the ecosystem. There is one 
data harvester for each platform. The implementation of a harvester depends on the 
query services its target platform exposes. For the case of Moodle, that has no exter-
nal query API, we provide an ad-hoc web service using Moodle’s plugin architec-
ture. The plugin also provides the interface components (blocks) that request and 
display recommendations. Each data harvester has an update strategy that indicates 
when and how the harvester queries its application. 

 The recommendation algorithm is an extension point. For our proof of concept, we 
chose the PageRank algorithm on the graph to produce a ranking of nodes. This is 
implemented using the JUNG (Java Universal Network/Graph) framework [ 16 ]. This 
ranking is the basis for the recommendation lists that are returned to clients. A graph 
mapping strategy generates the graph from the data model. First, it generates a node for 
each object (i.e., Persons, Activities and Resources). Nodes have values (e.g., the prob-
ability of reaching the node after a random jump) and the URI of the object they repre-
sent. A node’s value is set in a way that increases the impact it has in the resulting 
ranking, e.g. the node representing the user or the object in focus starts with a higher 
weight. Then, a mapping strategy generates edges. The weight given to each type of 
edge can be confi gured to give certain connections higher relevance. In the current 
implementation, the relationships considered are user–user, user–resource, user–activity 
and activity–resource. The weights are calculated as the average number of relationships 
between the different types of nodes i.e. the number of resources accessed by the user 
divided by the number of resources that have been accessed by any user.  

    Evaluation 

 To prove our concept and to obtain basic indicators for the performance of the refer-
ence implementation of the proposed architecture, we took existing usage data from 
a small TEL ecosystem and used it to simulate a realistic scenario. It consists of 
Moodle as LMS, and a Mediawiki customized as a LOR [ 26 ]. We studied how the 
characteristics of the architecture and the choice of domain model impacted the fol-
lowing: frequency and response time for recommendation requests; storage require-
ments for the model and resulting recommendations; and effort to harvest updates 
in the participating systems and consequently re-calculate recommendations. 

 Moodle and Mediawiki were deployed on virtual servers on the same network. 
We focused only on a subset of the available data related to an undergraduate course 
that ran in the second semester of 2012. Each student has one username to access 
both Moodle and the Mediawiki. The dataset includes information from enrolled 
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users, course sections, forum discussions, resources uploaded to the course, learn-
ing objects (pages) available in the Mediawiki, and tags applied both to resources in 
Moodle and to Mediawiki pages. In total there are 421 students enrolled in the 
course. The course consists of 8 topics, includes 112 forum discussions, and pub-
lishes 31 resources. The Mediawiki contains 40 pages, each representing a learning 
unit. Thirteen different labels tag Mediawiki pages and resources uploaded to 
Moodle. The dataset additionally records connections from users to the discussions 
they read, comment, and create, to resources in the Mediawiki that they read, com-
ment or rate, and to resources in Moodle that they access. It also includes connec-
tions from tags to the resources they are attached to, and from Moodle resources to 
the course sections they belong to. In summary, the dataset contains 625 unique 
elements, and 11.928 connections. For the current MongoDB implementation of the 
DataModelStorage, each model element requires a maximum of 1 Kb of storage 
space whereas each relationship requires 700 bytes. This adds up to a maximum 
total of 8.6 MB approximately. 

 To compute recommendations, the system reads the whole model into memory 
and transforms it into a graph using the JUNG framework. According to the frame-
work’s documentation there is no limit to the size of the graphs it can handle (other 
than that set by the hardware). Once in memory, the PageRank algorithm computes 
the score for each of the nodes in the graph. An entry in the RecommendationCache 
(which is also implemented using MongoDB) stores the resulting ranked list of 
resources. In our scenario, users receive recommendations that are customized to 
their focus of attention (the focus corresponds to the  anchor  argument of the  getRe-
commendations  operation). The focus can be the course in the case of Moodle, or 
the current page in the case of the Wiki. As explained in section “Approach 
Overview”, we achieve such a customization by assigning a higher initial weight to 
the graph node that represents the desired focus. Therefore, we run the PageRank 
algorithm once for the course, and once for each wiki page. Following this approach, 
the number of times the PageRank algorithm needs to run grows linearly in relation 
to the number of expected anchors. The RecommendationCache stores each of the 
resulting ranked lists using the anchor as the search key. 

 In our evaluation, reading the model, building the graph once, running PageRank 
once for each context (i.e., 41 times), and caching the recommendations took 2 min. 
On a regular day, there are 1,060 page views in Moodle, with peeks of 100 visits 
around 8 A.M., 4 P.M. and 11 P.M. One hundred and ninety of the total visits are 
forum visits, and 450 are resource views. A popular resource receives 125 views in 
a day (e.g. a recently published assignment). The system displays recommendations 
for each visit, which means that the aforementioned quantities are an indicator of 
the number of requests that the recommender service must attend to in a realistic 
scenario (i.e., 100 requests an hour from one of the client systems). For each request, 
the system retrieves recommendations from the RecommendationCache using the 
anchor as the key. As we implemented the RecommendationCache as a wrapper to 
MongoDB, the system’s performance (maximum load and response time) regarding 
recommendation requests is that of the database. We observed an average response 
time for recommendation requests of less than 15 ms. 
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 User actions result in model updates (for example, the model records forum par-
ticipation as a connection between the user node and the forum node). Therefore, 
we can infer that in peek hours of our scenario, Moodle generates 100 new connec-
tions that the system needs to add/update in the data model. 12  There is a DataHarvester 
for each of the systems that provide data for the model. They have an update strat-
egy that schedules how often the harvester polls the target system for updates. If the 
harvester polls the target system only sporadically, more update data will be trans-
mitted and persisted each time. The scenarios we currently aim for (having less than 
1,000 events in an hour) pose no challenge in this regard for the database or network 
traffi c. On the contrary, polling too often presents an additional load on the target 
systems, and brings no value if it occurs much more often than recommendation 
updates (i.e., it makes no sense to poll more than once between PageRank runs). 

 In summary, from this evaluation of our reference implementation of the pro-
posed architecture we have learnt: 

•    The response time for recommendation requests is mainly given by the response 
time of the technology used to cache recommendations. The same is true for the 
maximum load the service can sustain.  

•   Storage requirements for the data model, using MongoDB as the supporting 
technology, has a ceiling that follows the function 1024 bytes * N + 700 bytes + 
R, where N represents the number of entities that will be used by the recommen-
dation algorithm (i.e., users, recommendable resources, and other non- 
recommendable resources that could be used to infer relationships), and R 
represents the number of relationships between entities.  

•   Storage requirements for cached recommendations, using MongoDB as the sup-
porting technology, follow the function NC * NRPC * 500 bytes. NC represents 
the number of different contexts (anchors) that will provide recommendations. 
NRPC represents the number of recommendations per context that we want to 
cache.  

•   The frequency for data polling and updates to recommendations are a function of 
the number of changes the systems generate, and of the time it takes for the rec-
ommendation algorithm to complete a single run. The former depends on the 
amount of activity in the TEL ecosystem, and the latter depends mainly on the 
number of different contexts/anchors, and to a smaller degree on the size of the 
dataset, and the complexity of the model.    

 We will continue evaluations on this reference scenario. The goals of this second 
evaluation stage are to better characterize the dynamics of the scenario (e.g., regard-
ing usage), and to assess the students’ perception regarding cross-platform 
recommendations.  

12   The Mediawiki was just available when the course was about to end (as it was being prepared for 
the 2013 edition of the course) therefore usage data for the Wiki does not refl ect the activity of the 
scenario and we did not take it into account. 
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    Conclusion and Future Work 

 In this paper, we propose to take advantage of the synergies that arise across multi-
ple platforms in order to generate recommendations, aiming to further enhance the 
learning effort of the learners. We present the concept of a TEL ecosystem, and 
illustrate it with an example comprising Moodle as LMS, Ariadne as LOR, and 
Mahara as SNS. We discuss a general strategy to provide recommendations in each 
of the platforms that integrate the ecosystem. Our strategy separates and encapsu-
lates the calculation and provision of recommendations in a standalone system. We 
present the architecture and high-level design of our reference implementation of 
the proposed approach. Although we focus on graph-based recommendations, the 
proposed design abstracts from the recommendation algorithms and the data har-
vesting strategies. This allows the adoption of other hybrid recommendation 
approaches, and lowers the effort required to integrate new platforms. To demon-
strate the fl exibility of such a framework, a proof of concept implementation and 
evaluation was made with Moodle as LMS, and MediaWiki customized as a LOR in 
a real student course. Future work will be to further evaluate this scenario. 

 A further application scenario would be to investigate recommending learning 
resources from a LOR like ARIADNE in a resource-based learning platform like 
CROKODIL 13  [ 2 ]. CROKODIL supports the collaborative acquisition and manage-
ment of learning resources found on the Web. It offers a hierarchical activity struc-
ture to help learners structure their tasks and learning goals. The learners attach 
resources found on the Web to these activities. Learners can also collaboratively tag 
these resources, thereby forming a folksonomy. Many learners only search on the 
Web for learning resources and do not explicitly know of or bother to access LORs, 
although these are often freely accessible. It would therefore be benefi cial for a 
learner, especially when working on a specifi c activity, to have additional relevant 
learning resources recommended from an external source like a LOR. CROKODIL 
already has a graph-based recommender system implemented based on the hierar-
chical activity structures [ 3 ]. The recommender system could thus easily be extended 
using our cross-platform recommender framework to incorporate the external LOs 
from the LOR. Challenges will be identifying duplicate learning resources and inte-
grating the new learning resources in CROKODIL’s folksonomy. The available 
metadata from the LOs, the tags and activity descriptions in CROKODIL could be 
leveraged to solve this. The evaluation of such a recommender system will also be 
a challenge as the recommendations of learning resources from external sources can 
not be evaluated using historical data [ 3 ] but must rather be evaluated by asking the 
learners. This scenario would provide us with new insights needed to further 
improve the design of our framework.     

13   http://www.demo.crokodil.de  (last accessed 25/2/2013). 
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    Abstract     When researchers are to write a new article, they often seek co-authors 
who are knowledgeable on the article’s subject. However, they also strive for accep-
tance of their article. Based on this otherwise intuitive process, the current article 
presents the COCOON CORE tool that recommends candidate co-authors based on 
like-mindedness and power. Like-mindedness ensures that co-authors share a com-
mon ground, which is necessary for seamless cooperation. Powerful co-authors fos-
ter adoption of an article’s research idea by the community. Two experiments were 
conducted, one focusing on the perceived quality of the recommendations that 
COCOON CORE generates and one focusing on the usability of COCOON CORE. 
Results indicate that participants perceive the recommendations moderately posi-
tively. Particularly, they value the recommendations that focus fully on fi nding 
infl uential peers and the recommendation in which they themselves can adjust the 
balance between fi nding infl uential peers and like-minded peers. Also, the usability 
of COCOON CORE is perceived to be moderately good.  
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        Introduction 

    One of the main aims of a researcher, besides developing knowledge and under-
standing, is to strive for success and a solid reputation. Approaches to measure sci-
entifi c successfulness such as the h-index    [ 1 ] and the g-index [ 2 ] exist, but it is still 
diffi cult for scholars [ 3 ], journals [ 4 ] and agencies [ 5 ] to determine reputation and 
research success. Also, scholars are often unaware of the skills that they typically 
should attain to become  successful. Indeed, being successful does not merely 
depend on performing high quality research, but also depends on the ability to reach 
out and convince others of the quality of a research idea. Researchers need to know 
what the main drivers for success are and they need to be made aware of these. 

 Lambiotte and Panzarasa [ 6 ] draw attention to the fact that cohesive relationships 
in a topic-driven community foster researcher success. Articles need to be written, 
typically with co-authors, and these articles are subject to review. This requires a 
form of persuasion that involves knowledgeability and reputation. Leydesdorff and 
Wagner [ 7 ] argue that power lies within a core group of network members. Also, 
they suggest that members in the periphery of the network can profi t from more 
central members, consistent with Kotter’s guiding coalition to lead organisational 
change [ 8 ]. Abbasi, Altmann and Hossain [ 9 ] fi nd that degree centrality, effi ciency, 
tie strength and eigenvector centrality are indicators for a high g-index. 

 Current approaches to measure scientifi c success, such as the Hirsch spectrum 
tool [ 10 ], take the distribution of the h-index of the journal’s authors to measure the 
quality of a journal. Kim, Yoon and Crowcroft [ 11 ] use network analysis to identify 
respected journals and proceedings. Particularly, they use node centrality and tem-
poral analysis to provide insight into the emergence of scientifi c communities. 
SCImago [ 12 ] provides an overview of a journal’s impact, such as the h-index, 
number of citations, cited versus non-cited documents, etc. The widely known 
Publish or Perish tool uses Google Scholar to measure an author’s h-index or 
g-index [ 13 ]. Yet, none of these tools aims at strategically bringing researchers into 
contact with co-authors to improve scientifi c success, as suggested by Lambiotte 
and Panzarasa [ 6 ] and Leydesdorff and Wagner [ 7 ]. 

 The COCOON CORE tool aims to inform researchers about their personal qual-
ity and the strategically relevant researchers whom they should connect to. Its main 
functionality, presented in the current article, is the recommendation of candidate 
co-authors, which is based on two main principles: (1) co-author reputation (and 
power), which in turn is based on a central network position, and (2) interest simi-
larity between a candidate co-author and the target user (common ground and 
shared intention), refl ected by an overlap between keywords that two authors use to 
describe personal documents. It searches the open repository DSpace (  http://
dspace.ou.nl    ) to aggregate and analyse the social network of individuals who 
 co-authored documents. It has been built after the COCOON tool that generates 
co-author recommendations [ 14 ]. COCOON CORE caters to effective cooperation 
by fi nding candidate co-authors with a common ground and a shared intention. It 
does so by identifying peers in the network who have similar interests. Also, it 
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caters to successful cooperation, by matching the target user with powerful, infl u-
ential peers; peers who have authority, and are able to (indirectly) persuade others 
(e.g. reviewers). 

 The current article investigates what the opinion of the COCOON CORE user is 
toward the generated recommendations. As the recommendation calculation can be 
adjusted by the user by moving sliders, thus allowing one to focus on either infl uen-
tial peers or like-minded peers, it does not suffi ce to merely ask opinions about a 
recommendation that users can adjust themselves. To see how they value the two 
mechanisms, we also ask the users to focus fully on either mechanism. Hence, our 
research questions are as follows:

   Research question 1: How do users value COCOON CORE’s recommendation when the 
algorithm fully focuses on infl uential peers?  

  Research question 2: How do users value COCOON CORE’s recommendation when the 
algorithm fully focuses on like-minded peers?  

  Research question 3: How do users value COCOON CORE’s recommendation when 
they can adjust it to their personal preference?  

   Asking the user about the value of a recommendation can be infl uenced by the 
usability of the tool. To account for this, we conduct a standardised and widely 
established usability test called  SUS  [ 15 ]. The research question that follows from 
the usability test is as follows:

   Research question 4: How do users experience the usability of COCOON CORE?  

   We start off the article with a discussion the workfl ow of COCOON CORE, what 
data it uses and what calculations it performs (“ COCOON CORE ”). We provide the 
method used to investigate the research questions (“ Methodology ”) and the results 
and discussion (“ Results and Discussion ”). We draw this paper to a close by provid-
ing our conclusion and a brief outlook on future improvements (“ Conclusion ”).  

      COCOON CORE 

    Co-authorship Network Data 

 The data that we use to compute comes from a university’s local publication data-
base. The database, called DSpace (  http://www.dspace.org    ), supports the open 
archives initiative, and its protocol, the OAI-PMH makes it possible for software to 
automatically extract metadata from the publications in the database. Documents 
are submitted to this database by (former) employees of the university. Table  1  
 provides an overview of the employees, departments, and publications that submit-
ted to the database.

   The data that we use to compute the centrality of co-authors is extracted from 
this database. For each document in the database, we extract its authors. These 
authors inherently form a co-authorship relationship. The aggregation of all authors 
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of all publications forms a network in which the co-authors are represented by the 
nodes, and their co-author relationships are represented by the edges between the 
nodes (Fig.  1 ). As only (former) employees of the university submit documents to 
this database, the method of data collection is quite similar to that of an  ego-centric 
network : a network as perceived from individuals’ perspectives. Also, each docu-
ment makes a  clique ; all authors of one document are interconnected through a 
bidirectional relationship. It is important to note that only (former) employees sub-
mit their articles to this database. Therefore, the population available for testing is 
relatively small, namely 89. We will elaborate on this in the  “methodology”  
section.

  Fig. 1    Co-authorship network       

  Table 1    Overview of the 
database (snapshot as of 
April 2012)  

 Publications  2,924 

 Book chapters, articles 
and conference papers 

 1,113 

 Presentations  904 
 Other  907 

 Authors  1,361 
 Keywords  3,680 
 Departments  9 
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       Calculations 

 The principal aim of COCOON CORE is to recommend candidate co-authors. Its 
algorithm employs two types of calculations to arrive at the recommendation. First, 
for every author in the social network, it computes the power, or reputation of an 
author; to what extent other authors are dependent on the target author in terms of 
disseminating ideas within the network. It does so by taking the number of times a 
target author is on the shortest path between any two other authors in the network 
relative to the total number of shortest paths, also known as  betweenness centrality  
[ 16 ,  17 ]. 

 Second, the algorithm computes similarity between authors. High similarity, in 
gender for instance, is found to be an indicator for good relationships [ 18 ], and this 
is supported by research on homophily and friendships [ 19 ,  20 ]. Stahl [ 21 ] argues 
that cooperation between any two authors be guided by a common ground. To mea-
sure similarity, we fi rst have to identify individuals within the network. For each 
author, we look at her submissions and the keywords that she has used in these 
submissions, and construct a keyword vector. The distance between authors’ key-
word vectors defi nes the similarity between authors ( vector similarity).   

    Recommendation Workfl ow 

 The workfl ow of COCOON CORE is depicted in Fig.  2 . The workfl ow commences 
with user Polly, who wants to write a new paper. A new paper requires a topic, so 
Polly starts defi ning the paper’s topic or main research idea.

  Fig. 2    Workfl ow for a COCOON CORE recommendation       
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   Next, Polly fi lls out the keywords that describe her paper’s topic (Fig.  3 ) and 
decides whether COCOON CORE should favour like-minded peers or infl uential 
peers. For instance, if Polly is exploring a topic in which she has relatively low 
authority, she may decide to focus on fi nding infl uential, powerful peers. She does 
so by moving the sliders to her preference. Figure  3  shows slider settings that favour 
like-minded peers (bottom slider), which refl ects the situation that Polly already has 
some authority in the research fi eld. Finally, she presses the button ‘GIVE 
RECOMMENDATION’ and COCOON CORE starts computing a recommenda-
tion. Thus, the main user interactions with COCOON CORE comprise (1) fi lling 
out keywords, (2) moving sliders to preference, and (3) pressing the ‘give recom-
mendation’ button.

   As indicated, Polly put in keywords that describe the topic of the new paper. 
These keywords, together with keywords that already exist in her personal keyword 
vector, are used to compute and fi nd authors that are like-minded. Also, the slider 
settings defi ne how much focus should be put on the similarity between authors by 
the recommendation engine. In detail, this is achieved by sending a request to the 
COCOON CORE backend, which already computed the keyword vector. The back-
end replies by sending the author keyword vectors, and now the similarity between 
authors can be computed. 

 Next, a request for infl uential peers is sent to the backend data store. The backend 
data store replies by sending back the betweenness centrality of each author. The 
slider setting now defi ne to what extent the betweenness (infl uential peers) and key-
word similarity (like-minded peers) should be taken into account to compute the fi nal 

  Fig. 3    Keyword input and example slider setting that focuses on fi nding authors with similar 
interest       
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score per peer. For instance, if the slider for infl uential peers is set to 20, then the 
normalised betweenness score (between 0 and 1) will be multiplied by 0.20, whereas 
the normalised keyword similarity will be multiplied by 0.80. A typical recommen-
dation result is shown in Fig.  4 . The authors (Fig.  4 , column 2) are sorted by their 
calculated score (Fig.  4 , column 1). Besides, authors can be sorted using their 
betweenness (Fig.  4 , columns 3 and 4) and keyword similarity (Fig.  4 , column 5).

          Methodology 

    Participants 

 Participants in this experiment were 24 employees from the investigated university 
that hosts the DSpace repository in question ( N  = 24,  total population  = 89). All par-
ticipants were selected based on their use of DSpace; they were active as a researcher 
at the target university and had uploaded at least one document. Therefore, the total 
population size is relatively small, namely 89. The group consisted of 13 male and 
10 female participants with a tenure ranging from 1 to 35 years ( M  = 9.48;  SD  = 7.84). 
Their occupation ranged from Ph.D. researcher to full professor. Participation was 
voluntary and beside homemade pastry, no inducement was offered.  

  Fig. 4    COCOON CORE recommendation result. The  fi rst column  shows the fi nal score, the  sec-
ond  shows the recommended authors and their dspace link. The  third, fourth  and  fi fth column  show 
intermediate computation results       
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    Materials 

    ‘Find Your Co-author’ Task 

 The participants had to perform three tasks for which they had to evaluate the rec-
ommendation corresponding to the research question in point (cf. “ COCOON 
CORE ”). First, they were asked to set the slider for infl uence to 100 %. The slider 
for interest similarity was automatically set to zero percent. Second, they were 
asked to set the slider for interest similarity to 100 %. The slider for infl uence was 
automatically set to zero per cent. Finally, they were asked to adjust both sliders to 
their individual liking.  

    Task Instruction 

 Before the start of the task, participants were provided with a detailed briefi ng 
 document that showed the basic functionality of the tool. The briefi ng showed how 
to login, how the dashboard functioned, and how they should put in keywords in 
order to generate a recommendation. One of the researchers was present either in 
person or online to support remote participants, but no serious issues arose. The task 
instruction lasted 10 min in total.  

    Recommendation Questionnaire 

 Participants were asked to answer three questions on a fi ve-point Likert scale 
(1 = very bad, 5 = very good), corresponding to the three tasks for their individ-
ual recommendation and for the default user recommendation, respectively 
( Appendix A ). These questions correspond to research questions 1–3.  

    System Usability Scale (SUS) 

 Next to testing the quality of the recommendations generated by COCOON CORE, 
we wanted to receive feedback on its user-friendliness (research question 4). The 
standardised and widely used System Usability Scale (SUS) was used to evaluate 
the usability of COCOON CORE. SUS conforms to the ergonomics of human- 
computer interaction DIN EN ISO 9241, part 11. Overall, it measures the perceived 
usability of the tool at hand and sub-scales include usability (questions 1–3 and 5–9) 
and learnability (questions 4 and 10). SUS is an industry standard with over 5,000 
users and 500 reported studies. In detail, it contains ten questions that can be 
answered using a fi ve-point Likert scale (1 = strongly disagree, 5 = strongly agree) 
( Appendix B ). The fi nal SUS score ranges from 0 (bad usability) to 100 (good 
usability) points. On average, systems evaluated using the SUS usability test score 
68 points.   
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    Design and Procedure 

 Each participant has a different profi le in the DSpace repository, which is dependent 
on the frequency of uploads and the keywords that they use to describe the docu-
ment. For reasons of comparability, the experiment therefore included an  evaluation 
of a recommendation for a default user’s profi le in DSpace besides the evaluation 
for the participants’ individual profi le. The default user profi le consisted of one the 
author’s profi les, whose articles were present in the database as well. 

 A between-subjects design was used, in which participants had to perform the 
three tasks for a default user ( D ), and for themselves ( S ). The main reason for this 
was to overcome a sequence bias in evaluation of COCOON CORE. Group 1 started 
with task  D , and subsequently performed task  S . Group 2 started with task  S , and 
subsequently performed task  D  (Table  2 ). The participants were randomly assigned 
to Group 1:  DS  ( N  = 12) or Group 2:  SD  ( N  = 11).

       Data Analyses 

 Difference between groups were tested for statistical signifi cance using an indepen-
dent samples  t -test for each of the questions regarding the individual and default user 
recommendation (six in total). No signifi cant difference between these groups would 
mean that there is no effect in the sequence in which these tasks are performed. 

 Note that the rating is reversed for each subsequent question in the SUS ques-
tionnaire; the odd-numbered questions’ scores are calculated by the scale position 
minus one (e.g. 5 is a good rating, and results in a score of 4), and the even- numbered 
questions’ scores are calculated by 5 minus the scale position the participant gave 
(e.g. 1 is a good score, and results in a score of 4). Next, the scores are multiplied by 
25 to arrive at a scale between zero and 100.   

     Results and Discussion 

    Recommendation Questionnaire 

 Table  3  shows the signifi cance tests for each of the six questions regarding the rec-
ommendations. It shows that the two groups do not signifi cantly differ from one 
another for all except questions 1b and 2a. This means that there is no sequence 

   Table 2    Task sequence for two participant groups   

 Group 1:  DS  condition 
( N  = 12) 

 Default user recommendation  D   Individual recommendation  S  

 Group 2:  SD  condition 
( N  = 11) 

 Individual recommendation  S   Default user recommendation  D  
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effect between the two groups for questions 1a, 1c, 2b, and 2c. Furthermore, the text 
For example, Levene’s test shows that with respect to question 1a, the two groups 
do not signifi cantly differ (t(22) = .737, p > 0.05).

   The medians for each recommendation question (Fig.  5 ) show that participants 
are moderately positive toward the recommendations generated.

   With respect to the individual recommendations, we can conclude that partici-
pants score the recommendation in which the infl uence slider is set to 100 (research 
question 1, recommendation 1a) scores moderately positive. The individual recom-
mendation in which the interest similarity slider is set to 100 (research question 2, 
recommendation 1b) scores neutral. The individual recommendation in which par-
ticipants can adjust the sliders themselves (research question 3, recommendation 
1c) scores moderately positive. This implies that participants particularly value the 
recommendations that either fully focus on fi nding infl uential peers, or the recom-
mendation that they can adjust to their personal preference. 

 When compared with the default user’s recommendations (recommendations 2a, 
2b, and 2c), the ratings of the individual recommendations score slightly higher. 
For example, the individual recommendation in which the infl uence slider is set to 
100 (question 1a) scores equally high compared to the same recommendation for 

  Fig. 5    Median for each recommendation question       

 Question  t  DF  Sig. 

 1a  .000  22  .737 
 1b  -,924  22  .371 
 1c  -1.999  22  .653 
 2a  3.924  22  .177 
 2b  -.705  22  .707 
 2c  .240  22  .736 
  N  = 24 

  Table 3       Results of Levene’s 
independent samples  t -test.  
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the default user (question 2a). Also, the individual recommendation in which simi-
larity is set to 100 (question 1b) scores equally high compared to the same recom-
mendation for the default user (question 2b). However, individual recommendation 
in which the sliders are set to personal preference (question 1c) scores slightly 
higher than the same recommendation for the default user (question 2c). This dis-
crepancy may be due to the users’ lack of familiarity with the default user’s work. 
For example, we quote one participant: “ harder to judge, as this is not really my 
topic, than when searching with my keywords. But looks good. ” 

 A closer look at the proportion of responses (Fig.  6 ) reveals that participants are 
especially positive toward the recommendation that focuses entirely on infl uential 
peers (1a and 2a) and the recommendation in which participants could set the sliders 
to their personal preference (1c).

   Thus, a recommendation that is based on successfulness and effective coopera-
tion satisfi es the users to a moderately positive extent. Regarded from a more algo-
rithmic level, a combination of betweenness centrality to identify powerful, 
infl uential peers in the network, and vector similarity to identify like-minded peers 
satisfi es the participants, and shows to have potential. 

 Our recommendation results are partly in contrast with research by Abbasi, 
Altmann and Hossain [ 8 ], who found no signifi cant effect of betweenness centrality 
on the g-index. This disparity can be explained as follows. COCOON CORE focuses 
on successful and effective cooperation, rather than increasing the g-index. In other 
words, COCOON CORE aims at fi nding infl uential co-authors for papers, but also 
agreeable cooperation between co-authors. Numerous papers are rejected, and the 
reason for this is not always clear. Naturally, a paper should be rejected on the basis 
of lack of quality, and this could have been due to a lack of common ground among 
authors. The g-index is based on accepted papers that are highly cited, and does not 
refl ect the actual successfulness of cooperation between authors. Furthermore, the 

  Fig. 6    Proportion of responses for each recommendation question       
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nature of Abbasi  et al .’s g-index is different from the current study, which measures 
user satisfaction and usability.  

    System Usability Scale (SUS) 

 The SUS usability test brings forward that COCOON CORE scores fairly positively 
on a normalized scale of 0–100 ( Mdn  = 67.50, Table  4 ). At a confi dence interval of 
90 % and a sample size of 23 (and total population of 89), this means that the aver-
age usability value is likely to fl uctuate between 50.40 and 84.60.

   Figure  7  shows that participants are especially positive about the learnability of 
COCOON CORE (questions 4 and 10, Figs.  7  and  8 ), for instance not needing a 
technical person to use COCOON CORE (question 4). Also, when looking at the 
proportions of responses (Fig.  8 ), participants think that there are few inconsisten-
cies in COCOON CORE (question 6) and that COCOON CORE is not unnecessar-
ily complex (question 2).

  Table 4    Summary of system 
usability scale (SUS)  

 Measure  Value 

  Min   25 
  M   65.27 
  GM   65.25 
  Mdn   67.50 
  Max   90 
 Margin of error (90 % confi dence level)  50.40–84.60 
  N  = 23 

  Fig. 7    Median score for each question of the system usability scale (SUS)       
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    A closer look at Fig.  8  reveals that the most notable shortcoming lies in the inte-
gration of several functions (question 5). The proportion of responses for question 5 
show that fourteen out of 24 participants (58 %) rated the integration of functions 
neutral to negative. This was expected, as functions such as author metrics and rec-
ommendations were distributed among several pages. Nevertheless, a future version 
of COCOON CORE should focus more on the integration, or at least the visual 
integration of functionality.   

     Conclusion 

 The tool presented here (COCOON CORE) recommends co-authors based on 
power and infl uence of peer co-authors (betweenness centrality), and a common 
ground between prospective co-authors (keyword vector similarity). It strives to 
simulate the intuitive process of a senior researcher to fi nd new co-authors that are 
infl uential and knowledgeable, respectively. The nature of research questions was 
twofold. Firstly, we measured the perceived quality of recommendations, both from 
participants’ individual perspective and default user’s perspective. Secondly, we 
measured the usability of COCOON CORE by means of the standardised and 
widely used System Usability Scale (SUS), arguing that a low usability would infl u-
ence the quality score negatively. 

 Participants perceive the usability of COCOON CORE as moderately positive. 
Especially the learnability of COCOON CORE (no technical assistance required) 
scores high and users do not face too much inconsistency. Therefore, no negative 

  Fig. 8    Proportion of responses for each question of the system usability scale (SUS)       
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infl uence on the appreciation of co-author recommendations is expected. That said, 
next to an overall improvement of the usability, improvements should be made with 
respect to the integration of functionality, such as the author metrics and the recom-
mendation engine. 

 The recommendation that fully focuses on infl uence (betweenness centrality) is 
valued positively. This may indicate that COCOON CORE can function as a tool 
that helps young researchers build a sense of the value of their network, by identify-
ing their infl uential peers. Normally, mainly senior researchers have this intuitive 
feeling of infl uential peers in their neighbourhood. 

 Crucially, a combination of betweenness centrality and keyword vector similar-
ity, respectively, is found to be useful (research question 3). This result points to the 
usefulness of COCOON CORE as a co-author recommender. Note that this is partly 
out of line with earlier research in which no signifi cant effect was found for between-
ness centrality and the g-index. However, this study aimed at perceived quality of a 
recommendation system (user satisfaction), rather than measuring researcher qual-
ity based on longitudinal data, thus explaining the discrepancy. 

 Future work should focus on longitudinal analysis of the successfulness of these 
recommendations. That is, it should investigate whether recommended co- 
authorships lead to higher researcher performance. To make such analyses possible, 
the authors plan to implement additional functionality that allows COCOON CORE 
users to directly or indirectly (through gatekeepers or the ‘system as a mediator’) 
approach a candidate co-author.     

  Acknowledgments   The authors thank Dr. Lora Aroyo from the VU University Amsterdam for 
her insightful comments during the design and implementation phases of COCOON CORE.  

      Appendix A: Questions Regarding Quality 
of Recommendations 

     1a.    Individual Recommendation: How do you value the recommendation that is 
generated if the slider for infl uence is set to 100?   

   1b.    Individual Recommendation: How do you value the recommendation that is 
generated if the slider for interest similarity is set to 100?   

   1c.    Individual Recommendation: How do you value the recommendation that 
is generated if you control the sliders yourself?   

   2a.    Default User Recommendation: How do you value the recommendation that is 
generated if the slider for infl uence is set to 100?   

   2b.    Default User Recommendation: How do you value the recommendation that 
is generated if the slider for interest similarity is set to 100?   

   2c.    Default User Recommendation: How do you value the recommendation that is 
generated if you control the sliders yourself?      
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     Appendix B: SUS Questionnaire 

     1.    I think that I would like to use this system frequently.   
   2.    I found the system unnecessarily complex.   
   3.    I thought the system was easy to use.   
   4.    I think that I would need the support of a technical person to be able to use this 

system.   
   5.    I found the various functions in this system were well integrated.   
   6.    I thought there was too much inconsistency in this system.   
   7.    I would imagine that most people would learn to use this system very quickly.   
   8.    I found the system very cumbersome to use.   
   9.    I felt very confi dent using the system.   
   10.    I needed to learn a lot of things before I could get going with this system.       
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    Abstract     Recommender systems have become an essential part of the web user’s 
life. Whether it is recommended books or movies, friends on social networks or 
mobile phone contracts, service providers have realized that personalized recom-
mendations and ads increase customer retention and satisfaction. Last but not lease, 
recommender systems can help selling more goods. Scientifi c recommender sys-
tems, on the other hand, have the goal to recommend useful scholarly objects such 
as publications, conferences or researchers to the interested researcher in order to 
make them aware of them and to foster collaboration and scientifi c exchange. In this 
paper we introduce PUSHPIN, a social network for researchers and its recom-
mender approach. PUSHPIN is based on an eResearch infrastructure that analyzes 
large corpora of scientifi c publications and combines the extracted data with the 
social interactions in an active social network.  

  Keywords     Scientifi c recommender systems   •   Research networks   •   Research 2.0   
•   Social media   •   Social networks   •   Visualization   •   Semantic similarity   •   Community 
mining  

        Introduction 

  “There is too much to read”  [ 28 ]. 

 This quote by Paul Otlet (1868–1944) and his insight is all but new and the out-
cry reoccurs in waves whenever a new technology is introduced. In fact,  information 
overload  has been documented for more than 2,300 years and scholars throughout 
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the periods criticized new technologies for the abundance of publications that it 
became impossible to have an overview of [ 3 ,  5 ]. The rise of the Internet, the wide-
spread adoption of the WWW and, lately, the proliferated application of Web 2.0 
technologies, tools and techniques on research lead to a tremendously increasing 
amount of published scientifi c content. Priem and Hemminger (2010) point out that 
today too much work is being published, which not only hinders the work of tenure 
and promotion committees, but also the daily work of any other researcher [ 30 ,  33 ]. 
Potentially relevant content is scattered in workshop, conference and journal publi-
cations, books, in blogs and wikis. The content is being shared, liked and mixed on 
social media, recommended and commented on in social networks and in focussed 
online communities of lifelong learners. On the one hand, this leads to the necessity 
of updated metrics of measuring impact of scientifi c publications [ 30 ,  31 ] and on the 
other hand it calls for awareness support and scientifi c recommendations [ 33 ,  36 ]. 

 Researchers that try to get conspectus of the relevant literature and key authors 
in a given research subject face the issue of a comprehensive, socially augmented 
publication landscape, in which pathfi nding is a very challenging task. Moreover, 
when looking for scholars that are interested in similar topics or when searching for 
help by peers, most researchers are limited to their established professional network 
because they are not aware of qualifi ed scholars outside their own circles [ 35 ]. On 
top of that, much research is repeated multiple times by different groups because 
they lack knowledge of the work of others or cannot repeat their studies [ 20 ]. 

 As Rayward (1994) points out, Otlet not only suggested to map published docu-
ments against the existing scientifi c domains as this mapping would “ assist explora-
tion by reducing unnecessary voyages over already discovered terrain ” [ 32 ]. He 
also envisioned some semi-automatic document summarization that would give the 
reader an easy-to-grasp overview of the facts, interpretation of facts, statistics and 
sources of a document. This way, the reader would easily be able to compare one 
document to another, see what they have in common and then follow the link to the 
common object in order to be able to explore it and its connections. Otlet described 
an scholarly information science system, in which the scholars collaboratively orga-
nize existing knowledge into an open encyclopedia by using cards to describe the 
content of each item. Moreover, he speculated about some kind of international 
hypertext system that would allow the reader to move from one bibliographic refer-
ence to its full text, to images and charts within the document to author indices, 
similar documents and their authors indices [ 32 ]. In twenty-fi rst century terms, Otlet 
was describing an open  Research 2.0  [ 20 ,  40 ,  41 ] system in which scholars could 
work together, following trails between each other and between scientifi c publica-
tions. Collaboratively, they would enrich the existing information and add links to 
relevant similar documents. The system would bypass large distances and help the 
scholars to get a better overview of the scientifi c domains and the knowledge within. 

 In this paper we introduce PUSHPIN, 1  a Research 2.0 service that is built on the 
ideas of Paul Otlet [ 28 ] and Vannevar Bush [ 7 ] and that takes into consideration 
Clay Shirky’s elaborations on information overload versus fi lter failure [ 39 ]. 

1   PUSHPIN is available as a free service at  http://pushpin.cs.upb.de . 
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PUSHPIN is a social network designed for scholars that aims to enhance their 
awareness as well as to foster scholarly collaboration [ 33 ]. Being a social network, 
PUSHPIN connects people that are connected by a shared social object [ 13 ,  24 ]. 
The central social objects in PUSHPIN are (1) users, (2) publications, (3) authors, 
and (4) institutions. As MacLeod (2007) outlines, “ the Social Object, in a nutshell, 
is the reason two people are talking to each other, as opposed to talking to some-
body else. Human beings are social animals. We like to socialize. But if think about 
it, there needs to be a reason for it to happen in the fi rst place. That reason, that 
node in the social network, is what we call the Social Object ” [ 24 ]. Users of 
PUSHPIN can tag, bookmark, rate and share the existing social objects within the 
service and recommend publications to other users. Through the analysis of publi-
cations in the system, research networks of citations, publications and authorships 
are extracted, visualized and used for recommending similar objects to users. 

 The remainder of this paper is structured as follows: in section “State-of-the-Art 
in Scientifi c Recommender Systems” we will discuss the state-of-the-art in recom-
mender systems and compare several existing scientifi c recommender solutions. 
Following, in section “PUSHPIN’s General Approach for Enhancing Scholarly 
Awareness”, we will introduce PUSHPIN’s general approach for enhancing schol-
arly awareness and for providing added value to its users. The recommender 
approach that we implemented in PUSHPIN will be introduced in sec-
tion “PUSHPIN’s Recommender Approach” before we will conclude this paper 
with a summary and outlook on future enhancements of PUSHPIN in sec-
tion “Conclusion and Outlook”.  

    State-of-the-Art in Scientifi c Recommender Systems 

 Recommender Systems are well-known elements of e-business services 2  and lei-
sure applications 3  and most users of the WWW are familiar with receiving recom-
mendations for which goods to buy or music to listen. For being able to suggest 
such recommendations to their users, the service providers track and analyze the 
shopping/browsing behavior of their customers and are able to identify patterns in 
their behavior or interest. Such, they are able to predict that people who buy 
product A also often buy product B or that people that buy books from author X or 
movies with actor Y, tend to also buy books from author Z or to like music of this 
and that genre. 

 In this section we introduce general recommender techniques and present a 
selection of existing scientifi c recommender solutions. Finally, we compare the 
 features and recommender techniques applied in those solutions. 

2   For example,  http://amazon.com . 
3   Such as  http://netfl ix.com ,  http://last.fm  or  http://spotify.com . 
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    General Recommender Techniques 

 Recommender systems are commonly classifi ed into three categories: content- 
based, collaborative and hybrid recommender systems [ 2 ,  19 ,  23 ,  25 ,  26 ,  37 ]. In the 
following sections these categories and their corresponding recommender tech-
niques are described. 

    Content-Based Recommender Systems 

 In content-based recommender systems, items are recommended based on the items 
a user has expressed a preference for in the past [ 25 ,  26 ,  37 ]. On the basis of certain 
attributes, similar items to the previously preferred ones are computed [ 23 ]. Usually, 
such a recommender system works with user and item profi les. These profi les are 
represented by vectors, which contain the attributes characterizing the user or item. 
For example, in a recommender system working with text documents, the item vec-
tors could contain weights that denote how often specifi c keywords are used in the 
document. The user profi le is calculated using the items he previously rated. 
Creating a recommendation then means calculating a score between the user profi le 
and various candidate item profi les. Typically, the items with the highest scores gets 
recommended. 

 There are a few problems and limitations with content-based recommender 
systems. The most obvious drawback of content-based recommenders, which 
results directly from their defi nition, is that they heavily depend on the type of items 
in the system. Only for text-based items the attributes (e.g., keywords) can be parsed 
by the computer automatically; for other kind of items the attributes need to be set 
manually (e.g., by tagging them). Additionally, two different items are equal for the 
recommender system if their profi le is identical. There is no way to distinguish 
between these items, although one might be a good article and the other one might 
be a bad written article about the same topic (so the used terms are identical). 

 Another problem in content-based recommender systems is overspecialization 
[ 27 ]. Since items are recommended that have a high score with the user’s profi le, 
these are similar to the items the user rated before. For example, if a user only rated 
science-fi ction movies in a movie recommender system, he would never get a rec-
ommendation for a historical movie (even if it would be one of the best movies 
ever created). The opposite case is a problem as well: recommendations of a 
content- based recommender can be too similar. A user does not necessarily want 
to read several different news article about the same event. One possible solution 
for this problem would be to implement some randomness in the recommendation 
calculation [ 1 ]. 

 The last problem that is presented here is the so-called  New User Problem . Users 
that are new to the system and have not rated a certain amount of items cannot be 
given good recommendations or any at all, because the system does not have enough 
data in their profi le [ 2 ].  
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    Collaborative Recommender Systems 

 Collaborative recommender systems recommend items that other users with similar 
tastes have preferred in the past [ 2 ,  19 ,  25 ,  26 ,  37 ]. The recommender technique 
used is also called  collaborative fi ltering . A famous example of these recommender 
systems can be found on Amazon.com: new items are recommended to a user based 
on the history of which other items other people have viewed that have viewed the 
same items as the user before [ 19 ]. 

 The problems with collaborative recommender systems are a bit different from 
the problems of content-based recommender systems. The problem that only simi-
lar items are recommended does not exist, because other people’s ratings are used 
to create recommendations and they could have rated a wide range of different 
items. However, the  New User Problem  still exists. To be able to determine similar 
users, the system fi rst needs to learn about the users tastes and this can only be 
achieved if the user has rated a suffi cient amount of items. 

 Similar to the  New User Problem , another limitation is the  New Item Problem . 
New items that are added to the system would not be able to be recommended for 
some time (until they get rated by a certain amount of users), because the recom-
mendations of a collaborative recommender system are only based on the ratings 
given by other users. Strongly connected to the  New User/Item Problem  is the  Cold 
Start Problem : When a new system is started, a certain amount of users, items and 
ratings is needed to make any accurate recommendations at all [ 38 ]. 

 Another problem is sparsity; on the one hand, the number of actual user rat-
ings in the system is usually very small compared to the number of ratings the 
system needs to predict. On the other hand, even the most popular items (which 
are rated frequently by many different users) have a small number of ratings 
compared to the users in the system. One approach to overcome this problem 
would be the use of certain user characteristics. Then, similar users could be 
found according to certain attributes (e.g., age, language) and not solely based on 
ratings given to items. 

 The last problem of collaborative recommender systems presented here is scal-
ability. Since, usually, the amount of users, items and ratings of such a recommender 
system is big, large computational power is needed to calculate recommendations.  

    Hybrid Recommender Systems 

 A hybrid recommender system is a combination of content-based and collaborative 
methods. Basically, there are four different kinds of hybrid recommenders [ 2 ,  25 , 
 26 ,  37 ]:

    1.    separate content-based and collaborative recommender systems; results get com-
bined somehow,   

   2.    collaborative recommender system with some added aspects of content-based 
methods,   
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   3.    content-based recommender system with some added aspects of collaborative 
methods,   

   4.    a single recommender system which unifi es content-based and collaborative 
methods from the beginning.    

  The big advantage of hybrid recommender systems is that through the combina-
tion several limitations and problems of content-based or collaborative recom-
mender systems alone can be reduced or completely avoided.   

    Existing Scientifi c Recommender Solutions 

 Recommender systems are not only used in e-business and leisure solutions but 
have also found their way into scientifi c practice. Researchers use scientifi c recom-
mender systems to explore research domains, to fi nd similar researchers or col-
leagues to start joint projects. In the last years, a number of scientifi c recommender 
solutions have been created that are, just like PUSHPIN, often embedded in a social 
networking application. In the following sections, we briefl y introduce and compare 
some existing scientifi c recommender systems, their recommendation approaches 
and core publication analysis features. 

    Scienstein 

 Scienstein 4  was one of the fi rst hybrid recommendation systems tailored to research 
papers [ 15 ]. It was also considered to be a dominant alternative for the existing 
scholarly search engines. Scienstein provided four different approaches for recom-
mending scientifi c articles: (1) citation analysis, (2) author and source analysis, (3) 
text mining and (4) document rating. Although discontinued in the meantime and 
succeeded by SciPlore 5  and Docear, 6  the recommendation approaches in Scienstein 
have been novel for the fi eld of scientifi c recommender systems. 

 Through Scienstein’s citation analysis, research articles could be recommended 
on the concepts of in-text citation frequency analysis (ICFA) and in-text citation 
distance analysis (ICDA) [ 15 ]. The frequency with which a research paper has been 
cited in a publications gives a value of ICFA, whereas the distance between refer-
ences within the document gives a value of ICDA, which is used to measure the 
degree of similarity between the references. 

 Scienstein’s author and source analysis was a practically unapplied method [ 15 ]. 
In this method, only those articles were considered relevant, which were either from 
the same authors or sources for instance a journal. In addition, this method also 
ranked publications based on their impact factor. 

4   http://www.scienstein.org/ . 
5   http://sciplore.org/ . 
6   http://www.docear.org/ . 
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 Using Scienstein’s text mining method, recommendations are calculated bases 
on collaborative annotations [ 15 ]. Collaborative annotations (also known as group 
tagging) is a formal technique similar to assigning tags to an item. Currently, 
Scienstein allowed users to annotate documents in three different categories such as 
(1) fi eld of research, (2) research method, and (3) research details. The content of 
these annotations later used to recommend articles with similar annotations. 

 Using Scienstein’s document rating, recommendations were generated by keep-
ing track of the user actions and behaviors with in the system. Such users actions 
could vary from bookmarking, downloading, following recommendations and many 
others [ 15 ]. The user’s actions give an estimate about the user’s interest for different 
types of publications. Later, this estimate is be used to recommend publication to a 
certain user.  

    CiteSeer 

 CiteSeer 7  is an “ autonomous citation indexing system, which understands how to 
parse citations, identify citations in different format and identity the context of cita-
tions in the body of articles. ” [ 8 ]. Moreover, CiteSeer is a publication and citation 
database in which given the input document, citation analysis, co-citation analysis 
and bibliographic coupling are applied to get similar documents [ 8 ,  21 ]. This set of 
similar documents is later recommended to the users of the system.  

    Google Scholar 

 Google Scholar 8  is a scholarly search engine, which enables researchers to search 
for keywords, authors, and titles of scientifi c publications. It uses text mining and 
citation count as an indicator to list searched results against a search query [ 15 ]. 

 Recently, Google Scholar started a recommendation service for its users [ 9 ]. 
Google Scholars recommendation system, which is backed by powerful Google 
search algorithms, helps users to discover new publications and to make new con-
nections. Google Scholar recommendations are driven by the philosophy of “mak-
ing new connections”. It implements a hybrid recommendation system but has a 
clear focus on a content-based recommendation approach. 

 The process of recommending research documents starts with authors adding 
their own publications to their profi le. Google Scholar then searches their index of 
scholarly content for relevant articles and papers that match the given publications. 
Relevance and recommendations of similar research articles, books and papers are 
determined using a statistical model that incorporates citations and co-authorships 
[ 4 ,  9 ]. Google Scholar also keeps track of the user profi le data, which may include 
current interests, affi liations, areas of research, etc. and provides personalized rec-
ommendations for new articles and papers to the user.  

7   http://citeseerx.ist.psu.edu . 
8   http://scholar.google.com . 
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    Mendeley 

 Mendeley 9  is a social network that helps organize research, collaborate and discover 
new research [ 18 ]. Mendeley implements a powerful hybrid recommendation 
system [ 17 ]. In Mendeley’s content-based approach, recommendations are calcu-
lated using scientifi c articles uploaded in the library. Relevant information from all 
the articles in the library like title, authors, keywords, citations, etc. are extracted 
and processed. Various similarity metrics and matching algorithms are used to com-
pute recommended articles. Also, the collaborative fi ltering approach used in 
Mendeley is quite powerful, as personalized recommendations are generated for 
every user. Mendeley uses many types of user-generated data in calculating its rec-
ommendations [ 18 ]. The data includes user profi le data, interests of a similar 
researcher and other activities of the user on their site. The recommendations are 
calculated and updated every 24 h.  

    ResearchGate 

 ResearchGate 10  is another social networking platform for researcher like Mendeley. 
In ResearchGate, recommendations of documents is also calculated by using an 
hybrid recommendation approach. Besides recommendations, ResearchGate also 
allows users to request the full texts of publications of other users and they calculate 
a publicly visible RG score, which can be used as an indicator of the authors activity 
on the platform and the interest in his publications and user profi le.    

    PUSHPIN’s General Approach for Enhancing 
Scholarly Awareness 

 PUSHPIN is a research project at the University of Paderborn (Germany) that aims 
to provide awareness support for researchers through the integration of social net-
working and big data analysis features [ 33 ,  34 ]. PUSHPIN builds upon the success 
of social networks in the recent years. It is essential for a research idea to reach a 
wide audience; the social layer in PUSHPIN provides many features that engages 
users in a rich social environment increasing awareness and enabling collaboration. 
PUSHPIN implements many popular features of todays social networking: users 
can maintain their  profi le page , where they can provide information about their 
research interests, affi liations and disciplines. Users can  tag  other users and publica-
tions that may defi ne certain characteristic. A user can form direct connections with 
other users by  following  this. This enables user to see activities (profi le updates, 
publication uploads, tagging information, etc) of other user on their personal dash-
board (see Fig.  1 ). 

9   http://www.mendeley.com/ . 
10   https://www.researchgate.net/ . 
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  Users of the service can also engage in many other social activities. They can 
share any information as a  status update  and others are free to comment on it. 
If users have connected other social media accounts (e.g., their Facebook or Twitter 
accounts) to their PUSHPIN account, they are enabled to share status updates with 
all their other social accounts with just one click. Users can exchange private mes-
sages and engage in conversations with multiple users. PUSHPIN users can also 
upload publications from any page just by a simple drag-and-drop feature. Users 
can also interact with uploaded publications, they can bookmark a publication for 
easier access, organize publications in collections or recommend publication to 
other users via PUSHPIN or email. 

 The structured analysis of uploaded scientifi c publications provides useful data 
that—in conjunction with user-generated data stemming from active participation 
in social interactions—can be used to fi nd yet unknown facts. For example, this data 
is used to discover new relations between users and publications and thus provides 
awareness support for the PUSHPIN users. 

 Using all the data, PUSHPIN provides a powerful recommendation system. The 
service offers three different kinds of recommendation approaches, which are 

  Fig. 1    Dashboard of PUSHPIN for the user ‘Wolfgang Reinhardt’       
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shown to the user in the right column of his PUSHPIN dashboard (Fig.  1 ). The 
recommendations shown to the user depend on the page he is currently viewing. On 
the users’ dashboard, two types of recommendations are displayed: (1) people you 
may know and (2) publication recommendations. 

    People You May Know 

 In this section, PUSHPIN recommends similar users to the currently user. The 
recommendations are calculated based on user-specifi c data like mutual research 
disciplines, joint research interests, mutual followers or followees, co-authorship of 
publications and fi nally the text similarity of their publications in the system. For 
the text similarity score, all publications of the user that are in PUSHPIN are 
matched against the rest of the corpus. If papers are found and their similarity is 
beyond a defi ned similarity threshold, then the authors of the matching publications 
are assigned the respective similarity score.  

    Publication Recommendations 

 The publication recommendations are based on a user-publication relationship. The 
score is calculated using bibliographic coupling, common keywords and tags assigned 
by other users and the text similarity of the paper (also see Fig.  6  on page  19 ). 

 On the publication profi le page on the other hand, the recommendations are 
based on a publication-publication relationship. The recommendations are calcu-
lated using the metadata of publications like co-citations, co-authors, bibliographic 
coupling, and the full text similarity (also see Fig.  5  on page  18 ). The calculated 
recommendations can be manipulated on-the-fl y. Users can individually give more 
weight to the similarity based on metadata or full-texts, the recommendation scores 
are instantly updated and the recommendations are updated immediately. 

 For all three approaches, the common denominator is the full-text similarity of 
the publications. Besides these approaches, PUSHPIN also allows users to recom-
mend a publication to other users of the system. If the user is not part of the system 
then the recommendation will be mailed to external recipients.  

    Technologies Used in PUSHPIN 

 In modern web-based (social) applications, users create huge amounts of data what 
in conclusion might require massive computational power to analyze the user- 
generated content. PUSHPIN makes use of a scalable e-research infrastructure that 
relies on the latest technologies used in big data analysis in order to analyze uploaded 
scientifi c papers and calculate recommendations. 
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 In detail, PUSHPIN makes use of well-known and massively scalable  frameworks 
like Apache Hadoop 11  and Twitter Storm 12  for batch-processing, handling large 
datasets and for real-time analysis [ 6 ,  42 ]. Both frameworks are designed to be 
fault-tolerant and highly optimized for parallel computation. Storm is a distributed 
realtime computation system, which is used to analyze uploaded publications in real 
time. Hadoop is a distributed processing framework for processing large datasets 
across clusters of computers. In PUSHPIN, Hadoop forms the backbone for calcu-
lating similarity between tens of thousands of papers. Moreover, it is used for dis-
ambiguating millions of authors extracted from the publications. Mahout 13 —a 
machine learning and data mining library for big data—is used for collaborative 
fi ltering in recommendation calculations and for calculating similarity between 
texts [ 29 ]. The analysis of publications results in huge amounts of data. To store 
these data sets PUSHPIN makes use of HBase, 14  often referred to as database for 
Hadoop. HBase is a distributed, scalable and non-relational database for storing 
“big data” and provides effi cient ways to store and query very large sparse datasets 
[ 11 ,  14 ]. In PUSHPIN, HBase is used as the primary database for storing publica-
tion related information.  

    Metadata Extraction 

 When a publication is uploaded to PUSHPIN, it is fi rst checked for duplicates at fi le 
level using a MD5 checksum. If the uploaded publication is not already in the sys-
tem, the publication is assigned a UUID and saved in HBase. The assigned UUID is 
then added to a queue, to be delivered to Storm cluster for processing. 

 Storm keeps listening to a message queue for any new publications. If it receives 
UUID of a publication from ActiveMQ, 15  Storm then fetches the corresponding fi le 
from HBase. Once the document is inside Storm, ParsCit 16  and GROBID 17  are used 
to extract metadata and references. Metadata here refers to title, author names, 
author affi liations, author address, author email, abstract and keywords of the pub-
lication [ 10 ,  22 ]. Similar information is also extracted from all the referenced pub-
lications such as author names, year of publication, journal, range of pages, or 
conference. The extracted data from both parsers are combined to get a more refi ned 
set of metadata. The condensed metadata is then used to check for potential dupli-
cates at reference level. 

11   http://hadoop.apache.org . 
12   http://storm-project.net/ . 
13   http://mahout.apache.org . 
14   http://hbase.apache.org . 
15   http://activemq.apache.org . 
16   http://wing.comp.nus.edu.sg/parsCit/ . 
17   http://grobid.no-ip.org . 
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    Publication De-Duplication 

 For fi nding duplicate publications in the database, fi rst the titles are checked for 
similarity. If any two publications have the same or a very similar title (based on 
Levenshtein distance, [ 12 ]) they are further analyzed for their author similarity. 
When checking for similar authors PUSHPIN has to take into account different 
ways a name can be written and the probability that the automatically extracted data 
is at least partially incorrect. For example, the author  Tobias H. Varlemann  can also 
be written as  Varlemann, T H  within a reference string. Hence, just matching fi rst 
names with fi rst name and last names with last names produces unsatisfactory 
results. In PUSHPIN, all parts of author names are matched with each other as 
shown in Fig.  2  and the identity of two authors is determined using a defi ned simi-
larity threshold. If the calculated similarity values of the publication title and its 
authors is above a defi ned threshold, the two publications are deemed duplicates. 
The duplicate publication is not dropped entirely, but any new metadata extracted 
from the publication is merged with the existing publication, thus increasing quality 
of data in PUSHPIN. 

     Author Name Disambiguation 

 As the number of uploaded publication increases, the list of authors extracted from 
the papers grows rapidly. Authors are extracted both from the header of uploaded 
publications as well as from the extracted references. There is no straightforward 
way to determine that two extracted authors are in fact the same person. Extraction 
using algorithms and pre-defi ned models may not be entirely correct, as some of the 
extracted information such as author email, affi liation or parts of author name could 
be wrong. The process of fi nding identical authors cannot be accomplished imme-
diately when a publication is uploaded. Every newly extracted author has to be 
matched against all the existing authors in the potentially very big database. Thus, 
the calculation is done separately as a batch process on PUSHPIN’s Hadoop cluster 
using a cron job. 

 To fi nd same authors fi rst the names are matched using same technique as 
explained in section “Publication De-Duplication”. Additionally, if authors with the 
same name are found, then all their co-authors are matched using the same tech-
nique. Overlaps in the authors’ co-authors are a good indicator that the matched 
authors may in fact be same. The next step is to calculate the similarity of the 

Tobias    H. Varlemann

Varlemann T H

  Fig. 2    Author name 
deduplication       
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authors’ publications’ abstract and full text. If the similarity scores are above a 
defi ned threshold, this is an indicator for papers stemming from the same domain or 
dealing with a similar research topic, hence adding to the probability the two com-
pared authors are in fact the same one.  

   Text Similarity 

 One of the parameters used for recommendations in PUSHPIN is text similarity. For 
calculating the text similarity between all publications in the PUSHPIN corpus, the 
full texts of any two publications is compared pairwise using the algorithms pro-
vided by Mahout. This process consumes very much memory (RAM and HDD) and 
is CPU intensive. Therefore, the calculation of text similarities in PUSHPIN is done 
in a batch process using a series of map-reduce jobs in Hadoop.    

    PUSHPIN’s Recommender Approach 

 The users of PUSHPIN are provided with two type of recommendations: users and 
publications. For each type, two different kinds of recommendations are computed: 
General recommendations that are the same for all users and show similar items on 
each item’s profi le page and personalized recommendations that are personalized for 
each user and are shown on the user’s dashboard or are delivered in weekly emails. 

    User Recommendations 

 User recommendations are computed based on several criterias that are categorized 
into two categories, the score for each category is calculated and then combined into 
a single resulting recommendation score in the end: The metadata score which con-
sists of several criterias based on the extracted metadata of the uploaded publica-
tions and the social interactions of the users and the similar paper score which is 
computed based on the textual similarity between the users’ publications. Both, the 
general and the personalized recommendations, use the same underlying model. In 
the user recommendations, content-based recommender techniques are used. 

   General Recommendations 

 Figure  3  shows the general user recommendations on the user profi le. For each rec-
ommended user a table is shown which contains the metadata score, the similar 
papers score and the resulting combined recommendation score. The metadata 
score is further explained with a table of all components that contribute to it. 
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  The metadata score takes into consideration several criterias based on the 
extracted metadata of the uploaded publications into account: The number of com-
mon authored publications, the number of times users’ publications were cited 
together and the number of common referenced publications. Additionally, the con-
tents of the user’s profi le are incorporated: Common research disciplines, common 
research interests and affi liations to common institutions. The third part of the 

  Fig. 3    General user recommendations on a user profi le (detail view)       
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 metadata score consists of criteria based on the social interactions on PUSHPIN: 
Common followees, common followers and the number of common tags that were 
assigned to the user by other users. 

 The metadata score is then computed as a weighted sum of the common count of 
the different criterias. In the calculation, a weight of 20 % is assigned to the number 
of common citations, common referenced publications and common institutions. 
A weight of 15 % is assigned to common authorship of publications and the remain-
ing 5 % is assigned to all the other criterias. 

 In the end, the metadata scores are divided by the highest metadata score any other 
user gets for similar users. As a result of this, the highest metadata score in the user 
recommendation list is always 1. This is done to be able to combine the metadata 
score with the similar publications score, because the similar publications score is 
always given as a percentage value. The metadata score and the included criteria are 
recomputed every 4 h, because the recalculation currently takes a few seconds. In the 
future, when there are more users and publications in the database, the period between 
recalculation might be increased (like in the publication recommendations). 

 The similar papers score is computed based on the textual similarity between the 
uploaded publications as described in section “Text Similarity”. For each of the 
user’s publication other publications that have a textual similarity > 10 % are searched 
for in all the publications that are available in PUSHPIN. If a publication is found 
with a similarity score of more than 10 % with more then one of the user’s publica-
tions, the textual similarity values are summed up and divided by the number of the 
user’s publications it is similar to. The result is a list of publications that are similar 
to the user’s publications, each with a similarity percentage value. The next step is 
to search for the users that have authored the publications in this list. Similarly to the 
previous step, if there is one user found that has authored several of the publications 
in the list, the similarity values are summed up and divided by the count of authored 
publications in the list. The end result is a list of users that have written publications 
that have textual similarity with the publications of a user which we are searching 
similar users for, each with a similarity percentage value. The textual similarity 
between the uploaded publications on PUSHPIN is recalculated every night. 

 The resulting similar papers score will be a value between 0 and 1 which repre-
sents a percentage value of similarity calculated as described before. In the end, the 
metadata score is combined with the similar papers score. Each score accounts for 
50 % of the fi nal combined recommendation score the list of similar users are 
ordered by.  

   Personalized Recommendations 

 Figure  4  shows the personalized user recommendations. The underlying model for 
these kind of recommendations is the same as that of the general user recommenda-
tions. The only difference is that the users that the logged in user already follows 
no longer appear in the recommendation list. Since the same underlying model is 
used, these recommendations are recomputed at the same time as the general user 
recommendations. 
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     Handling of Typical Recommender Problems 

 Since only content-based techniques are used in the user recommendations, the 
problems presented in section “Content-Based Recommender Systems” occur here. 
However, the system is designed in a way to handle the problems to various degrees: 
PUSHPIN uses metadata extractors, which automatically extracts metadata from 
uploaded publications, so it is not needed to enter the data manually and it can 
directly be used as some of the criterias to fi nd similar users. 

 To weaken the effect of the other problems, the system is designed in a way that it 
takes a wide range of different criterias into consideration: The user’s profi le, the social 
interactions, the publication metadata and the textual similarity between publications. 

 The  New User Problem  is still present, but very little action from the user is usu-
ally needed to start receiving personalized recommendations: it is usually enough to 
claim a few own publications or to start following a few users to receive recom-
mendations. However, to receive more accurate recommendations more actions or 
authored and claimed publications are needed.   

    Publication Recommendations 

 Similar to the user recommendations, similar publications are recommended on 
every publication profi le page and they are personalized publication recommen-
dation based on the publications’ similarity with the users publications and the 

  Fig. 4    Personalized user recommendations (detail view)       
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user’s actions on PUSHPIN. The general and personalized recommendations 
share some criteria, but (in contrast to the user recommendations) some different 
criterias are used as well. 

   General Recommendations 

 Figure  5  shows the general publication recommendations on the publication profi le. 
For each publication a table is shown which contains a metadata score, a textual 
similarity score and resulting combined recommendation score. Like in the user rec-
ommendations, the metadata score is further explained with a table containing all of 
its components. This recommender takes into account purely content-based aspects. 

  The metadata score takes into consideration several criterias based on the 
extracted metadata of the uploaded publications such as bibliographic couplings, 
co-citations, common authors between the publications and common keywords that 
were extracted from the uploaded publications. Additionally, common research dis-
ciplines and common tags that were assigned to the publications by users which 
result from user actions on PUSHPIN are also taken into account. 

 The metadata score is then computed as a weighted sum of the count of the dif-
ferent criterias. In the calculation, a weight of 40 % is assigned to bibliographic 
couplings and co-citations. A weight of 5 % is assigned to all the other criterias. As 
in the user recommendations, all metadata scores get divided by the highest meta-
data score any publication gets with the one similar publication. The result is that 
the highest possible metadata score in the recommendation table is 1. This is done 
to be able to combine this score with the textual similarity score. 

 The textual similarity score is the percentage value that is calculated as described 
in section “Text Similarity”. Initially, the metadata score and the textual similarity 
score are combined to one single recommendation score with an equal weight of 
50 %. However, there is a slider widget at the top of each publication profi le recom-
mendation page which lets the user decide how each of the two scores should be 
weighted in the recommendations that are shown to the user. This allows the user to 
view only recommendations based on textual similarity or only recommendations 
based on metadata criteria or something in between. 

 Additionally, at the top of the list of recommended publications there is a visual-
ization which is a bar chart which shows the number of recommended publications 
subdivided by their combined recommendation score. This visualization changes 
dynamically to the slider position. The general publication recommendations and 
the textual similarity values are recomputed in a nightly run.  

   Personalized Recommendations 

 Figure  6  shows the personalized publication recommendations that can be reached 
from the PUSHPIN dashboard. These recommendations are computed differently 
than the general publication recommendations. Some of the similar criterias are 
taken into account, but in a different context. 
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  Basically, three different recommenders are executed, which produce three 
 different lists of recommendations. In the end these three lists are combined. Two of 
these recommenders are content-based and take into account the publications that 
are authored by the user, recommendations are calculated on similar publications 
which are based on metadata criteria and the other based on textual similarity. 

  Fig. 5    General publication recommendations on a publication profi le (detail view)       

 

J. Petertonkoker et al.



301

 The metadata recommender takes bibliographic couplings, common keywords 
and common tags given to the user’s publications into account. The textual similar-
ity of possible recommendations to the user’s publications is computed in the same 
way as it is for the user recommendations in section “General Recommendations”. 
Additionally, a third recommender performs a collaborative fi ltering on the basis 
of the ratings that the users have assigned to the publications in PUSHPIN. Here 
publications with higher ratings are recommended based on users with similar 
preferences. 

 The three resulting publication lists are then combined based on the publication’s 
position in the respective lists. For every publication the corresponding positions in 
the three lists are summed up and the resulting combined list is ordered by on the 
basis of this sum. If a publication is not included in any of the lists, a value greater 
then the number of publications in the respective list is added to its position sum. 

 Recommendations are excluded from the list when a user bookmarks it or adds 
it to one of his/her collections. Like the general publication recommendations, these 
personalized recommendations are recalculated every night.  

   Handling of Typical Recommender Problems 

 The general publication recommendations are computed solely with content-based 
techniques. Like for the user recommendations, the system is designed to weaken 
the effects of the problems by using several different criterias (some of which can 
be extracted automatically from the uploaded publications and some result from 
user actions) to compute recommendations. 

  Fig. 6    Personalized publication recommendations (detail view)       
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 The personalized publication recommendations are computed in a hybrid way to 
diversify the recommendations and to overcome some of the problems of the indi-
vidual techniques. To overcome the problem of scalability, the collaborative fi lter-
ing on the ratings is performed with the help of Apache Mahout on a Hadoop cluster 
in a nightly run. The  New Item Problem  of collaborative recommender systems is 
not an issue, because of the content-based recommender on the metadata and textual 
similarity with which the collaborative fi ltering results are combined. 

  Cold Start  is still an issue in the collaborative part, but the infl uence of it is not 
as big, because of the combination with content-based techniques. The  New User 
Problem  also occurs, because a new user has to claim some publications to start 
receiving recommendations based on metadata and textual similarity. A new user 
also needs to rate some publications to start receiving recommendations based on 
the collaborative fi ltering.   

    Email Notifi cations 

 PUSHPIN makes extensive use of emails in order to keep users motivated and 
up-to- date. Besides emails, to inform users about new followers, tags and ratings of 
their papers, PUSHPIN sends weekly newsletters to all users that contain a recap of 
the last weeks activities in PUSHPIN. Moreover, the newsletter contains personal-
ized user and publication recommendations. The recommendations in the newslet-
ter are the same that can be found on the dashboard but items that have already been 
recommended via email wont be recommended again.   

    Conclusion and Outlook 

 The widespread adoption of the Internet and satellite technologies has enabled us to 
share and publish large amount of data. And, though we now have websites that do 
allow us to share, and publish papers and also provide semantic analysis of these 
papers based on their own algorithms, they still leave us wanting more. The algo-
rithms provide by these services are often not aligned with the user needs [ 16 ]. 
What they miss is a rich social layer that fosters social interaction and collaboration. 
Also, generally one’s knowledge of the publication activities of co-authors or 
researchers working in the same domain is limited and there are not many resources 
available to expand this knowledge [ 33 ]. Moreover, even with this knowledge there 
is no platform to socially interact with these authors and researchers. PUSHPIN 
provides a platform for researchers to combine the powerful features of social net-
works with the structured analysis of scientifi c publications. In a nutshell, PUSHPIN 
recommends similar users and relevant publications based on one’s co-authorship, 
research interests, publications, institutions and other parameters. 

J. Petertonkoker et al.



303

 Another strong point of focus in PUSHPIN is the  publication . Normally, during 
any research, one comes across hundreds of papers, articles, journals or publications 
that might or might not be relevant to one’s research. Firstly, it is highly impossible 
to get 100 % relevant data in the search results and secondly, it is very diffi cult to go 
through every search result in order to judge its relevance. However, PUSHPIN 
helps users to acquire knowledge by providing the (automatically) extracted data, 
such as the title and abstract of publications, for the user to read and, if interested, 
to download the full text. PUSHPIN also recommends publications to users on the 
basis of bibliographic coupling, co-citation, text similarity of every paper, written 
by one particular user, with other publications, and other parameters. 

 Now, we know for a fact that every social networking website is designed with 
clearly defi ned social objects in mind. For example, in Twitter one can view and 
interact with microblogs of the users she follows and can also share information that 
can be seen by everyone interested in the content. 

 In PUSHPIN, the social objects are,  researchers  and  publications  and every sup-
ported social interaction is around these objects. For example, users can share pub-
lications, recommend publications to other users, and also similar to Twitter, follow 
other researchers. 

 Currently in PUSHPIN we have 248 active users, who have uploaded 8,911 pub-
lications that in total have 105,759 references and 301,474 authors. Also we have 
20,108 institutions that our system recognizes. We also have 497 disciplines which 
can be assigned to user/publication by the user or the publication discipline can also 
be extracted from Mendeley. In total we have 175 manually assigned disciplines and 
22,660 disciplines that have been extracted from Mendeley. Furthermore, 275 dis-
tinct tags have been given by the users to other users and/or publications, which has 
resulted in 389 user tags and 256 publication tags. 

 Having stated that almost every interaction in PUSHPIN is oriented around the 
two well-defi ned social objects—researcher and publication—the most powerful 
interactive feature that combines these two objects is the  recommendation . 
Recommendations are often on the basis of either the data entered by the user, or on 
the actions performed by a user on the objects, or on the basis of some semantic 
operations performed on the object. Relying on just any one of the approach has a 
high probability of producing irrelevant results. So to make it more legitimate, 
PUSHPIN combines the user data/actions with the semantic operations. PUSHPIN 
also provides the user an option to choose which of the two should be given a higher 
priority. 

 Last but not the least, PUSHPIN also makes use of email as a powerful enabler 
of social interaction. This feature not only makes users aware of the updates they 
make themselves but also of the updates made by others. These updates might be in 
the form of new followers, new messages, upload of a publication that might be 
your’s, your publication being rated by someone, a publication being recommended 
to you, weekly newsletters etc. These features keep PUSHPIN’s users up-to-date 
with the latest news and happenings in PUSHPIN, while also making them aware of 
new and current research updates in their area of interest.  
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    Outlook 

 Within the project’s runtime, PUSHPIN has reached a certain level of maturity and 
has already attracted a number of researchers from all over the world. However, future 
developments in web technology will always provide room for improvement. The 
areas that can be enhanced in the future could be an improved recommendation, 
which takes into account the uncommon data to generate a more specifi c and quanti-
fi ed similarity score as against the data that is currently considered in PUSHPIN, viz. 
co-citations, bibliographic coupling etc., which are common between two entities 
such as publication-publication, user-user and user-publication. 

 An enhanced user-user recommendation would incorporate collaborative recom-
menders, e.g. taking the follower-relationship into account and thus recommending 
users that other users that follow similar people also follow. Another feature that 
could be added is the ability to reject a recommendation once and never see it again. 
A recommendation system where in the user could personalize the weights for rec-
ommendations would be a useful addition in one of the following versions of 
PUSHPIN. 

 Currently, for an uploaded publication, the extracted (and displayed) meta-data 
cannot be changed by the user. Since one cannot always rely on machines to be cor-
rect, an improvement here would be to allow the user to edit this meta-data. The 
‘Author Name Disambiguation’ could be improved by including author affi liation, 
full-text similarity score, etc. In case of publication-publication matching a more 
defi nitive approach would be to consider full-text similarity, keywords, references 
etc., and in case of reference-publication (vice-versa) and reference-reference would 
be to use better similarity computing algorithms. 

 More data implies better and more specifi c comparative results. For PUSHPIN 
this fi ts perfectly. More users would result in more publications, which would result 
in better and more accurate recommendations.     
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