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Abstract Cancer is increasingly recognized as not solely a disease of the genes
and chromosomes but as a systemic disease that affects numerous components of the
host including blood vessel formation, immune cell function, and nutrient recycling.
This review summarizes a variety of time-dependent mathematical models that
focus on the consequences of tumor growth within an evolving microenvironment,
represented by a dynamic carrying capacity. Transcending the specifics of each
model, their overview reveals that the key to tumor control really lies in controlling
the support furnished the tumor by its microenvironment.
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1 Introduction

Despite the increase in targeted efforts that followed the National Cancer Act of
1971, where President Nixon declared a “war on cancer,” the cure for cancer remains
elusive. In the following 40 years, significant advances have been made for certain
genetically simple cancers, such as acute lymphoblastic leukemia (ALL), a rare case
where the cancerous clone can be therapeutically eradicated [1]. More genetically
complex cancers, such as those of the breast, prostate, pancreas, and lung, however,
are still not responsive to the majority of available treatments [1]. The limited
therapeutic success of these cancers may be due to the fact that genetically complex
cancers continually engage their microenvironment, creating a niche within the
host, where abnormal cells have a competitive advantage over normal cells of the
surrounding tissue [2].

Tumor microenvironments are dynamic heterogeneous systems influenced by
many factors, including space and nutrient availability. Additionally, continuous
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interactions between somatic cells and immune cells influence the environment
through both pro- and antitumor actions, depending on their context [3]. In this
review we focus on three main biological processes that affect tumor growth: angio-
genesis, tumor-promoting inflammation, and nutrient availability. Tumor growth
is always accompanied by new blood vessel growth, or angiogenesis [4]. Since
this discovery, angiogenesis has become a target for anticancer therapies [5, 6].
Inflammatory responses also accompany tumor growth and can promote tumor
development from initiation to progression and metastasis [3, 7]. In light of these
developments, anti-inflammatory drugs have been proposed as anticancer agents [8].
And finally, competition for nutrients such as phosphorus—used in ribosome
synthesis—can modulate tumor growth and development [9, 10], and thus dialysis
has been proposed after cytotoxic therapy to aid tumor control [11].

In order to successfully treat a cancerous lesion, the tumor’s influence over its
microenvironment needs to be understood, requiring thorough investigation of the
constituent parts, both individually and as a whole. Mathematical modeling provides
a useful conceptual tool to evaluate the relative importance of various components
of the microenvironment in tumor growth dynamics, which can then be translated
into more targeted and fiscally responsible experimental, and eventually clinical,
investigations.

A frequent criticism of the mathematical modeling toolkit is that it results in little
more than an intellectual exercise, lacking practical use since it cannot compare to
the weight and importance of wet-lab experiments. One must remember, however,
that the purpose of mathematical modeling is not to replace such experiments,
but rather to extend them. A carefully constructed conceptual model can aid
in evaluating the relative importance of major players within the experimentally
observed system. Not only can modeling provide a more financially responsible
framework to validate theories and design experiments, but it can also provide
valuable negative results. Since the basic assumptions underlying a model are pre-
determined, if predicted results qualitatively contradict experimental observations,
then the assumptions must be reevaluated. Such is usually easier to address in
silico rather than in vivo or even in vitro, which makes mathematical modeling an
important and powerful complement to experimental work, and it should be treated
as such.

Mathematical models of tumor growth and cancer-immune interactions provide
a framework within which the complex biological system can be analyzed. Several
approaches have been applied to quantify this system, with perhaps the most com-
mon approach being ordinary differential equations [12–20]. Such time-dependent
models provide valuable insight into the complex dynamics of the system and can
be modified to consider stochastic effects [21,22] and the evolutionary nature of the
system [23, 24]. Other approaches allow incorporation of spatial effects with either
partial differential equations [25, 26] or agent-based simulations [27, 28].

Here, we review several mathematical models of tumor growth, selected because
of their ability to describe the continuous evolution of the tumor microenvironment.
In these models, the microenvironment is represented as a dynamic carrying
capacity that supports, and ultimately limits, tumor growth. Noticeably, rather than
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discuss specific details of each model, we present the general functional forms
originally proposed by the corresponding authors and instead focus our discussions
on the major features and conclusions derived from each framework. We then
use these frameworks to explore the significance of various components of the
tumor microenvironment, in particular, of angiogenic factors, tumor-promoting
inflammation, and nutrient availability. To conclude, we discuss how these results
could be used to influence and augment current approaches to cancer therapy.

2 A Model of Angiogenesis-Dependent Tumor Growth

We start by discussing a model of tumor growth by Hahnfeldt et al. [6], where
the effective vascular support of the tumor microenvironment, or carrying capacity,
grows in a time-dependent manner with the tumor mass. The tumor-associated
vasculature is controlled by the production of angiogenic stimulators and inhibitors,
in a similar fashion to healing wounds or organogenesis. That is, the growing
mass of cancer and stromal cells produce both pro- and antiangiogenic factors that
initially stimulate angiogenesis and ultimately limit the angiogenic capacity of the
tumor environment.

To study this process quantitatively, they proposed a mathematical framework
composed of two compartments: the tumor volume V.t/ and the carrying capacity
of the tumor environment K.t/. The two compartments are coupled in that the tumor
cannot exceed the size allowed by the capacity and the capacity is controlled by the
tumor volume.

Mathematically, the tumor volume is assumed to grow according to a generalized
logistic law. That is,

dV

dt
D P.t/V .t/ where P.t/ D �

˛

�
1 �

�
V.t/

K.t/

�˛�
:

This general law captures both of the most commonly assumed tumor growth

models: logistic growth with P.t/ D �
�
1� V.t/

K.t/

�
if ˛ D 1 and Gompertzian growth

with P.t/ D ��1 ln
�

V.t/

K.t/

�
in the limit as ˛ ! 0.

The rate of change of the variable carrying capacity, dK
dt

, should depend on
the current level of environmental support, K.t/, the current tumor volume, V.t/,
and time, t . Four proposed factors that may influence the capacity are an intrinsic
loss rate, stimulatory and inhibitory angiogenic signals produced by cancer-stroma
interactions, and inhibition due to antiangiogenic treatments. Mathematically, these
can be interpreted as the four terms written below on the right-hand side:

dK

dt
D f .K; V; t/ D ��2K C bS.V; K/ � dI.V; K/ � eKg.t/:
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Fig. 1 A demonstration of the Hahnfeldt et al. [6] model for tumor growth in a dynamically
growing carrying capacity. In (a), the carrying capacity grows with the tumor mass in the control
(untreated) condition. In (b), parameters for the antiangiogenic drug endostatin were estimated
from the experimental data at the dosage of 20 mg/kg/day. In (c) these same parameter values
were used to predict the outcome of an additional experiment where the dosage was changed to
4 mg/kg/day. Excellent agreement of the model prediction to the experimental data is observed

Under the assumption that angiogenic stimulators have fast clearance rates while
angiogenic inhibitors have slow clearance rates, the final functional form of

dK

dt
D ��2K C bV � dKV

2
3 � eKg.t/ (1)

was proposed. While the exact form of the stimulator .bV / and inhibitor .dKV
2
3 /

terms can vary, the main conclusion of the work was that the ratio of the two terms
should be proportional to the volume raised to the power 2

3
. Note that both tumor

volume and the carrying capacity have units of volume. Details of the derivation can
be found in [6].

The effects of antiangiogenic drugs on tumor growth are well characterized by
this model because it specifically describes the angiogenic support of the tumor
environment. As such, model validation by a series of experiments involving Lewis
lung carcinoma cells in C57BL/6 mice with antiangiogenic treatments of TNP-470,
angiostatin, or endostatin was performed. Assuming a Gompertzian growth law,
tumor growth parameters (�1, �2, b, d , and K.0/) as well as treatment-specific
parameters (e and g.t/) for the three drugs were estimated from experimental data.

The predictive power of this model was demonstrated by the excellent agreement
between simulated growth dynamics and experimental data for drug dosages and
combination therapies not used in the parameter estimation process (see Fig. 1).
This quantitative theory may be useful for clinical determination of optimal
drug and dosing protocols. Additionally, it has led to many theoretical investiga-
tions including generalizations of the theory for antiangiogenic therapy [29, 30],
prediction of optimal antiangiogenic [31, 32] and combination of antiangiogenic-
cytotoxic [33, 34] treatment protocols, spatial analyses for tumors with varying
chemotherapeutic sensitivities [35], predictions of metastatic spread including
angiogenesis [36], and investigations of the environmental regulatory effects on
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tumor growth and cancer-immune dynamics [37]. Overall, the concept of a dynamic
tumor microenvironment, as captured by this model, has led to advances in our
understanding of tumor growth dynamics and the consequences of cancer treatment.

3 Immune Predation in the Dynamic Tumor
Microenvironment

The microenvironment of a tumor provides sustainability signals, such as nutrient
and space availability, to the growing neoplasm. Cancer cells, however, can have
varying sensitivities to these signals [38], especially across cancer type. Recent
work by Wilkie and Hahnfeldt [37] demonstrates how varying sensitivities to these
environmental regulatory signals can affect tumor dynamics and cancer-immune
interactions, as well as result in significant variation in therapeutic outcome.

To do so, generalized logisitic growth is used in the mathematical formulation
instead of Gompertzian or logistic growth. This introduces another parameter that
represents the strength of the connection between the growing tumor and the
carrying capacity. Additionally, they consider immune predation of cancer cells,
resulting in the three-compartment model described below:

dC

dt
D �

˛

�
1 C �.I; C /
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�
1 �
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�˛
�

dI

dt
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�
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�

dKC

dt
D pC � qKC C

2
3

Here, C.t/ represents the cancer population, I.t/ the immune population, KI

the constant carrying capacity of the immune population, and KC .t/ the carrying
capacity of the cancer population, which is considered to be either constant or
dynamic (according to the Hahnfeldt et al. [6] model) in their analyses [37].
Immune predation of cancer cells occurs through the growth-modulating function
�.I; C / < 0.

With a constant cancer carrying capacity, parameter fitting to experimental data
determines a fixed parameter set specifying the level of sensitivity to the regulatory
signals provided by the environment. With a dynamic cancer carrying capacity,
however, which has the ability to stimulate support at various rates, several sets
of parameters were found specifying varying degrees of sensitivity, yet all fit the
growth data equally well.

Environmental growth regulatory signals typically grow and evolve with, and
in response to, the growing neoplasm. This process requires a conversion of the
microenvironment from a normal state to a tumor-supporting niche. To expedite
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this conversion process, Hu et al. [39] co-injected cancer cells with either normal
fibroblasts, tumor-associated fibroblasts, or pro-inflammatory arthritis-associated
fibroblasts. They found that tumor weight may be enhanced by the tumor- or
arthritis-associated fibroblasts compared to the normal fibroblasts or control, sug-
gesting that inflammatory pro-tumor stromal cells may accelerate the conversion
process within the microenvironment. In other words, the addition of pro-tumor
inflammatory fibroblasts altered the growth regulatory signals produced by the
environment and sensed by the cancer cells, resulting in accelerated growth.

Another example of dysregulation in environmental regulatory signaling can
occur after chemotherapy or radiation therapy. Following such treatments, cancer
regrowth can occur at rates up to 15–20 times faster than the rate observed pre-
treatment [40, 41]. This accelerated regrowth may be partially due to tumor mass
de-bulking without simultaneously targeting the environment, essentially leaving
the pro-tumor behaviors of the stroma unaltered. Hence, residual cancer cells do
not have to face the challenge and initial resistance associated with converting
the environment to a tumor-supporting niche and thus can flourish in the already
existing tumor-supporting environment.

With the above mentioned mathematical model, the phenomenon of accelerated
regrowth was demonstrated by disrupting the environmental regulatory signals
from those that grow with the cancer (a dynamic carrying capacity) to those that
are already highly tumor supporting (a constant capacity equal to the maximum
value for each parameter set). Interestingly, the sensitivity of each cancer (or
parameter set) determined how the tumor would regrow following this disruption.
Some sets predicted accelerated regrowth while others closely matched the original
growth rate.

In terms of cancer-immune interactions, the immune-induced dormant state was
shown to be essentially eliminated for cancers (or parameter sets) associated with
high sensitivity to environmental regulation, and simulated immunotherapy treat-
ments were shown to result in different outcomes depending on this sensitivity. The
same therapy was predicted to result in the elimination for low-sensitivity cancers
but growth and escape for high-sensitivity cancers. Disruption of the regulatory
signals further altered the predicted outcomes of simulated immunotherapy, causing
all cancers to grow large but at rates dependent on their level of sensitivity.

Important implications of this work are the potential explanation for why the
same treatment may work for some patients but not others (cancer cell sensitivity
to environmental regulation), and that primary versus follow-up treatments should
not be expected to achieve the same outcomes (due to disruption of environmental
signals). This work further supports the idea that to control a cancer, both the tumor
and the surrounding environment should be targeted, simultaneously, to remove both
the cancerous cells and the tumor-supporting environment.
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4 Immune-Mediated Tumor Stimulation via the Dynamic
Tumor Microenvironment

It is now well accepted that various immune cell types can stimulate cancer at
every step from initiation to progression to metastasis [7, 42–45]. Immune cells are
recruited to the tumor site by cytokines and danger signals that initiate an inflam-
matory response and thus can promote angiogenesis and tumor growth [3, 7, 46].
These dichotomous behaviors that immune cells exhibit confound the already
complex system of cellular interplay that evolves in the tumor microenvironment.

A first attempt to mathematically investigate the dichotomous roles of immune
cells within the tumor environment was recently undertaken by Wilkie and Hahn-
feldt [47]. Based on the model for dynamic carrying capacity described above, the
new framework incorporates both the cytotoxic effects and the proangiogenic effects
of immune cells in a tumor microenvironment. The polarization of the grouped
action for all immune cell types within the microenvironment is classified as either
pro-tumor or antitumor, referring to the relative production of factors controlling
angiogenesis, immunosuppression, and cancer cell predation.

The model modifies the Wilkie and Hahnfeldt framework described above
to allow both immune and cancer population growth with dynamic carrying
capacities [37]. The model equations below describe the dynamics of the four
compartments: cancer cells C.t/, immune cells I.t/, the cancer carrying capacity
KC .t/, and the immune carrying capacity KI .t/:
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Notice that the cancer carrying capacity now considers the angiogenic actions of
immune cells, that is, KC .t/ D f .KC ; C; I; t/, and the cytotoxic actions are
incorporated into the growth-modulating function �.I; C /.

Parameters a and b control the immune polarization as discussed above. Pro-
tumor immunity polarization is described by a > b so that more weight is placed
on the pro-angiogenic actions of immune cells than the antiangiogenic actions.
Similarly, antitumor immunity polarization is described by a < b. In the immune
carrying capacity, equal weight is placed on the immune and cancer cell actions to
control the environmental recruitment signals for the immune response.

The antitumor and pro-tumor immunity polarizations predict different outcomes
based solely on the level of angiogenesis-promoting inflammation. This is easily
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Fig. 2 A demonstration of the effect that antitumor (a) and pro-tumor (b) immunity can have
on tumor growth. When present at constant levels, antitumor immunity causes a decrease in final
tumor burden whereas pro-tumor immunity causes an increase in final tumor burden. Before these
final states are achieved, however, both polarizations cause a period where immune presence
increases tumor burden compared to the control (zero-immune) case. These results highlight
the importance of time dynamics in the evolution of cancer-immune interactions as antitumor
immunity may appear to enhance tumor growth in the short term while actually suppressing it
in the long term

seen in the simulations without immune predation .� D 0/ in Fig. 2. With more
weight placed on antiangiogenic functions in antitumor immunity, the final tumor
burden is reduced compared to the control case where no immune cells are present.
Conversely, with more weight placed on proangiogenic functions in pro-tumor
immunity, the final tumor burden is enhanced compared to the control case. In
both situations, however, there is an early period of growth where the presence of
inflammation stimulates the tumor to grow faster than the control, regardless of
whether the final tumor burden is reduced or enhanced.

This work has great clinical importance as it demonstrates how stimulating
the immune response can result in an early period of enhanced tumor growth
even if a later-stage reduction in growth is obtained. Such contradictory results
have been observed in clinical trials for immunotherapies [48] where responses
were classified into four distinct patterns: shrinkage of the tumor, stable disease,
response after initial increase in burden, and response in the presence of new lesions.
With chemotherapeutic treatments, shrinkage of the tumor is expected, differing
substantially from the response patterns described above for immunotherapies.
As such, different evaluation criteria are required for immunotherapies versus
chemotherapies, which have only recently been established. The predictions of
this model suggest that a response after initial increase should not be a surprising
consequence of immunotherapy, but rather an expected outcome of stimulating an
antitumor immune response. Furthermore, the results suggest that targeting the
polarization of the microenvironment to transform a pro-tumor environment into
an antitumor environment will lead to improved tumor suppression. Insights into
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cancer-immune dynamics gained through mathematical modeling of both tumor-
promoting and tumor-inhibiting immune effects will lead to a greater understanding
of the disease, of treating the disease, and of how therapeutic success should be
evaluated.

5 Nutrient Availability in the Tumor Microenvironment

The dynamic carrying capacity can also be analyzed from the point of view of
nutrient availability. Within such a paradigm, tumors are similar to ecological
systems where heterogeneous populations of cells, such as can be found in most
solid tumors, compete with somatic cells and with each other not only for space but
also for nutrients. Moreover, in the context of limited nutrient availability, it is the
appropriate allocation of the limited nutrients that may prove to be a crucial factor
in whether the tumor will progress to malignancy or not.

Based on experimental observations, Elser [9,10] has proposed what has become
known as the growth rate hypothesis (GRH), which suggests that variations not in
absolute amounts of carbon, phosphorus, and nitrogen in the cell’s, or organism’s
microenvironment, but their ratios may affect the growth rate of the organism.
Specifically, the GRH predicts that increased phosphorus availability can select
in favor of more rapidly growing phenotypes, since additional nutrients can be
available for phosphorus-rich ribosomal RNA, which is a requirement for rapid
growth. This prediction was verified experimentally [49], as mice that were fed
a phosphorus-rich diet had more advanced lung tumor progression and growth
compared to mice kept on a phosphorus-poor diet.

The GRH also predicts that highly proliferative cells, such as actively growing
tumor cells, should be characterized by a low intracellular carbon:phosphorus ratio,
since most of the phosphorus would be allocated in favor of replicative machinery
and specifically ribosomes. Interestingly, these predictions were confirmed experi-
mentally [50] for cancers of the colon and the lung but not in the kidney or liver.
These results raised the possibility that variations in microenvironmental conditions
can provide a selective force towards either highly replicative cell clones in some
cases, or slower-growing but perhaps more apoptosis-resistant cell clones in other
cases.

In this case, phosphorus becomes a dynamic resource that may determine
whether or not a more proliferative cancer clone comes to dominate the population.
Phosphorus, much like many other nutrients that are consumed by growing cells,
can be recycled through cell death, suggesting that tumors with high cell mortality
rates may create conditions that naturally favor high proliferation. Moreover, it is
also possible that changing phosphorus availability in the tumor microenvironment
may be an additional factor that can drive cells out of the dormant state. Therefore,
the implications of this hypothesis need to be thoroughly investigated, as they can
have pivotal implications for determining the aggressiveness of a growing tumor.
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Several models have been introduced to look at the effects of phosphorus as
a dynamic resource on tumor dynamics. Kuang and colleagues [51] introduced
a model where they study the dynamic interactions of a population of healthy
cells x.t/ within the organ, tumor cells yi .t/, where i represents the parenchyma
cell type, tumor microvessels z.t/, particularly mature vascular endothelial cells,
extracellular phosphorus Pe.t/ D g.P.t/; x.t/; yi .t/; z.t// and total phosphorus
P.t/. The details of the derivation and full explanation and analysis of this particular
complex and thorough model can be found in [51], however, the functional forms
can be summarized as follows:

dx

dt
D f1.x.t/; Pe.t// � death terms

dyi

dt
D f2.yi .t/; Pe.t/; z.t// � death terms

dz

dt
D f3.yi .t/; Pe.t// � death terms

dP

dt
D inflow � f4.x.t/; yi .t/; z.t//:

Similar to the previously discussed models, the model proposed by Kuang et al.
considers a situation where the support of the tumor is dynamic. Unlike other
models, however, the dynamic carrying capacity depends not only on the dynamics
of the tumor cells, the stroma, and the angiogenic support but also on fluctuating
nutrient availability, specifically phosphorus.

Through a number of simulations, the authors observed that, interestingly, the
ultimate size of the tumor is insensitive to its predetermined carrying capacity
but instead depends primarily on phosphorus supply. The authors emphasize the
importance of stoichiometric constrains imposed by limiting nutrients by demon-
strating a common feature of a variety of model variations that they explored:
phosphorus supply plays a key role in affecting tumor growth dynamics and final
size, even compared to cell birth or death rates, which, incidentally, are the primary
focus of most therapeutic intervention strategies. Moreover, the authors demonstrate
that over time, it is the slower-growing tumors with lower phosphorus demands
that come to dominate rather than faster-growing tumors, lending further support
to the idea of focusing less on cytotoxic treatments and more on targeting the
microenvironment in which the tumor cells exist. The authors also raised the
possibility that excessive phosphorous that may accumulate in the organ after any
cytotoxic treatment could explain a phenomenon known as “tumor lysis syndrome,”
where the concentration of plasma phosphorus concentration can become toxic to
the patient, in addition to providing remaining tumor cells with ribosome-building
materials.
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6 Nutrient Availability and Tumor Heterogeneity

The effects of phosphorus availability on the growth dynamics of heterogeneous
tumors were further explored by Kareva [52]. More specifically, the analysis focused
on the effects of changes in nutrient availability in the microenvironment and initial
composition of the tumor on overall tumor dynamics. In this particular model, the
author looked at the dynamics of tumor cells x˛.t/, where each cell is characterized
by a value of ˛ from some initial distribution and where ˛ represents a choice of
strategy in terms of resource allocation. Other variables included were intracellular
phosphorus Pin.t/ and extracellular phosphorus Pex.t/, both of which directly
influence cell growth and death rates. The functional form of the full system is
given by

dx˛

dt
D f5.x˛.t/; Pin.t//

dPex

dt
D Pinflow � Poutflow � f6.x˛.t/; Pin.t//

dPin

dt
D f6.x˛.t/; Pin.t//:

This modeling framework focused on distinguishing the microenvironmental
conditions that can lead to selection of corresponding alternative resource allocation
strategies, expanding on the hypothesis proposed by Elser et al. [50]. Specifically,
the analysis focuses on whether significant changes in phosphorus availability can
influence selection towards or away from a more proliferative cell phenotype.
Numerical simulations predict that tumor composition can evolve to be different
depending on the initial state of the microenvironment and which might not be
reflected in final tumor size. This suggests that tumor size is not necessarily a good
predictor of final tumor composition and hence potential aggressiveness. It was also
shown that modification of parameters pertaining to nutrient uptake rates did not
affect tumor composition as much as expected, suggesting that blocking nutrient
transporters might not be an effective therapeutic intervention strategy. Finally,
sensitivity analysis revealed two important conclusions: phosphorus availability is a
major factor in determining tumor growth dynamics, and different parameters gain
relative importance at different stages of tumor growth. Specifically, while growth
and nutrient consumption rates were of highest importance in the initial stages of
tumor growth, cell death rates gain the highest importance at later stages of growth,
potentially due to increased cell turnover and increased phosphorous availability
through nutrient recycling.

While approaching the question of phosphorus availability in the tumor microen-
vironment from different viewpoints, together, these two models highlight the
importance of nutrient availability as a major factor influencing tumor growth. It
is particularly important that this type of dynamic resource is contained within
the cells themselves and gets replenished through cell death, making tumors a
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self-sustainable ecosystem. To address this issue, the administration of dialysis
after cytotoxic therapy was proposed [11] as a means to reduce an otherwise self-
renewing carrying capacity.

All of these models, regardless of the manner in which they describe the dynamic
tumor microenvironment (whether it be a space-, nutrient-, and/or angiogenesis-
dependent viewpoint), suggest that extensive cell death may not be the optimal
way to achieve long-term remission. Rather, they suggest that such strategies may
select for more dangerous or aggressive cancers. In light of this collection of
work, a rational conclusion is that the best chance of cancer elimination is through
treatments simultaneously targeting both the cancer cells and the surrounding
microenvironment.

7 Therapeutic Implications

Despite the large amounts of financial and intellectual resources that have been
employed in the area of cancer research, and despite the large number of therapeutic
agents that are currently available on the market as a result of these efforts, with
a few notable exceptions, cancer mortality rates have not significantly decreased
over the past 40 years [53]. One possible explanation for these results is a lack
of recognition of the fact that cancer is a systemic disease, which cannot be
successfully managed without considering its nature not solely as a disease of
the genes but also of the microenvironment and host. Such an approach has been
confirmed theoretically with several mathematical models, some of which were
discussed above. Interestingly, these conclusions are supported by a variety of
mathematical models, both descriptive and conceptual, regardless of the level of
their complexity. These models suggest that improved clinical outcome requires
particular attention be paid to not only the cancer cells but to the different
components of the tumor microenvironment.

One approach, initially proposed by Folkman [4], is to target the tumor microen-
vironment via antiangiogenic therapy, which attempts to block the formation of new
blood vessels in the hopes of starving the tumor. Unfortunately, patient response to
such treatments has been more modest than anticipated [54]. Importantly, while
antiangiogenic therapy has proven to be a relatively safe treatment, it has not
demonstrated an increase in patient survival [54] despite promising results in
preclinical testing. One possible explanation for these unexpected results is that
deactivating the angiogenic factors by blocking the molecular receptors does not
remove the ultimate source of the factors, namely, the tumor cells and associated
stroma. Indeed, a combination of antiangiogenic therapy with chemotherapy has
been shown to improve treatment response [55], possibly due to the simultaneous
targeting of both the angiogenic signals and the source of the signals (the cancer
cells themselves).

The most promising therapeutic approach proposed to date, however, is to alter
the dosage and timing of standard chemotherapeutics to target the tumor-associated
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endothelial cells, which effectively determine the tumor carrying capacity. Such
an approach has been termed “metronomic chemotherapy” and is characterized
by more frequent administration of lower doses of cytotoxic agents. Hahnfeldt
et al. [56] evaluated the predicted effectiveness of metronomic chemotherapy
compared to the standard maximum tolerated dose protocol and demonstrated that,
indeed, frequent administration of lower doses of cytotoxic drugs is the most
efficient approach to achieve a smaller tumor burden. Specifically, metronomic
chemotherapy reduces the emergence of therapeutic resistance since all the sub-
populations within the tumor, whether initially sensitive to chemotherapy or not, are
equally affected by the diminishing carrying capacity. Furthermore, they suggest
that continuous administration of chemotherapy is superior to other forms of dose
administration, an idea that has recently been challenged.

According to Doloff and Waxman [57], continuous administration of chemother-
apy, while effective against the tumor, may damage the host’s natural cytotoxic
immune response and thus potentially diminish overall treatment effectiveness.
Their experiments demonstrate that a 6-day cycle may yield the highest overall
therapeutic effectiveness, first by achieving a slower but longer-lasting reduction
in tumor volume due to the frequent administration of cytotoxic agents and second
by preserving antitumor immunity due to an appropriate period of recovery between
doses.

Finally, the work presented by Elser and colleagues [11, 50, 51] focuses on
nutrient availability in the tumor microenvironment, specifically the amount of
phosphorus required by growing cells to construct molecular machinery such
as ribosomes. They suggest that cytotoxic therapies should be accompanied by
treatments such as dialysis. This approach may serve the dual purpose of avoiding
tumor lysis syndrome, where concentrations of liberated intracellular phosphorus
may reach toxic levels, and removing recycled nutrients that may otherwise become
available to remaining cancer cells.

One commonality amongst the studies discussed here is that cancer should be
thought of as a systemic disease that becomes increasingly difficult to manage due
to its ability to engage both the tumor microenvironment, via endothelial and other
stromal cells, and the host (via the immune response). The microenvironment, which
ultimately transforms to support tumor growth, can be polarized into a pro-tumor
niche in a variety of ways, including pro-tumor inflammation, nutrient recycling,
and recruitment of angiogenic stimulators. Therefore, the successful management
of cancer, a complex and systemic disease, requires a systemic multifaceted
treatment approach. It may be that only by addressing the changes that occur in the
microenvironment and host as a result of cancer presence can one hope for improved
tumor suppression and positive clinical outcomes.
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