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           When the arm is stretched in front of one’s face, the size of the thumb is approximately 
what we see in high resolution. Visual acuity drops as we move toward the periphery. 
It is remarkable that despite this drop in acuity, we perceive, scan, recognize, and navi-
gate visual information in the world around us—apparently effortlessly. This is largely 
due to eye movements. To counter limitations in peripheral resolution, our eyes rap-
idly shift from one position to another about three to four times per second, to sample 
visual information from the interesting areas of the world. The brain stitches together 
these different pieces of information in real time to present a picture of the world 
around us in good visual resolution. These sudden jumps in eye position that occur 
through fast eye movements are known as saccades. 

 Information processing is thought to occur during fi xations,    1  when the eye position 
is relatively static. Therefore, eye fi xations are taken to be a good proxy for cognitive 

1   Although saccades and fi xations are most commonly analyzed for information processing tasks, 
there exist other types of eye movements such as pursuit, vergence, and vestibular eye movements. 
Pursuit eye movements have lower velocity than saccades and occur when the eyes follow a moving 
object. Vergence eye movements occur when the eyes move toward each other, to fi xate on a 
nearby object. Vestibular eye movements occur when the eyes rotate to compensate for head and 
body movements in order to maintain the same direction of vision. Other smaller movements of the 
eyes include drifts and microsaccades. 
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attention 2  and focused problem solving, and have been of interest to communities 
studying the perceptual, cognitive, and social processing of information. 

 In this chapter we briefl y introduce eye tracking as a way of knowing in Human 
Computer Interaction. Specifi cally, we look at how eye tracking is used as a method 
for assessing how people perceive, process, and interact with images and interfaces 
to digital, computer-based technologies. In addition, we consider how eye tracking 
can facilitate understanding and supporting human-to-human communication and 
collaboration in technologically mediated environments. We offer a brief grounding 
with some examples and ask how can eye tracking help us understand the way 
humans interact with each other, and with displays. 

 We briefl y consider the anatomy of the eye, and list eye tracking measurements 
using popular and contemporary technologies. We also discuss the benefi ts of eye 
tracking (including strengths and limitations), and illustrate with examples on how 
to effectively apply this method for research in Human Computer Interaction. 

    What Is Eye Tracking? 

  Eye tracking  is the process of measuring either the point of gaze (“where we are 
looking”) or the movement of the eye relative to the head. Although eye tracking as 
a method has gained a lot of press in recent years, eye tracking has been a method 
for understanding conscious and unconscious information processing since the 
1800s (for example,    Javal,  1990 ). Much of the early work into eye tracking was 
conducted through direct observation of people’s gaze. However, today an array of 
sophisticated eye tracking technologies is readily available from trusted vendors 
who offer services as well as software and hardware products. An  eye tracker  is a 
device for measuring eye positions and eye movement. Eye trackers are used for 
research on the human (primate) visual system, in a number of research areas 
including psychology, cognitive science, marketing, and product design. There are 
a number of methods for measuring eye movement using eye trackers. Before 
we discuss the details of how eye tracking data is measured, gathered, and inter-
preted, we briefl y discuss the anatomy of the eye and the various ways to obtain eye 
tracking data.  

2   Attention can be of two types: overt (the focus of attention matches where the eyes look) and 
covert (the focus of attention is different from where the eyes look). For example, when one is 
looking up to concentrate, where their eyes look is not correlated with they are thinking. This is a 
case of covert attention. It has been argued that for most natural viewing conditions, the focus of 
attention correlates with where the eyes look. In the rest of this article, we refer to overt attention 
as simply attention. 
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    The Anatomy of the Eye 

 The human eye, a slightly asymmetrical globe, is fi lled with a clear gel called the 
vitreous humor. There are seven parts of the eye that are worth knowing about for 
the purposes of understanding how eye tracking works (see Fig.  1 ). These are the 
iris (the pigmented part which gives us our eye color), the cornea (a clear dome over 
the iris), the pupil (the open circle at the center of the iris where light comes into the 
eye, appearing black), the sclera (the white part of the eye), the conjunctiva (a clear 
layer of tissue that is not visible, but which covers all but the cornea of the eye), the 
lens (which lies behind the pupil and the iris and which helps to focus incoming 
light on the back of the eye), and the retina (which is comprised of light-sensing 
cells the inside lining of the eye).

   In the center of the retina is an area called the macula; at  its  center is the fovea, a 
slight depression which is responsible for high-resolution vision. Light waves enter 
the eye through the cornea, and pass through the pupil. As light intensity changes, 
so does the size of the pupil: Brighter light constricts the pupil; less light causes the 
pupil to dilate. Light is converted into electrical impulses by the retina, and the optic 
nerve transmits these impulses to the brain via the visual pathway, to the occipital 
cortex at the back of the brain. 

 There are two kinds of light receptor cells found in the retina: the cone cells and 
the rod cells. Foveal vision is created by tightly packed cone cells; these only 
account for 6 % of the total retinal light receptors. Cone cells require the most light 
for creating a clear, detailed image. Rod cells account for the other 94 % of light 
receptors in the retina. They require less light but create the blurry, less colorful 
qualities of peripheral vision. 

 Once the electrical signals get to the brain they are interpreted or “seen” by the 
brain as a visual image, sometimes called the “visual fi eld.” The visual fi eld is a 
combination of the two primary types of vision mentioned in the introduction:  foveal  
(high resolution and colorful) and  peripheral  vision (blurry and less colorful). 

  Fig. 1    Anatomy of the eye. Courtesy: National Eye Institute, National Institutes of Health (NEI/NIH)       
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Peripheral vision also permits vision under low light conditions. Gross movements, 
color, and shape contrasts in the periphery are processed and, if they warrant further 
examination by the foveal vision we typically move our eyes and/or head to bring the 
objects of interest into the fovea for further recognition and action. 

 Deeper discussions regarding the anatomy of the eye can be found in “Eye 
and Brain: The Psychology of Seeing” by Richard L. Gregory and “Eye Tracking 
Methodology” by Andrew T. Duchowski, especially chapter 2 on neurological 
substrates.  

    Eye Tracking Methods 

 Since eye tracking is considered to provide a window onto the user’s attention, 
we begin by addressing the strengths and current limitations of current methods. 
Eye gaze reveals a lot about the user that is otherwise hard to know: It tells us where 
the user looked, for how long, and in what order. Eye trackers are easy to use; most 
commercial eye trackers come with user-friendly data collection capabilities and 
data management interfaces, and some offer built-in data analysis software. 3  Eye 
tracking as a method enables tracking user eye gaze at a fi ne temporal resolution 
(~2–20 ms/sample) and high spatial resolution (<0.5° error in accuracy). The high 
temporal and spatial resolution can be valuable for a variety of applications. The 
uses range from diagnosis of medical disorders to determining user examination 
strategies on web search pages. In the latter, they examine the order in which people 
examine the search results, how much time do they spend on titles, urls, snippets, 
that are critical for inferring document relevance, and for applications such as rank-
ing and search optimization. The current limitations of the method are that eye 
trackers are currently expensive (commercial equipment ranges from $10 K 
upwards), that studies tend to be small scale (involving 10–30 users), and that  studies 
are usually conducted in controlled lab settings (raising questions about ecological 
validity—that is, whether results generalize to natural settings). As we discuss 
toward the end of this chapter, recent work has started addressing some of these 
limitations. 

 Eye tracking methods have come a long way since the method was fi rst  proposed. 
Early studies of eye gaze—“looking behavior”—involved simply fi lming subjects 
while they looked at a picture or watched a video clip. Researchers hand scored 

3   There are many companies offering hardware and software for eye tracking studies both in the 
laboratory or in controlled desktop settings and also for mobile contexts. Well-known companies 
include SMI (SensoMotoric Instruments) a spin-off from led by Dr. Winfried Teiwes and his aca-
demic mentors in 1991 ( http://www.smivision.com/ ), Tobii Technology established in 2001 by 
John Elvesjö, Henrik Eskilsson, and Mårten Skogö ( http://www.tobii.com/ ), and Arrington 
Research which was founded in 1995 by Dr. Karl Frederick Arrington as part of a technology 
transfer initiative at the Massachusetts Institute of Technology ( http://www.arringtonresearch.
com/ ). Other companies include Applied Science Laboratories (ASL), EyeTech, Mirametrix, 
Seeing Machines and SR. Webcam-based eye tracking solutions include GazeHawk and 
eye-trackShop. 
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recorded material to obtain a crude indication of their gaze direction. Since these 
early beginnings, a variety of eye tracking methods have evolved to determine the 
direction of gaze more accurately. Techniques include:

    (a)    Surface electrodes, electrooculogram (EOG)   
   (b)    Infrared corneal refl ections   
   (c)    Video-based pupil monitoring   
   (d)    Scleral search coils     

 These methods differ in their utility and in their invasiveness: EOG techniques 
are helpful in measuring saccade latency, but not good at measuring location; while 
scleral coils offer high spatial resolution (0.01°) and high temporal resolution 
(1,000 Hz), they are invasive and uncomfortable for participants, hence less pre-
ferred, except in clinical settings. These methods also differ depending on whether 
the head is free to move or not. For some applications, the head position is fi xed 
using a forehead support or a bite bar or some other restraining mechanism that 
holds the eye position steady. In other cases, the head is free to move; here, head 
movement is accounted for with magnetic or video-based head trackers. Examples 
of these are illustrated in Fig.  2 .

   Methods are constantly evolving thanks to new technologies that are appearing—
lighter weight, mobile, high resolution, infrared-enabled webcams—and due to 

  Fig. 2          Some examples of contemporary eye tracking equipment. From  top  to  bottom : ( a ) Head- 
mounted mobile eye tracker in the form of eye tracking glasses (Courtesy: Tobii Technology); 
( b ) table-based remote eye tracker (Courtesy: Tobii Technology); ( c ) eye tracking setup for mobile 
and personal devices (Courtesy: Tobii Technology); and ( d ) EOG ( Source : Utah Medical School, 
  http://webvision.med.utah.edu/    )       

 

Eye Tracking: A Brief Introduction

http://webvision.med.utah.edu/


328

advances in computer vision. Well-designed, lightweight and comfortable desktop 
and laboratory-based eye tracking equipment is nowadays standard fare for usability 
labs, psychology and vision science laboratories. Further, improvements in cameras 
and in recording technologies mean that mobile eye trackers for following gaze as 
people navigate the physical environment can now help researchers investigate the 
effect of complex environments on eye gaze, and in understanding the role of eye 
gaze in face to face and technology-mediated human–human interactions. An exam-
ple of using mobile eye tracking to study coordination and communication in a 
 real-world space can be found in work carried out by Gergle and Clark ( 2011 ); the 
researchers report that in collocated conversations, two people who are moving 
around and conversing tend to use more local deictic references to point to objects 
(e.g., “this,” “these”) and have lower gaze overlap than two people who are seated 
and thus stationary when conversing. 

 Finally, the possibility of webcam-based eye tracking offers hope of studies at 
large scale, where eye gaze patterns of hundreds and thousands of people in natural 
settings can be tracked using webcams. Devices increasingly come fi tted with web-
cams, and software for data collection and analysis is readily available. In fact, this 
offers the possibility of eye tracking as an easy-to-use web service, where the video 
of the eye captured by the webcam is sent to the server in a cloud infrastructure, 
which then extracts eye positions from the video, analyzes eye tracking data, and 
sends the results back to the user’s device, thereby enabling the use of eye tracking 
on mobile devices and phones with low computing power. Eye tracking as a cheap 
web service could lead to several interesting opt-in applications such as hands-free, 
eye-controlled scrolling, swiping, navigating, typing, and gaming on any web and 
webcam-enabled device (big or small) including smart phones, tablets, laptops, and 
desktop computers, and more importantly, can enable patients with motor disorders 
to interact with computers and mobile devices. A current limitation is that the accu-
racy of these methods is still low and a rigorous comparison against high accuracy 
commercial eye trackers is lacking. Thus, there exists a tradeoff between accuracy 
and scalability of eye tracking. However, it remains the case that the increasing 
availability and accuracy of high-resolution, inexpensive, lightweight, and highly 
confi gurable sensors like cameras means that eye tracking equipment is becoming 
readily available for researchers cheaply. 

 The resolution in terms of temporal sampling and point of gaze in the collection 
of eye tracking data varies according to the type and model of eye tracker used. 
Today, reduced price means reduced accuracy. Boraston and Blakemore ( 2007 ) 
offer examples of the variations in temporal sampling for various methods, report-
ing that technologies are improving all the time. At the time of their paper, pupil- 
only and pupil-CR eye trackers typically operated at sampling rates of between 
50 Hz and 2 kHz (i.e., sampled eye position at 0.5–20 ms/sample). Direct tracking 
of the fovea was being accomplished at speeds of up to 200 Hz (5 ms/sample). 
Spatial resolution varies from 0.005° of visual angle (Clarke, Ditterich, Druen, 
Schonfeld, & Steineke,  2002 ) to 0.5°, or approximately 0.1° for methods that 
involve direct detection of the fovea (Gramatikov, Zalloutm, Wu, Hunter, & Guyton, 
 2007 ). Indeed, more recently, for the purposes of evaluating equipment for usability 
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studies where considerable accuracy at the pixel-on-screen level can be needed, 
   Johansen et al. ( 2011 ) conducted a series of tests of eye trackers, comparing an open 
source remote eye tracking system with a state-of-the-art commercial eye tracker. 
While both devices were fairly stable over time, the commercial tracker was clearly 
more accurate at the pixel level. They concluded that low cost eye tracking is a 
viable alternative to expensive equipment only when usability studies do not need 
to distinguish between particular words or menu items that participants are looking 
at. If the research is focused on larger areas of interest, e.g., whether a person is 
looking at an object or another person in the room, cheaper solutions are adequate. 

 Video-based eye trackers are the most commonly used method today; indeed, 
when people talk about eye tracking, they usually mean video-based methods. Most 
commercial eye trackers use infrared cameras with high zoom to capture high- 
resolution images of the eye. Points of interest such as the center of the pupil and 
corneal refl ection are extracted from these images to determine the point of regard 
of the user, or simply the eye position (Goldberg & Wichansky,  2003 ). In order to 
learn how the eye position (on the image of eye) maps to what the user is looking at 
(on a screen for example), a short procedure known as “calibration” is performed 
where the user is asked to look at various points (usually in a 3 × 3 grid) on the 
 display, and the relationship between the two coordinate systems (pupil-center/
corneal- refl ection on the image of the eye, and the x,y coordinate on the display 
being viewed) is established. Once good calibration is achieved (high accuracy is 
<1/2° error) the study can commence. 

 Below are a few general practices for accurate and reliable calibration. One must 
ensure a good initial view of the eye that is robust to wide-angle glances (especially 
for participants wearing glasses), and use a calibration grid that is at the approxi-
mate distance of the testing stimuli (e.g., don’t calibrate on a wall then test on a 
nearby display or vice versa). Next, one must ensure that the calibration grid covers 
just outside the boundaries that will be used by the participants. Participants must 
be requested to move their eyes then their head when performing calibration and 
during the study. 

 Once the raw eye tracking data are obtained using one of the methods above, the 
data can be parsed to obtain various measures such as eye fi xations (brief pauses in eye 
position lasting around 200–250 ms each on average) and saccades (fast eye move-
ments). Most commercial eye trackers come with built-in software for extraction of 
fi xations and saccades, and provide output in the form of a sequence of fi xations (with 
timestamp, x,y position, duration, and link to the display viewed). Because these are 
now provided automatically, we skip the discussion of these computations and refer 
the reader to Salvucci and Goldberg for an overview of algorithms to extract these 
measures (   Salvucci & Goldberg, 2000). 

 For the remainder of the chapter, we focus on the process of inferring useful 
information from eye movement recordings, which involves the researcher defi ning 
“areas of interest” over certain parts of a display or interface under evaluation, and 
analyzing the eye movements that fall within such areas. Commonly used measures 
for areas of interest are fi xation duration (how long do users notice as measured by 
dwell-time on a part of the visual scene), number of fi xations (how often do users 
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notice a part of the visual scene), sequence of fi xations (the order in which users 
notice different parts of the visual scene), and transitions between pairs of areas 
of interest (how frequently users visit one area of interest from another). Figure  3  
shows an example of a sequence of eye fi xations interspersed by saccades.

       What Is Measured with Eye Tracking? What Questions 
the Method Can Answer? 

 Eye fi xations are known to be driven by perceptual salience and relevance as 
 determined from prior experience to be important or informative (Loftus & Mackworth, 
 1978 ). A strong hypothesis is the “eye-mind” hypothesis (Just & Carpenter,  1976 ), 
according to which the eye provides a window to the user’s mind, i.e., it provides a 
“dynamic trace of where a person’s attention is being directed in relation to a visual 
scene.” Although several exceptions to this hypothesis have been reported (for exam-
ple, in covert attention, where the focus of user attention is different from where the 
eye is looking) for most natural viewing scenarios, eye fi xations are thought to refl ect 

  Fig. 3    An example of a sequence of eye fi xations obtained from a single user. The  lines  indicate 
saccades and the  circles  indicate fi xations. The size of the circle is proportional to the duration of 
the fi xation.  Source : Nielsen & Pernice,  2010        
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the current focus of the user’s attention and the amount of  cognitive processing on the 
fi xated object(s). 

 In contemporary studies, a typical representation of results from an eye tracking 
study aggregated over several users is the “heatmap.” Heatmaps use different colors 
to visualize the distribution and intensity of user attention on the display (see Fig.  4 ). 

  Fig. 4    Example F-pattern heatmap ( Source : Nielsen Norman Group,   http://www.nngroup.com/
articles/f-shaped-pattern-reading-web-content/    )       
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This contrasts with Fig.  3 , which shows the data from a single user. Areas where 
users looked the most are colored red, yellow areas indicate fewer fi xations, fol-
lowed by the least-viewed areas in blue. Gray areas did not attract any fi xations. The 
example in Fig.  4  is from a website’s “About Us” pages. The heatmap clearly shows 
users’ tendency to read in an “F” pattern, and their focus on information that is pre-
sented in bulleted lists.

   While heatmaps are in common use these days, with colors depicting levels of 
attention/interest, there have been a number of different ways of representing what 
holds peoples’ gaze and how to interpret that gaze. Duchowski ( 2002 ) characterizes 
eye tracking research as having developed along three historical periods. The fi rst from 
1879 to 1929 focused on psychophysiological characteristics of eye movements. 
Movement characteristics of the eyes, such as latency of saccadic eye movements, 
were studied in this period. The second came under the auspices of the behaviorism 
movement in understanding human behavior (1930–1958). The third era has been 
focused on technological developments and the production of increasingly accurate 
and reliable systems. Mele and Federici ( 2012 ) offer a thorough review of papers 
about eye tracking and discuss what they call the “fourth era” of eye tracking 
research: here, we see a greater emphasis on multidisciplinary contributions to the 
understanding of the signifi cance and relevance of eye movements to the situational 
context in which the observed participant is engaged, including the disciplines of 
neuro-, cognitive-, and social-psychology and sociology. 

 Below we offer a further breakdown of the kinds of questions to which eye track-
ing as a method has been applied across different disciplines. While many of these 
may not be directly reported in the Human Computer Interaction (HCI) literature, 
they lead to new possibilities for understanding the power of this technique. 

    Vision Science (Neuroscience/Psychology) 

 Eye tracking has been widely used to study perceptual and cognitive processes in 
attention (e.g., visual search, memory, scene perception). We can think of fi xation 
as either being “pulled” to a particular scene location by the visual properties at that 
location, or “pushed” to a particular location by cognitive factors related to what we 
know and what we are trying to accomplish (Henderson,  2003 ). For example, a 
bright or colorful area of a scene might attract the eyes simply because of its visual 
properties, where gaze refl ects low-level processing of the human brain. Indeed, 
analysis of image statistics at fi xated vs. non-fi xated locations has shown that fi xa-
tions tend to have higher density of edges, higher brightness contrast, and more 
generally, higher image saliency (Reinagel & Zador,  1999 ;    Parkhurst, Law, & 
Niebur,  2002 ; reviewed in Itti & Koch,  2001 ). However, at a higher processing level, 
a viewer might want to look at scene regions that are relevant given current tasks 
and goals, whether or not those regions are visually prominent. Fixated regions 
 differed in both their image statistics and their semantic content compared to regions 
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that were not fi xated (Henderson, Brockmole, Castelhano, & Mack,  2007 ). An 
ongoing focus of research is understanding the extent to which fi xations are pulled 
by the stimulus or pushed by cognitive processes. Hayhoe and Ballard ( 2005 ) 
 provide a good review of eye movements in natural behavior.  

    Computer Vision: Perceptual Models of Eye Gaze 

 Based on insights from eye tracking, several computational models have been 
developed to predict eye gaze on images and videos. These models compute visual 
saliency or eye-catchiness of image regions based on differences in visual proper-
ties such as color, orientation, size, brightness, motion, etc. A popular such model, 
which is inspired by the functioning of primate visual cortex, is the saliency model 
of Itti and Koch ( 2000 ). Other approaches include:

•    Computing visual “surprise” in a Bayesian sense, the difference between 
prior and posterior belief in distribution of visual features in the world (Itti & 
Baldi,  2009 )  

•   Use information theoretic measures (Bruce & Tsotsos,  2009 ; Zhang, Tong, Marks, 
Shan, & Cottrell,  2008 )  

•   Machine learning classifi ers to differentiate between fi xated and non-fi xated 
locations in images    

 These models perform reasonably accurately in predicting eye gaze on images 
and videos, especially for the fi rst few seconds of viewing. They have potential 
applications in evaluating the visual catchiness of web page designs and 
advertisements. 

 In addition to visual attention models that are solely driven by image properties, 
there have also been attempts to model the role of user knowledge about the world. 
For example, when searching for cars or pedestrians, people tend to look at salient 
objects in the bottom half of the image where the street is most likely to appear. 
Thus, eye gaze is driven as a combination of saliency and knowledge of scene 
 context. Torralba and colleagues have developed models of eye gaze that take both 
factors into account, and provide better prediction of user eye gaze on natural scenes 
(   Torralba, Oliva, Castelhano, & Henderson,  2006 ). 

 An ongoing challenge is to develop predictive models of eye gaze that com-
bine low-level image saliency with high-level semantics of the image and user 
intent. Examples of initial attempts in this direction and further refi nements in 
the context of visual search task can be found in Navalpakkam and Itti ( 2002 , 
 2005 ,  2007 ). In addition, there is an increasing number of models based on the 
emerging notion that attention and eye movement strategies serve to optimize 
human visual task performance (Najemnik & Geisler,  2005 ; Navalpakkam & Itti, 
 2007 ; Renninger, Verghese, & Coughlan,  2007 ; Stritzke, Trommershäuser, & 
Gegenfurtner,  2009 ).  

Eye Tracking: A Brief Introduction



334

    Psychology: Reading Behavior 

 The study of eye movements during reading has a long and rich history dating back 
to the latter part of the nineteenth century (see Rayner ( 1998 ) for a good review). Eye 
tracking has been used for a critical examination of the cognitive processes underly-
ing reading. For example, when reading English, eye fi xations last about 200–250 ms 
and the mean saccade size is 7–9 letter spaces. Interestingly, many words are skipped 
so that foveal processing of each word is not necessary. As word length increases, the 
probability of fi xating a word increases (Rayner & McConkie,  1976 ). As text 
becomes conceptually more diffi cult, fi xation duration increases, saccade length 
decreases, and the frequency of backward saccades increases (Jacobson & Dodwell, 
 1979 ;    Rayner & Pollatsek,  1994 ).  

    Language Processing 

 Methodologically, the drive to look at objects as they are mentioned provides an 
important tool for studying online language processing. For example, viewers will 
typically look to a scene area that contains an object when that object is mentioned 
by a speaker. Thus, eye fi xation provides a pointer or index (Ballard, Hayhoe, Pook, & 
Rao,  1997 ) that anchors cognitive processes such as language understanding to 
 entities in the world (Henderson & Ferreira,  2004 ; Tanenhaus, Spivey-Knowlton, 
Eberhard, & Sedivy,  1995 ).  

    Neuroscience: Medical Conditions/Disorders 

 Eye tracking has also been used as a method for detecting medical conditions and/
or disorders such as autism and attention defi cit disorders. Kanner’s original descrip-
tion of autism highlighted the social and emotional aspects of this disorder and 
demonstrated it with eye tracking data (Kanner,  1943 ). The most commonly used 
stimuli are pictures of human faces, but videotapes of social interactions, human 
voices, and abstract animations have also been employed. Normal adults show a 
very specifi c pattern of gaze when viewing faces, fi xating mainly on the eyes, but 
also on the nose and mouth, the so-called “core features” (   Walker-Smith et al., 
 1977 ). People with autism spend less time examining the eyes (Dalton et al.,  2005 ; 
Pelphrey et al.,  2002 ) and look more frequently at the mouths and bodies, and at 
other objects in the scene. Eye tracking could therefore be used to diagnose and 
understand cognitive processing in individuals with autism (Klin, Jones, Schultz, 
Volkmar, & Cohen,  2002 ).  
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    Market Research 

 Eye tracking has been used extensively in Market Research to assess product 
designs and also the impact of advertisements on salience and memorability 
of brands, logos, and products. Common use cases include comparative experi-
ments that determine which advertisement designs attract more attention (e.g., 
Lohse,  1997 ), as are experiments focused on determining whether Internet users 
look at banner advertising on websites (they do not) (Burke, Hornof, Nilsen, & 
Gorman,  2005 ). An example of a recent study using eye tracking to examine the 
relative impact of visual salience of the design and its perceived value on user choice 
can be found in Milosavljevic, Navalpakkam, Koch, and Rangel ( 2012 ).  

    Human Computer Interaction (HCI) 

 Turning specifi cally to HCI, eye tracking has been used as a method for several 
purposes:

•    Understanding the perceptual aspects of user attention on displays (what do 
users notice)  

•   Cognitive aspects of attention (what do users focus on, or spend time processing)  
•   Social aspects of attention (e.g., mutual gaze in human–human interactions, 

explained later)  
•   As an input method, using gaze as an alternative to the keyboard and mouse    

 These various use cases are outlined in the next section.   

    The Variety of Uses of Eye Tracking in Human Computer 
Interaction 

 Research over the years has investigated eye gaze patterns while driving, fl ying, and 
reviewing X-ray images. More recently, researchers are increasingly using eye 
tracking as a method to understand  information seeking ,  searching, and browsing  
with desktop and handheld devices. The process of inferring useful information 
from eye movement recordings involves defi ning “areas of interest” over certain 
parts of a display or interface under evaluation, and analyzing the eye movements 
that fall within such areas. Using heatmaps and measures such as fi xation duration 
described in the methods section, the visibility, meaningfulness, and placement of 
specifi c interface elements can be objectively evaluated. The fi ndings can be used to 
improve the design of the interface (Goldberg & Kotval,  1999 ). For example, usabil-
ity studies in HCI routinely use eye gaze heatmaps and the sequence of eye fi xations 
to evaluate websites and designs (   Nielsen & Pernice,  2010 ). Dabbish and Kraut 
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( 2004 ) use it to assess attentional distribution to better understand awareness on 
collaborative tasks. 

 Eye tracking has also been used to study people’s  web search behaviors  (Cutrell 
& Guan,  2007 ; Granka & Rodden,  2006 ) and the relationship between mouse track-
ing and eye tracking (Rodden & Fu,  2007 ; Rodden, Fu, Aula, & Spiro,  2008 ). For 
example, Rodden et al. identifi ed different types of eye-mouse coordination behavior, 
including the mouse moving randomly without any correlation to eye movements, 
or being parked at some spot on the page, or marking something as important, or fol-
lowing the eye vertically and, to a lesser extent, horizontally. A more recent study by 
   Huang, White, and Buscher ( 2012 ) identifi ed how correlations between eye tracks 
and mouse tracks vary with time from page load, and attempted to model eye position 
from mouse position. In one of our studies (Navalpakkam & Churchill,  2012 ), we 
identifi ed eye gaze and mouse markers that are predictive of when users struggle to 
read content. Because mouse tracking is scalable (and unlike current forms of eye 
tracking, it doesn’t require the user to wear special equipment), understanding user 
attention and other behaviors through mouse tracking and in relation to eye tracking 
is becoming a hot topic of research. Certainly there are newly emerging eye tracking 
techniques that are more scalable (e.g., using embedded laptop cameras and web-
cams); however, as mentioned in the method section, these have low accuracy and 
may have particular challenges if successful, webcam-based eye tracking could have 
a big impact on HCI and other fi elds (advertising, web page optimization, marketing 
research). 

 Eye tracking can be useful in studying  social interactions , and  human–human 
conversations . Within sociological studies, eye gaze has been used to uncover the 
role of mutual gaze in the ongoing conduct of social organization and social interac-
tions (Argyle & Cook,  1976 ;    Goffman,  1964 ; Goodwin,  1984 ; Kendon,  1967 ). 
Goffman, in particular, points out that eye gaze plays a crucial role in the initiation 
and maintenance of social encounters, describing what he calls an “eye-to-eye eco-
logical huddle which tends to be carefully maintained, maximizing the opportunity 
to monitor one another’s mutual perceivings” (Goffman,  1964 , page 95). Goodwin 
and Kendon both offer detailed accounts with careful notations of the ways in which 
eye gaze is used as part of conversational turn-taking and to manage embodied 
mutual orientation within a conversation or toward a shared resource. In the context 
of human–human communication, eye gaze has been used in two ways:

•    A “measure” of interpretation (e.g., to resolve ambiguity in utterances in face-
to- face conversations, Henderson & Ferreira,  2004 ;    Tanenhaus et al.,  1995 )  

•   To place “constraints” upon interpretation (Hanna & Brennan,  2007 ) that make eye 
gaze a powerful cue about attention and intention in face-to-face communication.    

 Eye tracking has been used to determine mutual gaze achievement in video con-
ferencing and also with synthetic interface characters and on-screen avatars (Roberts 
et al.,  2009 ; Steptoe et al.,  2009 ). 

 Eye tracking has also been used as a method in Computer Supported Cooperative 
Work (CSCW) to understand and support human-to-human communication in 
mediated environments—both to better understand the process as well as to design 
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and develop systems to support coordination and collaboration. For example, work 
by Fussell and colleagues show how the transfer of gaze in remote collaboration 
scenarios (i.e., sharing a speaker’s gaze with listener by transferring or projecting it 
on the listener’s system) can be incredibly useful to support communication and 
coordination (e.g.,    Fussell, Setlock, Parker, & Yang,  2003 ; Ou, Oh, Yang, & Fussell, 
 2005 ). Further, Ou et al. ( 2005 ), Ou, Oh, Fussell, Blum, and Yang ( 2008 ), and Ou, 
Shi, Wong, Fussell, and Yang ( 2006 ) use eye gaze to predict focus of attention and 
attentional distribution in a visual setting. 

 Researchers have recently started using eye tracking to track two people (dyadic eye 
tracking) at once, and also in mobile settings to understand things like  initiative ,  lead 
and follow patterns ,  attention ,  ambiguity resolution ,  coordination failures , and so on 
(Brennan, Chen, Dickinson, Neider, & Zelinsky,  2008 ; Cherubini, Nüssli, & 
Dillenbourg,  2008 ; Gergle & Clark,  2011 ; Jermann & Nüssli,  2012 ). An ongoing topic 
of research, some of the methodological challenges that arise for dyadic (more gener-
ally, multi-person) eye tracking are discussed in Richardson, Dale, and Kirkham 
( 2007 ). 

 Finally, although oriented to more traditional web page interaction, recent work 
has used eye tracking as an investigative method to uncover patterns in human–
device interaction from the perspective of a  social engagement , rather than purely 
as cognitive information processing (Moore & Churchill,  2011 ; Moore et al.,  2011 ). 

 In addition to being used as a method to evaluate people’s interaction with 
devices and to study mediated communication (e.g., human–human communication 
through video conferencing), eye tracking has also been used as an input method 
for adaptive interfaces (Jacob & Karn,  2003a ,  2003b ). Experiments suggest that 
selection with eye gaze can be a robust input/selection technique, and in fact, eye 
selection can be faster than using a mouse. In 2007, Oyekoya demonstrated experi-
mentally that eye gaze can be a viable selection method for visual search tasks, and 
that prior experience on visual tasks with a mouse can create a “training effect” 
(Oyekoya,  2007 ). Focusing on assistive technologies and what they call “psy-
chotechnologies,” Mele and Federici ( 2012 ) outline several opportunities for eye 
tracking technologies as the underlying technology for eye gaze to be more fully 
realized as an input technique.  

    How to Do It: What Constitutes Good Work? 

 Like any other method, a clean experiment design makes eye tracking a viable 
method for understanding user behavior. 4  We describe the main aspects of a good 
eye tracking study (described in detail in Duchowski,  2007 ) with an example 
from our work below (Navalpakkam & Churchill,  2012 ; Navalpakkam, Rao, & 
Slaney,  2011 ).

4   For more details on experimental design, please see the chapter on Experimental Research in HCI 
in this volume. 

Eye Tracking: A Brief Introduction



338

    1.     Hypothesis : Formulate clear null and alternate hypotheses, motivate them, and 
state the underlying assumptions. 

 For example, in our case study, for  Motivation , we wished to understand how 
the presence of distracting elements on a web page affects eye gaze patterns. Our 
 Null hypothesis H0  was that eye gaze patterns on a web page do not change in 
the presence of distracting elements; our  alternate hypothesis H1  was that users 
spend more time looking at the distracting element; our second  alternate hypothesis 
H2  was that users spend more time looking at the page content.   

   2.     Design : Determine whether it is an observational study or an experimental study. 
If the latter, design control and treatment groups to test the hypotheses. Identify 
independent and dependent variables; change the independent variable’s values, 
while keeping everything else more or less a constant (thus avoiding confound-
ing factors); and measure the impact on the dependent variable. Also determine 
whether it is a within-subjects design or between-subjects design. There can be 
differences in eye movements between participants on identical tasks, thus it 
may be prudent to use a within-participants design in order to make valid perfor-
mance comparisons (Goldberg & Wichansky,  2003 ). 

 In the case study, the control group did not see any distracting elements on the 
web page. Treatment group 1 saw a moderately distracting element in the form 
of a static, irrelevant graphic on the top right of the page. Treatment group 2 saw 
a highly distracting element in the form of an animated, irrelevant graphic on the 
top right of the page, shown in Fig.  5 . A within-subject design was used, and the 
order of experimental conditions was randomized to balance familiarity and 
fatigue. Each participant saw three essays (from the Test of English Language 
Fluency) that were randomly paired with one of the graphic types. Each essay 
consisted of 300–400 words, followed by 5 factual/theme-based multiple-choice 
questions (to confi rm that users indeed read the essays and performed the task as 

  Fig. 5    This fi gure illustrates the experiment design with control group (no distractor), treatment 
group 1 (weak distractor), and treatment group 2 (strong distractor).  Source : Navalpakkam et al.,  2011        
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told), and 2 subjective questions where subjects were asked to rate their user 
experience on a scale of 1–5 for pleasantness.

   In this study, the independent variable was the level of distraction (varied 
from “none” in the control group, to “medium” in treatment 1 to “high” in treat-
ment 2). Dependent variables included the amount of time users spent looking at 
the page content and distracting element, the corresponding number of eye gaze 
fi xations, the time to fi rst eye fi xation, and the user- reported levels of pleasantness 
of experience.   

   3.     Task description : What task is assigned to the participants? Are they freely view-
ing the displays, or are they performing a task such as searching for a particular 
object in the display. The task description is a critical part of an eye tracking 
study. Its importance is highlighted in a classic study by Yarbus ( 1967 ) that 
shows how eye movements on a painting are infl uenced by the task given to the 
user, with other things kept constant. The eye tracking data shows that when 
asked to determine the ages of the people in the painting, eye gaze focused on the 
faces of people, whereas when asked to assess material circumstances of the 
family, eye gaze focused on the clothes that people wore, the furniture, and other 
features in the visual scene (see Fig.  6 ).    In our example study, the task assigned 
to participants was a reading comprehension task—“Read the article on this web 
page and answer the questions that follow.” Unknown to the participants, the 
goal of our study was to test how the presence of distracting elements on the page 
affects eye gaze. Thus we avoided any potential biasing of participants’ behavior 
that may result from them knowing the study’s goal.   

   4.     Participants ,  Apparatus, and Procedure : A good eye tracking study should include 
a description of the participants (e.g., number, age group, gender, demographics); 
compensation or incentive structure (is there a performance bonus?); apparatus 
used (eye tracker model, monitor resolution, display viewing angle, calibration 
accuracy); and procedure of the study (instructions before the study, fl ow of the 
study, posttask feedback). 

 In the case study, there were 20 participants (8 female, 12 males; residents of 
United States), aged 19–60, with normal or corrected vision. Participants were 
fl uent in English (spoken and written), and had either completed or were pursu-
ing undergraduate education. We recorded participants’ gaze patterns during 
task performance using a Tobii 1750 eye tracker (50 Hz sampling frequency), 
with a 17″ LCD monitor, set at resolution 1,024 × 768, at roughly 85 cm viewing 
distance. We collected a log of eye and mouse movement. 

 Participants were compensated as follows: a fl at payment rate for participa-
tion in the study, and in addition, $1 for every correct answer (5 questions per 
essay × 3 essays). During data cleaning, three participants were excluded for the 
following reasons: poor calibration (two did not maintain their head in the cor-
rect position), or outliers in fi xation duration or number of fi xations (3 standard 
deviations, 1 participant). 

 The study began with a 5-point calibration procedure followed by the task- 
instruction screen. This was followed by one practice essay paired with animated 
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graphics to help participants familiarize themselves with the task, types of graph-
ics, and the format of the questions in the reading comprehension test. Following 
the practice trial, participants saw three essays randomly paired with no, static, 
or animated graphics (i.e., control, treatment 1 and 2 groups in randomized 
order). At the conclusion of the study, participants were paid based on task 
performance.   

   5.     Analysis : A critical part of a good eye tracking study is conducting careful and 
appropriate analysis. Eye tracking data can be analyzed in qualitative ways 
(e.g., heatmap visualization, observing where people look) and using rigorous 
quantitative methods. The latter consists of defi ning areas of interest and extract-
ing measures for each area of interest, such as the number of eye fi xations, dura-
tion of eye fi xations, number of saccades, time to fi rst fi xation, and number of 
backward saccades (called “regressions,” suggesting confusion or distraction). 
As mentioned later under challenges, defi ning and determining areas of interest 
(AOIs) for analysis can be highly complex as one moves toward dynamic and/or 
longer-term tasks. It is much easier for a stable, 2D image, with predefi ned areas 
of interest where we want to analyze gaze. If interested in questions such as 
“where does the user look next,” one could also look at the temporal ordering of 
eye fi xations by extracting transition probabilities P(x,y), which describe the 

  Fig. 6    Eye movements given different tasks—From Yarbus ( 1967 )       
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probability that the user will look next at display item or location “y,” given that 
she is currently looking at item or location “x.” Navalpakkam et al. (    2011 ) offer 
an example of using the above eye tracking metrics and analysis in the context of 
understanding and modeling how image presence, position, and user interest 
drive the way users attend to and select online news content. More common types 
of analyses such as heatmaps and fi xation metrics are illustrated below with an 
example from the case study. 

 Figures  7  and  8  show that users spend more time processing the page content 
as the amount of distraction on the page increases. Similar effects were observed 
with mouse tracks as well. For easy comparison, we overlay the heatmaps on the 
same image; however, note that in the “no” distraction condition, there was no 
graphic on the right-hand side of the page.

    A particularly interesting fi nding in the study was that more time on page is 
not always good. We found that users spent more time on page in the high dis-
traction condition, but they reported being more annoyed (very low pleasantness 
scores). Analysis of eye tracking data revealed that the increased time was due to 
struggle in reading, and increased cognitive effort in processing the content in 
the presence of a highly distracting graphic. For example, in Fig.  8 , although the 
highly (animated) distracting element was noticed earlier in time (panel C), it 
was rejected faster (panel B), and users spent more time processing and re-reading 
the page content (panel A), which is an indication of struggles with reading. The 
authors further show in the paper that further, these eye tracking patterns can 

  Fig. 7    Example of heatmap from Navalpakkam et al., CHI  2011        

  Fig. 8    Example eye tracking measures for the distraction study       
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predict subjective assessments, like user frustration with high accuracy. Further 
details can be found in the paper itself (Navalpakkam et al.,  2011 ).   

   6.    Clarify assumptions: Finally, one must clarify the assumptions underlying the 
conclusions from the data. For example, a common assumption is that the amount 
of time spent looking at an item on page refl ects the amount of user attention and 
cognitive processing on that item—more time spent is assumed to imply more 
attention and deeper cognitive processing. While this assumption is reasonable 
for most    scenarios, as has been discussed already eye fi xation and gaze duration 
are sometimes not correlated with the depth of the user’s cognitive processing. 
For example, sometimes people look up when they concentrate or are conducting 
hard mental operations. Assumptions about the correlations between eye gaze 
direction, focus, and time must be examined, and we must be cautious about 
over-generalization.      

    Today’s Challenges 

 The dynamic nature of modern computer interfaces provides a technical challenge 
for studying eye fi xations. For example, with pop-up messages, animated graphics, 
and user-initiated object movement and navigation, objects can move around a 
screen, or move off of 2D screens. As a result, the defi nition of areas of interest 
becomes a challenging problem. Knowing that a person was fi xating 10° above and 
5° to the left of the display’s center does not allow us to know what object the person 
was looking at in the computer interface unless we keep track of the changes in the 
computer display. Analysts must bear this in mind while considering dynamic 
 displays. Recent software packages sold by the various eye tracking vendors now 
have defi nable areas of interests that can change over time, but even those often 
must be generated post hoc. Gergle and Clark ( 2011 ) suggest another solution that 
couples eye tracking with vision tracking techniques by using “objects of interest” 
as opposed to static areas of interest.  

    Conclusions 

 As modern computer interfaces continue to shrink in size (from desktops to laptops 
to tablets to phones) and become more mobile, understanding how users process 
information as they move around in the world becomes important. Upcoming 
 technologies like webcam-enabled eye tracking are exciting and offer hope, but 
need to deal with challenges in calibration and accuracy (that are rendered diffi cult 
due to varying distance between user and device, varying head pose, and lighting 
conditions). 

 Finally, as Chi and colleagues ( 2009 ) have discussed, ideally, eye tracking methods 
should possess the following factors:
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    1.    Accuracy   
   2.    Reliability   
   3.    Robustness   
   4.    Non-intrusiveness   
   5.    The possibility for free head movements   
   6.    No prior calibration   
   7.    Real-time response    

  We add to this list that eye tracking methods should be

    8.    Work for Dynamic displays   
   9.    Allow for study participants’ mobility   
   10.    Be Scalable     

 Achieving all of these factors in one system is not yet possible as systems still 
require calibration, and because there are accuracy-intrusiveness and accuracy- 
scalability trade-offs. However, it is possible to imagine, as cameras improve and 
mounts for mobile eye trackers become increasingly lightweight, that we will see 
the emergence of more powerful eye tracking opportunities in the future. With these 
we will be able to more accurately discern and assess degree of attention, level of 
interest, and management of cognitive and social interaction.  

    Exercises 

     1.    Unlike regular experiments, what do experiments with eye tracking have to begin 
with? How is this done?   

   2.    When is the eye’s direction not a good indicator of what the person is looking at 
or thinking about? How would you separate those from “real” perception?         
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