
Chapter 17
Modeling the Gas Flow Process Inside
Exhaust Systems: One Dimensional
and Multidimensional Approaches

Gianluca Montenegro and Angelo Onorati

17.1 Introduction

Diesel engines, as a consequence of their use of lean combustion, are the main
cause of on-road NOx emissions. The most promising solution, in terms of effi-
ciency and fuel economy, to the removal of NOx in oxidizing condition is the use
of selective catalytic reduction of NOx (SCR) [1]. On light and heavy duty vehicles
the reducing agent, namely ammonia, is obtained from a water solution of urea
(commonly referenced as UWS) directly injected inside the exhaust system. The
main challenge, therefore, has become the optimization of the whole process
inside the exhaust system, tailoring the best removal efficiency together with a
limited ammonia slip and low fuel consumption. A precise injection strategy and
an efficient mixing of the ammonia with the gas stream are key factors towards the
achievement of high efficiency abatements, and therefore they have become the
main object of study by means of numerical simulation tools.

The modeling of SCR systems is a particularly challenging task since it
involves different physical phenomena where the evolution of multiphase and
multicomponent flows take place. First, a urea/water solution is sprayed into the
gas stream. The dispersed multicomponent phase then evaporates and suitably
mixes with the gas stream before entering the catalyst. A comprehensive under-
standing of the underlying flow dynamics is therefore mandatory to design an
efficient DeNOx system which is characterized by a low impact on the engine
performances.

From a R&D point of view, the automotive field has experienced a strong
application of CFD (Computational Fluid Dynamics) tools for the design and
optimization of engines and for the analysis of specific devices. Several
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approaches can be adopted, ranging from the 1D flow assumption to more complex
multidimensional models. In particular, 1D codes have shown great flexibility of
use, short calculation time, and low costs with respect to more complex multidi-
mensional codes. Their adoption is usually motivated by the need of performing
full cycle (several thermodynamic cycles) simulations of the engine coupled to the
intake and exhaust system in a short time. As a matter of fact, Diesel exhaust
systems are very complex, since they are always equipped with turbochargers,
EGR routes, and aftertreatment devices, all of them playing an important role in
the determination of the engine global efficiency. These components increase the
complexity of the system and therefore the difficulty of a detailed modeling.
Despite their flexibility of use and lightness, 1D models lack of predictiveness,
since they cannot capture several processes occurring in the exhaust system, such
as spray propagation, spray-wall interaction, and mixing processes, unless they
resort to extremely simplified models of certain phenomena [2, 3]. The injection of
urea/water solution, for example, can be studied in detail resorting to 3D CFD
models as well as the formation of liquid film, the spray-gas mixing process, and
the evaluation of ammonia distribution at the inlet of the SCR catalyst. In this
chapter, it will be described the application of one-dimensional and multi-
dimensional models for the study of the fluid dynamics of Diesel engine exhaust
systems equipped with SCR systems. The 1D approach will be discussed first to
highlight the importance of taking into account the overall engine configuration
and the aspects of flow unsteadiness. Multidimensional approaches are usually
focused on smaller details, such as the fluid dynamic analysis of the mixer and its
interaction with the injected spray, rather than on the whole engine.

17.2 1D Models for the Prediction of Gas Flows

In the last decades, 1D models have been widely used for multiple purpose in the
field of internal combustion engines and several codes are available on the market
and in academies, both for commercial and research purposes [4–6]. Historically,
different discretization approaches have been followed, but the most common are
based on finite difference and finite volume ones, confining the finite element
method only to research applications [7]. The finite volume and finite difference
approaches are based on the formulation of 1D conservation equation of mass,
momentum, and energy for an unsteady and reacting flow. Usually, the level of
simplification reached in a 1D model allows to neglect the viscosity of the fluid
and to lump the viscous phenomena into a gas-wall friction coefficient [8].

Applying the balance of mass, momentum, and energy to a generic control
volume identified by a portion of a pipe with variable cross-section (Fig. 17.1), the
conservation equations can be written in the following way:

o qFð Þ
ot
þ o quFð Þ

ox
¼ 0; ð17:1Þ
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o quFð Þ
ot

þ o qu2F þ pFð Þ
ox

¼ p
oF

ox
x� 2

D
qujujfwF; ð17:2Þ

o qe0Fð Þ
ot

þ o qe0uF þ upFð Þ
ox

¼ qqreF: ð17:3Þ

The governing equations can then be written in vectorial form as follows:

oW x; tð Þ
ot

þ oF Wð Þ
ox

þ B Wð Þ þ C Wð Þ ¼ 0 ð17:4Þ

W x; tð Þ ¼

qF

quF

qe0F

qYF

2
6664

3
7775; W Fð Þ ¼

quF

pF þ qu2F

quh0F

qYF

2
6664

3
7775; B Wð Þ ¼

0

�p dF
dx

0

0

2
6664

3
7775;

C Wð Þ ¼

0

qGF

�qðqþ qre þ qevÞF
�q _YF

2
6664

3
7775;

ð17:5Þ

where W is the vector of the conserved variables, F is the vector of the fluxes of
the conserved variables and vector B takes into account the effect of the cross-
section variation. Vector C accounts for the contributions of: (i) the heat
exchanged between the gas and the pipes (q); (ii) the heat generated by the
homogeneous reactions occurring in the exhaust line (qre); and (iii) the friction
between the gas and the walls (G). The system of equations is then closed by the
state equation of the gas, which is treated as a mixture of perfect gases whose
specific heat capacity is a function of both chemical composition and temperature
[9]. The composition of the gas can then be tracked solving the conservation
equation for each chemical component present in the gas phase. The vector Y in
Eq. (17.5) refers to the mass fraction of each species composing the gas and allows
to transport along the ducts all the information related to the chemical composition
of the mixture. In these models, an arbitrary number of chemical species can be
considered, depending on the particular chemical process that one wants to sim-
ulate. In any case, the gas composition can be assigned as a boundary condition, if

dF
dxF+

dxp+ dp

dρ

u

F

p

dx

dx
duu+ρ

Fig. 17.1 Control volume
used to derive the 1D
conservation equations

17 Modeling the Gas Flow Process Inside Exhaust Systems 509



the modeling is focused only onto a single device of the exhaust system, or
eventually assigned by a specific combustion model in the case the simulation
involves the complete engine configuration (intake system, cylinders, and exhaust
system). For the modeling of exhaust systems of Diesel engines a typical gas
composition that can be taken into account may be O2, N2, Ar, CO2, H2, CO, NO,
CxHy, NH3, HNCO (isocyanic acid), NH2–CO–NH2 (urea) plus two phases of
water, H2O(l), and H2O(g):

Y ¼

Y1

Y2

..

.

YNS

2
6664

3
7775
XNS

j¼1

Yj ¼ 1: ð17:6Þ

The source term _Y in C (Eq. 17.5) expresses the production/destruction rate of
the jth specie during the transport, due to reactions in the exhaust manifold (gas-
phase reactions) and in the chemical converters (solid phase reactions). In the set
of conservation equations, water appears into two phases, gaseous and liquid. The
liquid phase can be considered as a property advected with the gas, in the same
way the gaseous species are transported. This assumption can only be accepted if
the size of the liquid water droplets is very small, which is rarely the case when
urea–water solution is injected in the gas stream.

The system of Eq. (17.4) is a partial derivative hyperbolic system, whose
numerical solution is achieved using shock-capturing numerical methods [10–13].
These methods are characterized by second-order accuracy and therefore they give
rise to spurious oscillation when high gradients are present in the solution field. To
suppress the occurrence of numerical instabilities, flux limiting techniques, or
gradient limiters are used [8].

17.2.1 Modeling the Thermal Aspects

An accurate prediction of the chemical behavior of aftertreatment devices, can be
achieved throughout a correct prediction of the heat fluxes along the exhaust
system. This aspect is also important for a correct prediction of the back pressure
which, in the end, affects the volumetric efficiency of the engine determining an
increase of fuel consumption. In particular, to simulate engine driving cycles with
cold start, in which the thermal transient of the exhaust system affects the per-
formance of the catalytic converters, the correct estimation of the heat loss is vital.
Also from a point of view of optimization, the estimation of the heat loss becomes
important, especially in those cases where the improvement of the manifold
insulation is tailored, in order to achieve an higher gas temperature at the inlet of
the catalytic devices [3, 14]. The prediction of the thermal transient of the exhaust
system can be carried out by considering the heat transferred between the gas and
the walls in the energy balance of the gas, as a source term in Eq. (17.6), and
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solving a coupled Fourier equation applied to the pipe walls, whose thermal bal-
ance can be expressed by:

Z

Vw

qwcp;w
oTw

ot
¼
Z

Vw

div k grad Tð ÞdV

þ
Z

Vw

Se;c dV :
ð17:7Þ

Since the heat flux given by the temperature gradient between the wall and the
gas bulk has been imposed as a boundary condition, Eq. (17.7) can be reduced to
the following expression:

Tnþ1
w ¼ Tn

w þ
Dt

qwcp;wVw

Qr þ Qh þ Qax
k þ Qr

k þ Se;c

� �
; ð17:8Þ

where Tnþ1
w and Tn

w are, respectively, the wall temperatures at the new and old time
step, while Qr is the heat flux due to radiative heat transfer, Qh is the convective
heat flux between the gas and the walls, Qax

k and Qr
k are, respectively, the con-

ductive heat in the axial direction inside the wall and in the radial direction, when
layers of different materials are considered. The source term Se,c accounts for the
heat released by eventual chemical reactions or condensation and evaporation
processes occurring in the proximity of the pipe walls. The quantities cp,w, qw, and
Vw are, respectively, the wall specific heat capacity, the wall density and the
volume of material related to the single computational cell. The Fourier equation
can be applied to each layer of material, in order to consider the effects of different
material properties on the global heat flux with the surrounding air (e.g., insulating
materials, metallic shells, air gaps, or wash-coat layers). Several correlations can
be used to model the heat transfer between the gas and the walls, however, the
most general correlation appears to be the one proposed by Churchill, since its
range of validity for the Reynolds and Prandtl number are those typical of the flow
regimes inside exhaust systems of internal combustion engines [14, 15]:

Nu ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nu10

l þ
eð2200�ReÞ=365

Nu2
l

þ 1

Nu2
t

� ��5
10

s
; ð17:9Þ

where

Nut ¼ Nu0 þ
0:079 f=2ð Þ

1
2RePr

5
6

1þ Pr
4
5

; ð17:10Þ

Nu0 ¼ 4:8; ð17:11Þ

Nul ¼
2:97 square flow section,

3:675 circular flow section,
3:0 triangular flow section.

8<
: ð17:12Þ
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This correlation is valid for 0 \ Pr \ 10 and for 0 \ Re \ 106, therefore,
considering that inside I.C. engine exhaust systems the Prandtl number is usually
lower than 1 and Re is that typical of fully turbulent flow regimes, this correlation
can be applied to the study of exhaust gas flows. The friction coefficient f that
appears in Eq. (17.10) is given by the Churchill correlation as well [16]:

f ¼ 2
8

Re

� �12

þ 1

Aþ Bð Þ
3
2

" # 1
12

; ð17:13Þ

where

A ¼ 2:2088þ 2:457 ln
e
d
þ 42:683

Re0:9

� �� �16

; ð17:14Þ

B ¼ 37:530
Re

� �16

: ð17:15Þ

The same correlation for the friction coefficient is also used to define the source
term of the momentum conservation (Eq. 17.2).

17.2.1.1 Effect of Moisture Condensation and Evaporation

The prediction of the thermal transient of the exhaust systems, especially in the
case of cold start, can be further improved by modeling the formation of a liquid
film layer due to the condensation, and its subsequent evaporation, of the water
vapor contained in the exhaust gas (usually around 7–8 % of mass fraction). From
the analysis of the temperature history gauged by thermocouples along the exhaust
system, it has been pointed out the presence of a plateaux due to the insulation
effect produced by the evaporation of the liquid film layer [17–19]. This effect is
negligible in the hot part of the exhaust line close to the engine head, but becomes
important in the low temperature part and in particular inside of catalysts and
Diesel particulate filter substrates, due to the high specific surface per unit volume.
To predict the effect of the moisture condensation and evaporation, it is necessary
to consider the mass transfer of water to the walls during the condensation and the
migration of water vapor from the walls to the exhaust gas during the evaporation.
Condensation is the cause for the increase of the wall temperature during the first
seconds of operating conditions, while the evaporation becomes responsible of an
insulation effect due to the latent heat of evaporation taken from the gas. The latent
heats of evaporation and condensation (Dhe,c) in the model can be taken into
account in the source term Se,c of the Fourier equation (Eq. 17.8). The rate of
phase change (evaporation or condensation) _Y in Eq. (17.6) can be expressed by
the following equation [17]:
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_YH2O ¼ qkm;H2OS
1

qvsat

� Cs;H2O

� �
; ð17:16Þ

in which the specific volume of the saturated water vapor vsat has been determined
as a function of the wall temperature on the basis of tabulated values:

vsat ¼ e1:325�10�4 T2
w�0:06 Twþ5:175: ð17:17Þ

The above expression is valid only for 20 �C \ Tw \ 120 �C. In the temper-
ature range considered for the evaluation of the saturated water vapor’s specific
volume, a constant value of 2,370.1 kJ/kg can be assumed for the latent heat with
good accuracy. The source term for the thermal balance of the pipe walls is
therefore:

Se;c ¼ _YH2ODhe;c: ð17:18Þ

17.2.1.2 Water Dragging Model

The water mass in direct contact with the gas stream inside the pipe is dragged in
the direction of the flow by the friction between the water surface and the gas. The
theory of multiphase flow is very complex and far from the complexity degree of a
1D model. The two phase flow inside the monolith can therefore be reduced to a
stratified layer flow, where the two phases are moving with different velocities.
The reasons of the water motion can be: (i) motion caused by the friction between
the gas and the water and (ii) effect of the gravity if the pipe is not horizontal. The
mass of dragged liquid is determined by applying the mass and momentum con-
servation to the two phases, the liquid water and the exhaust gas, calculating the
contact surface on the basis of the water layer thickness [20, 21]. Referring to
Fig. 17.2 and assuming that the two phases are confined in the two regions Al and
Ag, respectively, for liquid and gas, the velocity of the liquid can be calculated by
the following equation:

slSl

Al

� sgSg

Ag

� siSi

1
Al

þ 1
Ag

� �
þ ql � qg

� �
g sin b ¼ 0; ð17:19Þ

where

sl ¼
1
2

flqljvljvl;

sg ¼
1
2

fgqgjvgjvg;

si ¼
1
2

fiqgjvg � vlj vg � vl

� �
:

ð17:20Þ
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The terms fl, fg, i are, respectively, the friction terms for the liquid-wall, gas-
wall, and gas–liquid interface, while b is the inclination angle of the pipe with
respect to an horizontal line. Once the liquid velocity vl has been calculated, the
new value of the liquid mass in each calculation node can be determined resorting
to an upwind finite difference calculation technique.

17.2.1.3 Urea–Water Solution Injection

Another important aspect that can be considered in 1D models is the injection of
water urea solution. The approach must be very simple but at the same time should
be able to account for the main effects of the injection of liquid droplets. As
anticipated in Sect. 17.2.1.2, the conservation equations for each chemical species
may account for the liquid phase of water. The assumption is arguable, since
droplets exchange momentum with the gas stream and they have also inertia.
However, to model the impact of liquid droplets on the gas-phase heat balance and
the release of urea, it may be acceptable.

Once injected, the number of droplets is fixed and advected with the gas stream.
The injected spray does not exchange, for simplicity sake, momentum with the
exhaust gas; however, since the temperature gradient between the droplet and the
gas is high, the droplet undergoes a heating process until it reaches the saturation
temperature. This phase can be divided into two steps (summarized in Fig. 17.3):

• the droplet is heated until the saturation temperature is reached,
• the water contained in the droplet evaporates until its mass fraction becomes

null. In this process, the evaporation rate depends on the heat made available by
the gas stream.

During the heat up phase the energy balance of the droplet states that its energy
variation is given by the heat transferred to the droplet by convection:

Fig. 17.2 Example of the
distribution of the two phases
in a channel section
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4
3
pR3

pqpcpr

dTp

dt
¼ 4pR2

p

	 

k

Tg � Tp

2rp

NuI; ð17:21Þ

where Rp, Tp, qp e cpr are respectively the diameter, the temperature, the density,
and the specific heat of the droplet. Tg is the gas temperature and k is the thermal
conductivity of the gas. The heat exchanged between the gas and the droplet can
be expressed as:

q ¼ hpAs;p Tg � Tp

� �
; ð17:22Þ

where hp is the convective heat exchange coefficient given by the following
relation:

hp ¼
kNuI

2rp

; ð17:23Þ

and As,p is the surface of the droplet:

As;p ¼ 4pR2
p: ð17:24Þ

The Nusselt number NuI in Eq. (17.23) is described by the following relation
[22, 23]:

NuI ¼ 2:0þ 0:6 Re
1
2 Pr

1
3; ð17:25Þ

where the Reynolds number, Re, is referred to the droplet velocity and diameter.
Properties of viscosity, specific heat capacity, and conductivity are evaluated as
functions of the average temperature defined as follows:

bT ¼ Tg þ 2Tp

3
; ð17:26Þ

Solving the energy balance of the droplet (Eq. 17.21) with respect to the droplet
temperature, the following equation can be obtained:

dTp

dt
¼ 3

2
kNuI

R2
pqpcpr

Tg � Tp

� �
: ð17:27Þ

This approach is supported by the assumption that the number of injected
droplets does not change and that the mean droplet diameter is also transported as

Fig. 17.3 Schematic of the
heat up and evaporation
process of a water urea
solution droplet modeled in
1D
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a property along the gas stream. When water is up to the saturation temperature,
the evaporation process is dominant and the whole heat exchanged between the gas
and the droplets is used to evaporate the liquid. The rate of evaporation is therefore
proportional to the energy made available by the gas through convection:

_mH2O ¼
qvpcprDH2O

Tg�Tp

2Rp
NuII

Dhfg

As;p; ð17:28Þ

where qvp is the density of the liquid vapor, DH2O is the diffusion coefficient of
gaseous water in air, Dhfg is the latent heat of evaporation. The Nusselt coefficient
NuII is defined in a different way, with respect to the NuI, since it accounts for
reduction of the evaporation rate due to the presence of a vapor layer over the
droplet surface:

NuII ¼ 2:0þ 0:6 Re
1
2 Pr

1
3

	 
 ln 1þ Bp

� �
Bp

; ð17:29Þ

where Bp is the Spalding transfer number [24], which is driven by the gradient of
concentration between the saturated vapor and the gas stream.

17.2.2 Thermal and Hydrolytic Decomposition of Urea

In mobile applications, the SCR technique involves the atomization of aqueous
solution of urea in the hot part of the exhaust system upstream the SCR catalyst.
The urea injected undergoes two different chemical processes to produce the
ammonia necessary to sustain the SCR reaction: thermal decomposition and
hydrolysis.

17.2.2.1 Thermal Decomposition of Urea

When a solution of urea is injected into the exhaust system, the first process that
takes place is the evaporation of the water contained in each droplet. After the
water evaporation, the urea is thermolyzed by the surrounding hot gas, producing
gaseous ammonia and isocyanic acid according to the following reaction:

NH2 � CO� NH2ðsÞ ! NH3ðgÞ þ HNCOðgÞ: ð17:30Þ

This mechanism, however, can be considered as a single-step reaction only if
the heating is carried out fast. A slow heating of the urea will produce side
reactions, due to the high reactivity of isocyanic acid, with the production of
undesirable chemical products such as biuret, triuret, and cyanuric acid [25].
Usually, the reaction is supposed to occur without any side effect and is endo-
thermic (+185.5 kJ at standard conditions).
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17.2.2.2 Hydrolysis of Isocyanic Acid

The step following the thermal decomposition of urea is the catalyzed hydrolysis
of the isocyanic acid formed in the previous reaction. The isocyanic acid is
hydrolyzed by the water contained in the gas stream according to the following
reaction:

HNCOðgÞ þ H2OðgÞ ! NH3ðgÞ þ CO2ðgÞ: ð17:31Þ

This reaction completes the process of urea decomposition, transforming the
isocyanic acid into further ammonia delivered to the SCR reactor. The reaction
enthalpy of hydrolysis indicates that the reaction is exothermic, bringing a heat
generation of 95.9 kJ per mole. This aspect is important, since it can be a con-
sistent contribution to the heat request of reaction 17.30, reducing to less than half
the heat required by the thermal decomposition. The global process, therefore, can
be seen as the reaction:

NH2 � CO� NH2ðsÞ þ H2OðgÞ ! 2NH3ðgÞ þ CO2ðgÞ; ð17:32Þ

in which the heat required is 89.6 kJ per mole.

17.2.3 Kinetic Model

The chemical reactions can be modeled by means of the source term _Y of
Eq. (17.6), which expresses the rate of change of the transported chemical species:

_Y ¼

Y :
1

Y :
2

..

.

Y :
NS

2
6664

3
7775 /

dC1

dt
dC2

dt

..

.

dCNS

dt

2
666664

3
777775
: ð17:33Þ

The model for the urea decomposition considers the following reactions:

NH2 � CO� NH2ðsÞ ! NH3ðgÞ þ HNCOðgÞ; ð17:34Þ

HNCOðgÞ þ H2OðgÞ ! NH3ðgÞ þ CO2ðgÞ: ð17:35Þ

The rate of reaction (17.34) can be considered as first order with respect to the
concentration of urea [26]:

r1 ¼ �k1CCO NH2ð Þ2 : ð17:36Þ

The same consideration applies to the calculation of the reaction rate of Eq.
(17.35), which is assumed to be a function of the concentration of water and
isocyanic acid:
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r2 ¼ k2CHNCOCH2O: ð17:37Þ

The rate of change of the species taken into account by the model is therefore
given by the following equations:

dCCO NH2ð Þ2
dt

¼ �k1CCO NH2ð Þ2 ; ð17:38Þ

dCHNCO

dt
¼ k1CCO NH2ð Þ2 � k2CHNCOCH2O: ð17:39Þ

The reaction scheme presented above, according to experimental measurements
available in the literature [26], is characterized by different values of the kinetic
constants ki, depending whether they occur onto a catalyzed bed or not. Focusing
on the urea thermal decomposition process, experiments [26] have shown that
reaction (17.38) is very rapid and is not affected by the presence of a catalyzed bed
of typical SCR systems, whereas the hydrolysis of isocyanic acid occurs only at
high temperature levels. According to this analysis, the values of the kinetic
constants that can be used for the simulation of urea thermal decomposition are:

k1 ¼ 4:9� 103e
�5505

RT ; ð17:40Þ

k2 ¼ 2:5� 105e
�14861

RT ; ð17:41Þ

An example of the application of a 1D model for the simulation of thermal
decomposition of urea can be found in Montenegro and Onorati [2]. Usually, the
solver is optimized just for the gas dynamics and not for the stability of the
reaction mechanism. As a matter of fact, the reaction mechanisms may be quite
stiff and therefore require very small time steps. The problem can be overcome
adopting a smaller time step also for the CFD, however this strategy may be not
convenient when several seconds of real time need to be simulated. Hence, stable
ordinary differential equation (ODE) solvers [22] are adopted in order to handle
the reaction mechanism. In particular, given a time step DtCFD for the gas
dynamics, whose choice for explicit methods is ruled by the CFL criterion [27], the
integration of the chemistry is performed following subcycles of integration to
solve the ODE system per each gas dynamic time step:

dYi

dt
¼ _Yi ¼ xi; ð17:42Þ

where xi expresses the rate of change, due to heterogeneous reactions, of the ith
chemical component:

xi ¼
Y tþDt

i � Y t
i

Dt
: ð17:43Þ

It has been demonstrated that the measurements of Yim could be reproduced
numerically with fairly good agreement using the kinetic constants determined
experimentally on the test rig [2].
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In Figs. 17.4 and 17.5, it is shown a comparison between the measured and
calculated gas composition downstream of a thermal reactor as a function of
temperature at two different space velocities, namely 32,000 and 65,000 h-1. The
feeding gas has been assigned with a fixed composition according to the mea-
surements in [26]: 250 ppm of urea, 5 % O2, 2 % H2O, and 93 % N2. Due to
thermal decomposition, the quantity of ammonia at the reactor outlet increases with
the catalyst temperature. The reaction scheme included in the 1D model has shown
a good reliability, since it is capable of predicting the composition trend at the
thermal reactor outlet at different gas temperature levels. Moreover, the influence of
the space velocity variation can be captured correctly. The presented model can,
therefore, be applied to a 1D model of an engine coupled to the intake and exhaust
systems. The liquid phase injected in the system can be tracked as a scalar quantity
representing the amount of water injected during a time step. Assuming a typical
number of droplets on the basis of modeling experience in the field of liquid sprays,
it is possible to estimate the amount of evaporated water and urea by means of heat
transfer correlations. The advantage of this approach is that the unsteadiness of the
process is fully captured, allowing to account for contributions such as temperature
discontinuities and heat losses on the thermal decomposition of urea. An example
of application on a real engine geometry, comprehensive of the chemistry occurring
also in the catalysts, can highlight the importance of a whole engine simulation. The
test case considered is an heavy duty 4.0 L four cylinder diesel engine running at
full load at 1,000 rpm. Figure 17.6 shows a 1D schematic of that engine where
three different reacting regions have been highlighted, namely the thermolizer, the
hydrolyzer, and the SCR catalyst.

The results presented in Fig. 17.7 show the concentration profile of the main
chemical species considered, along a typical Diesel engine exhaust system, in
which the three reacting regions have been supposed at a fixed temperature of
523 K. In particular, it can be noticed the abatement of the nitrogen oxide only
inside the SCR reactor, with the consequent decrease of ammonia. This conversion
efficiency is low because of the lack of NH3, that is completely exploited in this
reactor. The ammonia, as can be seen, is produced mainly by the thermal
decomposition of urea. In this operating condition the engine presents no ammonia
slip at the tailpipe outlet, but a non-negligible quantity of isocyanic acid and urea
would be discharged in the atmosphere. These results point out that a 1D com-
putational model can be a useful tool to optimize the urea injection strategy, in
order to reduce both the NOx emission and the slip of dangerous substances like
HNCO and ammonia. On balance, the 1D approximation has the main limit of
needing the definition of several tuning factors, such as friction factors, heat
exchange coefficients, and so on. These aspects are mainly related to the
assumption of uniform distribution of thermal and fluid dynamic quantities. A
correct prediction of the heat flux between the gas and the external ambient can be
assessed only with an accurate resolution of the near-wall temperature gradient, as
well as the flow resistance needs to be estimated resolving the near-wall velocity
gradient. All these aspects are modeled in 1D codes resorting to empirical cor-
relation. If we consider SCR systems, flow resistance and heat losses are not the
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only aspects that matter during the design phase. As a matter of fact, the injection
of UWS sprays requires usually the adoption of a mixing device, whose main role
is to provide a distribution of reducing agent as much uniform as possible over the
catalyst inlet section. This requirement is demanded by the one to one molar ratio
between nitrogen oxides and ammonia of the standard SCR reaction. Since the
NOx is uniformly distributed along the surface, its abatement is ensured by an
equivalent distribution of ammonia. The lower is the uniformity of the reducing
agent, the lower will be the catalyst efficiency. A 1D model is not able to capture
the distribution on the flow area of a chemical specie and the mixing process of the
reducing agent with the gas stream cannot be determined, unless further tuning
parameters are introduced. For this reasons a finer optimization of an SCR system
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cannot be performed resorting exclusively to a 1D analysis, but requires the aid of
a deeper investigation of specific aspects, such as the gas-spray interaction and
mixing, which can only be carried out resorting to multidimensional codes.

17.3 Multidimensional Models

17.3.1 Governing Equations

When gradients and field non uniformities along the flow section become guiding
factors of specific phenomena, such as gas mixing and spray evolution, the
modeling of these effects is regarded as fundamental to perform an accurate
prediction. In this scenario, the adoption 3D CFD codes represents the only fea-
sible way to follow. Among all the models available, the most used are based on
the finite volume approach for the discretization of partial derivative equations.
This formulation allows to express the set of equations in a conservative way for
any arbitrary mesh shape, without limiting the choice of the grid typology to be
used. Defining an arbitrary control volume, the integration of the conservation
equation can be generally expressed in the following form:

Fig. 17.6 Schematic of the 4.0 L heavy duty Diesel engine used for the simulation of the
complete SCR system under unsteady flow condition

17 Modeling the Gas Flow Process Inside Exhaust Systems 521



Z

V

o q/ð Þ
ot

dV þ
Z

S

q/U � ndS ¼
Z

S

QS /ð Þ � ndS

Z

V

QV /ð ÞdV ð17:44Þ

where the variable / represents a generic conserved variable and QS and QV are
surface and volume source terms, respectively. Performing the integral operation
and assuming / as the gas density q, Eq. (17.44) leads to the multidimensional
conservation equation of mass:

oq
ot
þr � qUð Þ ¼ _X: ð17:45Þ

This represents the overall mass conservation without referring to the chemical
composition of the gas. The source term of Eq. (17.45) takes into account the mass
exchange between the liquid and the gas phase. Since the liquid phase can be
present into two different forms, droplets coming from the injection of the water
solution and liquid film deposited onto the walls, two distinct terms have been
included in this equation:

_X ¼ _XSpray þ _XWallFilm: ð17:46Þ

The exhaust gas of an internal combustion engine is usually composed by
multiple chemical components (O2, CO2, NOx, and other compounds) each of them
is advected along the gas stream. Despite no diffusion of mass is considered in
Eq. (17.45), a single component may diffuse due to gradients in the composition.
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In particular, gradients in chemical composition are present at interfaces between
liquid and gas and also inside the gas, whenever the concentration of a single
component changes. These are typically originated by the opening of the exhaust
valve at the end of each combustion process. For this reason, additional equations
are solved for every chemical component:

o

ot
qYið Þ þ r � qUYið Þ ¼ �r � qCkrYkð Þ þ _XChemistry

k þ _XSpray
k þ _XWallFilm

k :

ð17:47Þ

This equation accounts for the presence of convection, diffusion, and source
terms due to the occurrence of chemical reactions and to the presence of an
evaporating wall film and liquid spray. The mass diffusion coefficient C is
determined assuming the Fick’s law of binary diffusion of a single component into
a multicomponent mixture. The momentum equation can be derived from
Eq. (17.44) assuming that the quantity / represents a vectorial quantity U:

o

ot
qUð Þ þ r � qUUð Þ ¼ �rpþr � sþ qf þ n: ð17:48Þ

The term s is the viscous stress tensor and can be expressed in a complete form
as:

s ¼ l rUþ rUð ÞT
� �

� 2
3

lrU � I: ð17:49Þ

The other two terms f and n account for body forces, such as gravity, and the
momentum exchange between the gas and the liquid spray, respectively.

The last conservation equation that can be formulated to completely define the
thermo-fluid dynamic state of a fluid is the conservation equation of energy. The
total internal energy is a quantity that well represents the thermodynamic state of
the fluid:

E ¼ U p; T ;xkð Þ þ Ek ¼ U þ 1
2

U � U; ð17:50Þ

With regard to energy conservation equation, we must consider the two types of
fluxes, namely the convective and the diffusive (thermal conductivity of the fluid):

FC ¼ qEU; FD ¼ �krT: ð17:51Þ

The volume source terms are the work of the volume forces fe plus the heat
sources (radiation, reactions or electrical resistance) given by:

QV ¼ qfe � Uþ qH: ð17:52Þ

The surface sources QS are the result of the work done on the fluid by the
internal shear stress acting on the surface of the control volume:

QS ¼ r � U ¼ �pUþ s � U: ð17:53Þ
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Considering all this contributions, the final formulation of the energy conser-
vation equation becomes the following:

oqE

ot
þr � qEUð Þ ¼ r � krTð Þ þ r � r � Uð Þ þ qfe � Uþ qH: ð17:54Þ

17.3.1.1 Modeling the Turbulence

The Navier–Stokes equations do not require assumptions about the particular type
of flow taken into account; however, a comprehensive simulation of a turbulent
flow would require a space and time discretization capable of resolving the Kol-
mogorov microscale and the time characteristic associated with it [28]. This
approach is extremely onerous from the computational point of view, since the

microscale scales with the inverse of Re
3
4 [29, 30]. The direct solution of the

Navier–Stokes equations is therefore not the suitable approach for the majority of
the problems encountered in practice. For this reason, a modeling of the turbulent
phenomena is needed to achieve accurate results and to reduce the computational
cost of simulations. In practice, the quantities can be expressed as a mean value,
plus a fluctuation due to randomness of the process considered. By performing a
suitable averaging process, the Reynolds averaged Navier–Stokes (RANS) equa-
tions can be obtained, in which the average of the fluctuating component gives rise
to additional term in Eqs. (17.47), (17.49), and (17.54):

oq
ot
þr � qUð Þ ¼ _XSpray þ _XWallFilm; ð17:55Þ

o

ot
quð Þ þ r � qUUð Þ ¼ �rpþr � s0 þ qf þ n; ð17:56Þ

oqE

ot
þr � qEUð Þ ¼ r � krTð Þ þ r � s0 � Uð Þ þ qfe � Uþ qH; ð17:57Þ

where

s0 ¼ s lð Þ þ sturb ltð Þ; ð17:58Þ

k0 ¼ k lð Þ þ kturb ltð Þ; ð17:59Þ

C0 ¼ C lð Þ þ Cturb ltð Þ: ð17:60Þ

The additional introduction of turbulent viscosity to the stress tensor in
Eq. (17.60) is called the Reynold’s stress tensor, while in the energy equation the
fluctuating component increases the thermal diffusivity by a turbulent contribution
(kturb). The same correction appears in the conservation equations of chemical
species, where the presence of a diffusion associated to fluctuations is introduced.
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In particular, the conservation equation of the i-th chemical specie becomes the
following:

o

ot
qYkð Þ þ r � qUYið Þ ¼ �r � q Ck þ

lt

Sct

� �
rYk

� �
þ _XChemistry

k þ _XSpray
k þ _XWallFilm

k ;

ð17:61Þ

where Sct is the turbulent Schmidt number defined as:

Sct ¼
lt

qCt

: ð17:62Þ

Determining the value of the turbulent viscosity lt is the main scope of the
turbulence model. In the classical k-e turbulence model, two transport equations
are solved for the turbulent kinetic energy (k) and its dissipation rate (e) to cal-
culate the turbulent viscosity:

lt ¼ qCl
k2

e
; ð17:63Þ

where Cl is a k-e model parameter whose value is typically given as 0.09. The two
transport equations are also characterized by the presence of constants which
depend on the model and on the phenomena taken into account. The main
drawback is that the dissipation rate of kinetic turbulent energy is constant for all
the length scales. This is not very well representative of the reality and requires the
adoption of particular functions to express the turbulence destruction near the
walls, the so-called wall functions. These are used to express the gradient of the
velocity when the mesh resolution is not adequately refined in the proximity of the
walls. An improved formulation of the k-e model (the RNG k-e) adopts an
expression for the source term of e which is function of the strain rate [31]. This
makes the model suitable for low Reynolds calculation and theoretically does not
require the adoption of wall functions. The main drawback of this family of
turbulence models, including also those based on a different formulation of the
dissipation rate, such as the k-x [32], is that turbulence is treated as an isotropic
property of the flow. Flows inside of exhaust systems equipped with turbochargers
and eventual mixers, to encourage the mixing between the injected reducing agent
(ammonia or urea) and the gas stream, are characterized by strong swirl compo-
nents. This highlights that turbulence may be an anisotropic property of the flow,
which can be taken into account only resorting to the transport of the Reynolds
stress tensor (Reynolds Stress Model) [33].

Particular care must be paid to the choice of the differencing scheme used for
the solution of the governing equations. The choice is not univocal, since a trade-
off between accuracy and computational cost exists. A first-order approximation
for the convection term is the most stable approach, however if the target is the
prediction of the mixing efficiency between ammonia and exhaust gas stream, then
the solution will be affected by a significant amount of artificial viscosity, com-
parable to the turbulent one [33]. This issue can be overcome resorting to more
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refined calculation grids, which on the other end may lead to excessively long
calculation time. The alternative is to adopt accurate differencing schemes, based
on linear interpolation, along with TVD smoothing techniques to prevent the
occurrence of spurious oscillations [28–30].

17.3.2 Modeling the UWS Injection

Since in SCR systems the urea/water solution is injected in the gas stream,
additional submodels are needed to simulate the interaction between the liquid
droplets and the exhaust gas. The most straightforward approach used in CFD for
the simulation of spray injection is the Eulerian–Lagrangian method, which allows
for detailed descriptions of individual droplets during their trajectories and their
interaction with the continuous phase [24, 34]. The other possible way of modeling
this aspect is the Eulerian–Eulerian approach. In this framework both the liquid
and the gas phase are modeled with the same strategy, resorting to an Eulerian
approach [35, 36]. The detailed resolution of the interaction between gas and
liquid is much more accurate, however the computational effort is significantly
higher, since it requires to discretize the injector hole and each single droplet,
leading to very refined computational meshes. This main constraint is removed
with the Eulerian–Lagrangian approach, where specific submodels are used to
simulate the interaction between the liquid jet and the surrounding gas. The
droplets injected in the gas are tracked with a Lagrangian approach and their
motion is coupled to continuous phase motion via Newton’s second law.

17.3.2.1 Spray Evolution

The spray droplets are described by stochastic particles which are usually referred
as parcels [37]. Each parcel represents a class of identical, noninteracting droplets,
and they are tracked through the physical space in a Lagrangian manner according
to the mass, momentum, and energy exchange with the gas (Eulerian) phase.
Additional phenomenological models are required to describe the various physical
processes taking place in the subgrid length scales such as atomization, breakup,
evaporation, heat transfer, turbulent dispersion, and collision. Spray atomization
and breakup can be considered as the same process [38], atomization models are
rarely used for simulation of urea/water solutions. Moreover, the low injection
pressure used in injection systems (typically 6–9 bar) suggests that the droplet
breakup occurs mainly due to the aerodynamic interaction between the droplet and
the gas stream. For this reason, the droplet distribution can be imposed according
to a certain random distribution of droplet diameters. A Rosin–Rammler law can
be imposed to represent the distribution of droplet diameters at the injection point,
assuming a known average diameter at the injection pressure typical of these
systems [39]:
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dp ¼ d �ln 1� nð Þ
1
n

h i
; ð17:64Þ

where d is the average diameter, n is a random number and n = 1.21 [39]. The
secondary breakup, which accounts for the aerodynamic interaction between the
liquid and the surrounding gas, can be modeled resorting to the WAVE model
[38]. In this model the wavelength and growth rate leading to breakup are deter-
mined by a linear instability analysis performed on a cylindrical liquid jet of fixed
radius, which penetrates through a circular orifice into a stationary incompressible
gas environment. Liquid breakup can be described by postulating that new droplets
are formed from a parent droplet with a radius proportional to the wavelength of
the fastest growing or the most probable unstable surface wave.

Spray evaporation and heat transfer with the surrounding gas phase must be
considered along with turbulent dispersion and droplet collisions [40].

Another important aspect that must be taken into account is how the spray
interacts with the rigid walls present in the system. This is particularly important in
SCR systems, since they are usually confined in limited space due to compactness
requirements, therefore offering little space for spray penetration. The interaction
between the spray parcels and the liquid film is modeled by the approach proposed
by Stanton et al. [41]. The droplet impingement regimes are determined by the
parameters describing the approaching droplets, the wall surface conditions, and
the gas boundary layer characteristics in the near-wall region. The collision of a
droplet with a liquid surface may result in sticking, spreading, bouncing, and
splashing [42], as summarized in Fig. 17.8. The impingement regimes are iden-
tified by the Weber number We:

We ¼
q V
!

P n!w

	 

d0

r
; ð17:65Þ

where V
!

P is the relative velocity between the droplet and the wall and n!w is
the face normal of the impinging wall. The following transition criteria are used:

– We \ 5: stick
– 5 \ We \ 10: rebound
– 10 \ We \ Wes: spread
– We [ Wes: splash

Wes represents the splashing threshold and is given by [43, 44]:

Wes ¼ 18ð Þ2d0
q
r

	 
1=2 l
q

� �1=4

f 3=4; ð17:66Þ

where q, r, l, d0, and f are the droplet density, surface tension, dynamic viscosity,
diameter at wall incidence, and frequency of droplet impingement on the film. The
impact frequency is calculated in each boundary surface for each time step as:
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f ¼ 1P
i Nd;i


Dt
; ð17:67Þ

where Nd,i is the number of droplets contained in a single parcel and Dt is the time
step. A detailed description of the correlations used for momentum and mass
exchange between the droplets and the liquid film in the rebound and splash
regimes can be found in [34, 43]. The splashing process is modeled by introducing
three new droplets in the mesh for each impinging droplet.

17.3.2.2 Droplet Continuity Equation

The effect of evaporation of the liquid droplet is the only term that appears in the
mass balance of a single liquid droplet. Its variation in time can then be expressed
as:

dmd

dt
¼ _md; ð17:68Þ

where _md is the evaporation rate, calculated as a function of the droplet diameter
D, of the liquid density qv, of the mass diffusion coefficient C, and of the Sherwood
number Sh:

_md ¼ �pDCqvSh ln 1þ Xv;s � Xv;1
1� Xv;s

� �
: ð17:69Þ

The Sherwood number can be evaluated resorting to the formula proposed by
Ranz-Marshall [45]:

Sh ¼ 2þ 0:6 Re1=2Sc1=3: ð17:70Þ

The terms appearing as argument of the logarithm in Eq. (17.69) are the molar
fractions of the species in the gas phase at a sufficiently far distance Xv,? and the
molar fractions at saturation. These terms are also used in a more compact form
and referenced as the Spalding number B:

Stick Rebound

SplashSpread

Fig. 17.8 Impingement
regimes identified in the
spray-wall impingement
model
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B ¼ Xv;s � Xv;1
1� Xv;s

: ð17:71Þ

These correlations are valid only for evaporating droplets; different expressions
must be considered when boiling occurs. In this case, the evaporation rate is
governed by the rate of transfer between the droplet at temperature Td and the gas
at the temperature T needed to realize the phase change:

dmd

dt
¼ � pDktNu

cp;v
ln

cp;v

Ĥv

T � Tdð Þ þ 1

� �
; ð17:72Þ

where the Nusselt number is evaluated according to the following equation:

Nu ¼ 2þ 0:6 Re1=2 Pr1=3: ð17:73Þ

17.3.2.3 Droplet Motion Equation

From the Newton’s law, the motion equation of the droplet can be stated as
follows:

md

dud

dt
¼ F; ð17:74Þ

where ud is the droplet velocity and F is the resultant of the forces acting on it,
namely the drag force and the gravity [39]:

F ¼ � pD2

8
qCD ud � uj j ud � uð Þ þ mdg: ð17:75Þ

Other forces can be considered in order to take into account the lift resulting
from the velocity gradient around the droplet or the virtual mass effect. However,
in SCR simulations they can be neglected, since their contribution is usually from
2 to 3 order of magnitudes lower than the others [39]. A typical expression for the
determination of the drag coefficient CD is:

CD ¼
24

Red

1þ 1
6

Re2=3
d

� �
Red\1000;

0:424 Red [ 1000;

8><
>:

ð17:76Þ

where Red is the Reynolds number of the droplet evaluated on the basis of the
droplet-gas relative velocity:

Red ¼
q ud � uj jD

l
: ð17:77Þ
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Alternative formulations can also take into account the effect of high volumetric
fraction of liquid h, which is a case typical of injections at low pressure [46]:

CD ¼
24

Red

h�2:65 þ 1
6

Re2=3
d h�1:78

� �
Red\1000

0:424 Red [ 1000:

0
B@ ð17:78Þ

Furthermore, due to the interaction with the surrounding gas, the shape of the
droplet can change and consequently also its drag coefficient. This aspect can be
accounted for correcting the drag coefficient, according to what is proposed in
several publications [47, 48] (Fig. 17.9).

17.3.2.4 Droplet Energy Equation

The energy balance of the droplet can be expressed referring to its sensible
enthalpy Hd. The variation of the droplet sensible enthalpy is given by the con-
vective heat exchanged with the surrounding gas and by the heat of evaporation
required during the phase change:

md

dHd

dt
¼ _mdHv Tdð Þ þ pDktNu T � Tdð Þf : ð17:79Þ

The corrective coefficient f takes into account the contemporary occurrence of
heat and mass transfer. The Nusselt number is determined according to
Eq. (17.73). By combining Eqs. (17.68) and (17.79), it is possible to determine the
temperature of the droplet. In this process iterative procedures are usually adopted
to determine unknown quantities, moreover the properties of the saturated vapor
around the droplet are evaluated resorting to the one-third rule (Eq. 17.26).

17.3.2.5 Modeling the Urea/Water Solution

In this analysis, particular care must be paid to the way the urea–water solution is
modeled. Several works have been published on the modeling of UWS injection,
each of them resorting to specific simplifications of the problem [49–53]. The main
source of uncertainty is the lack of characterization of urea–water solutions at
various temperature levels. Additionally, the environment temperature at which
UWS is injected is quite often critical for two reasons: the gas temperature is
higher than the boiling temperature of the UWS droplet; the pipe wall temperature
is higher than the boiling temperature of the droplet. These two conditions make
the modeling of the UWS evaporation the major challenge in the simulation of
SCR systems. By reviewing the literature in the field of UWS injection, it is found
that the state of aggregation of urea is not clear during the evaporation of UWS. As
a matter of fact, it can be varied among solid, molten and gas phases, depending on
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the local thermophysical conditions. In particular, the high gas temperature can be
a source of a strong deviation from the so-called D2-law of the droplet [54].

This is caused by the fact that the concentration of the two components in the
solution changes during the evaporation, leading to possible high concentration of
urea, which may result in formation of solid components. The result is a formation
of a solid crust around the droplet which, due to the boiling of the inner liquid core,
will cause a sudden explosion of the droplet when the inner pressure increases
above a threshold level. Following the trajectory of a single UWS droplet, the
history of the events taking places on its surface or inside its core can be deter-
mined. Considering that the melting point of urea is known to be around 406 K, at
ambient temperature of 373 K only the water fraction evaporates from UWS
droplet. At 423 K urea near droplet surface is expected to melt and thermally
decomposes into ammonia and isocyanic acid. However, experimental observation
reported that a vigorous gas evolution from molten urea commences at 425 K [51,
54]. Solidification can be observed after the complete depletion of liquid com-
ponent from UWS. The deposits produced may be composed only by solidified
urea, because the first urea-derived species, biuret, begins to be generated from the
reaction of isocyanic acid with intact urea at 433 K. It has been demonstrated that
modeling the radial distribution of temperature and urea concentration inside the
droplet is not beneficial in terms of computational effort. Moreover, the compar-
ison with rapid mixing models, in which temperature and concentration are
assumed uniform over the droplet, does not show a significant improvement of
accuracy [51]. When the temperature of the droplet is below the melting point of
urea, the evaporation rate of urea can be modeled resorting to correlations avail-
able in the literature, which basically exploit the vapor pressure of solid urea [55].
Among all the proposed formulations, Bernhard et al. [56] characterized the vapor
pressure extending the range of temperature above urea melting point, preserving a
good matching of the formulation proposed by Krasulin [57]. In Fig. 17.10 it is
shown the typical change of slope due to the initial evaporation of water and then
to the gasification of urea followed by its immediate decomposition. Despite the
different formulation of the vapor pressure, what emerges by the characterization
of the UWS droplet is the low evaporation rate of urea if compared to water. This

Fig. 17.9 Droplet
deformation due to the
interaction with the
surrounding gas
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aspect, combined with the need of having compact mixing devices, results in a
frequent formation of liquid film with a higher concentration of urea than the
injected liquid.

17.3.3 Modeling the Formation of Liquid Film

Once the trajectory of each single droplet is known, it is possible to evaluate its
interaction with the walls included in the calculation domain. The definition of the
impingement regimes presented in the previous section allows to know the net
amount of mass that will form a liquid film over the walls. The interaction between
spray and the wall can be realized defining specific solution fields on the surfaces
where the formation of liquid film is likely to occur. These allow to define scalar
and vectorial fields for the solution of the conservation equations of mass,
momentum end energy [43, 58, 59]. The coupling between spray and wall film
models can be realized resorting to the definition of a finite area field [60], over
which the integration of the differential operations can be performed in a similar
way to the finite volume approach. Within this framework, a schematic repre-
sentation of a thin liquid film on a curved surface can be represented as in
Fig. 17.11, where it is possible to identify a curved wall surface Sw, with its normal
n, a free surface of the liquid film Sfs, a liquid film of thickness h and an assumed
velocity profile v, varying from zero at the wall to the free surface velocity vfs.

In order to derive the governing equations for the liquid film, the following
assumptions regarding the wall film behavior can be made:

• the film is thin enough for the boundary layer approximation to apply, i.e., the
spatial gradients of the dependent variables tangential to the surface are negli-
gible compared to those in the normal direction;
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• film motion is caused by the spatial variation in the tangential direction of the
total pressure pL, shear at the wall and film interface, tangential momentum
sources provided by incoming droplets, and body forces (e.g., gravity
acceleration);

• under boundary layer approximations, local liquid pressure pL within the film
can be taken to be constant across the film depth;

• liquid pressure pL consists of the following components: pressure of the sur-
rounding gas pg; droplet impact pressure pd; capillary (or Laplace) pressure pr;
and hydrostatic pressure ph. Thus, the liquid film is locally subject to the fol-
lowing pressure:

pL ¼ pg þ pd þ pr þ ph: ð17:80Þ

• the tangential momentum lost by the incident droplets provides a source of
tangential momentum to the wall film;

• the mass flux due to incident droplets may be represented by a spatially
smoothly varying function, so that conventional differential operations apply.

Using the above-mentioned modeling assumptions, the general liquid film
governing equations can be derived in the following way:

Z

Sw

oh

ot
dSþ

I

oSw

hm � vdL ¼
Z

Sw

_mS

qL

dSþ
Z

Sw

_mV

qL

dS; ð17:81Þ

where h is the local liquid film height, v is the height average liquid film velocity
tangential to the surface, qSw is the boundary line of the surface Sw, m is the unit
normal vector to the line qSw, which is at the same time tangential to the surface
Sw, qL is the liquid film density, _mS is the mass source surface density, and _mV is
the mass evaporating from the film. Referring to the single face area, the film
continuity equation can be expressed as a function of the film thickness, since the
assumption of incompressible fluid is valid:

oh

ot
þr � hUfð Þ ¼ SM þ SV: ð17:82Þ

n
h

S f s

Sw

Ss

v

v f s

m
Fig. 17.11 Schematic
representation of a thin liquid
film

17 Modeling the Gas Flow Process Inside Exhaust Systems 533



The last term SV accounts for film evaporation under both dynamic and thermal
effects [58]. Since the impinging liquid spray is multicomponent (water and urea in
our case), species tracking must be considered in the film. A set NS-1 of con-
servation equations must be solved, where NS in the number of chemical com-
ponents considered:

ohYf;k

ot
þr � hUfYf;k

� �
¼ SM;k þ SV;k; ð17:83Þ

where Yf,k indicates the mass fraction of the k-th specie. The two terms SM,k and
SV,k, are the amount of the k-th species entering the film due to the spray impact
and leaving the film due to evaporation, respectively. Similarly, the liquid film
momentum equation can be formulated:

ohUf

ot
þr � hUfUfð Þ ¼ � 1

qf

r hpfð Þ þ sg � sw þ hgþ SU; ð17:84Þ

where sfs is the tangential viscous force at the free surface, sw is the tangential
viscous force at the wall, gt is the tangential component of gravity acceleration, rs

pL is the surface gradient of the pressure and Sv is the tangential component of the
momentum source from incoming droplets. In SCR systems the urea–water
solution is usually injected in the gas stream without undergoing a heating process,
so its temperature is close to the ambient one. Because of this, the impinging jet is
heated by the gas stream and then by the contact with the pipe walls or with the
mixer blades. In compact systems, typical of automotive applications, the droplet
heat up before the impact with rigid walls is not enough to get all the liquid
component evaporated. The process is therefore completed after the impact with
the walls and is governed by two phenomena: the heating of the liquid film and the
cooling of pipe walls due to the impingement of a colder liquid. This interaction
can be taken into account solving for the energy balance of the liquid and the
walls. The energy equation of the liquid film is expressed once again as a function
of the sensible enthalpy:

ohHs;f

ot
þr � hufHs;f

� �
¼ jg � jw þ SH; ð17:85Þ

where the source terms are the contribution due to: the heat flux exchanged with
the gas (jg), the heat flux due to conduction between the liquid and the pipe walls
(jw), and the enthalpy associated with the net mass of the droplet entering the
liquid film (SH). The film-gas heat flux terms accounts for the contribution of the
temperature gradient (js) with the addition of the heat flux required by the evap-
oration (SVhv, f):

jg ¼
kt;l

qf

oT

on

����
z¼h

þ SVhv;f ¼ js þ SVhv;f : ð17:86Þ

The conductive heat flux is determined by assuming a parabolic profile of the
temperature within the liquid film [58]:
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jw ¼ 3
kt;l Tf � Twð Þ

qfh
� 1

2
jg: ð17:87Þ

The energy balance of the pipe walls takes into account the conduction heat that
occurs inside the material and is coupled to the liquid film energy balance by
means of the jw term. Once the thermal properties of the walls are known, the
balance can be expressed referring to the temperature of the material:

qwcw

oTw

ot
� kt;wr2Tw ¼

jw=gqf

d
: ð17:88Þ

This variation depends on the thermal capacity of the pipe wall material, and in
general is very limited if only a narrow time interval is modeled. For steady-state
simulation the thermal capacity can be reduced by an arbitrary factor, in order to
speed up the thermal transient. However, if pulsating injection is modeled, this
strategy cannot be adopted and the time interval to model must be large, in order to
observe a significant temperature variation. The coupling with the solid wall
balance can be realized resorting to fluid structure interaction approaches, where
proper algorithms for coupling the solution matrices must be adopted, or resorting
to the definition of a finite area field representing the wall temperature. The heat
flux between the liquid film and the pipe walls is calculated resorting to the heat
conduction theory. In particular, inside SCR systems it may happen that the wall
temperature is much higher than the liquid film temperature (especially when a
liquid spray is approaching a dry surface), resulting in what is called the Le-
idenfrost regime. In this condition, a vapor cushion is formed between the film and
the wall, causing a drop in the heat exchange coefficient. The calculation of the
heat flux must therefore be corrected in order to take into account this particular
phenomenon [61]. However, this correction may not be enough for the prediction
of the liquid film dynamics, since it affects mainly the thermal balance. A cor-
rection of the momentum exchange between the liquid layer and the pipe walls
must be accounted for, in order to reproduce the reduced friction coefficient caused
by the vapor gap.

17.3.4 Discretization of Source Terms and Equations

Referring to the liquid film continuity Eq. (17.82), the source term related to the
arrival of droplets can be determined as:

SM ¼
4pqd

3AqfDt

XNd

i¼1

r3
i ; ð17:89Þ

where the amount of mass considered is given by the net number of droplets
designated to remain in the liquid film. The term SV is related to the evaporation
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rate of each component of the liquid film. It can be expressed in two different ways
on the basis of the flow regime:

• when dynamic effects are prevailing (high flow stream velocity):

SV;k ¼
sg

�� ��
qf u1 � usj j Bk þ 1ð Þ1=Sck�1

	 

; ð17:90Þ

• when thermal effects are prevailing (high gas temperature):

SV;k ¼
js

qfcp T1 � Tsð Þ Bk þ 1ð Þ1=Lek�1
	 


: ð17:91Þ

Once again, the ? subscript indicates the gas condition at far field from the
liquid film, whereas the condition s refers to quantities evaluated at the film surface
using the one-third rule. The specific heat capacity cp is evaluated with the one-
third rule, whereas Le indicates the Lewis number defined as the ratio between the
thermal diffusivity and the molecular diffusivity. This number can be also
expressed as the ratio between Prandtl and Schmidt numbers:

Le ¼ Sc
Pr
: ð17:92Þ

All these equations are valid for evaporating liquid film regimes. When boiling
occurs an additional term, evaluated on the basis of the first principle of ther-
modynamics, needs to be added. The overall evaporation rate can be derived from
the evaporation rate of each single component:

SV ¼
XNf;C

k¼1

SV;k: ð17:93Þ

The source term in the film momentum equation is considered to account for the
interaction between the impinging spray and the pre-existent liquid film. This is
particularly important in SCR systems, since the spray axis is alway angled with
respect to the normal direction of the pipe and mixer walls. For this reason, the
contribution to the film momentum can be decomposed into two components: one
normal to the wall surface and the other one tangential (t), laying on the same plane
of the face representing the wall. The former can be included in the film pressure
equation, since it acts as an increase of pressure due to the canceling of the
momentum in that direction. The latter, instead, is considered in the momentum
equation as follows (SU):

SU ¼
4pqd

3AqfDt

XNd

i¼1

r3
i ui � tð Þt: ð17:94Þ
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Concerning the film energy conservation equation, the contribution of the
sensible heat of the impinging droplet depends on the temperature of the droplet
itself:

SH ¼
4pqd

3AqfDt

XNd

i¼1

r3
i Ĥd;i; ð17:95Þ

where Ĥd;i is the specific sensible enthalpy of the droplet.
From a numerical point of view, it is convenient to write the liquid film gov-

erning equations in a general surface integral form as:

d
dt

R
S

hU dSþ
H
oS

hm � vU dL ¼
R
S

sU dS; ð17:96Þ

where U represents a generic scalar or vectorial quantity and sU is the source term.
This surface transport equation (Eq. 17.96) is discretized using the Finite Area
Method (FAM) on a surface unstructured mesh consisting of arbitrary polygonal
control areas. Figure 17.12 shows a sample polygonal control area SP around the
computational point P located in its centroid, the edge e, the edge length Le, the
edge unit bi-normal vector me, and the centroid N of the neighboring control area
sharing the edge e. The bi-normal me is perpendicular to the edge normal ne and to
the edge vector e. Applying a second-order collocated FAM, Eq. 17.96 can be
discretized on the control area SP (see Fig. 17.12) as follows:

d hPUPSPð Þ
dt

þ
P

e

heme � veLe Ue ¼ ðsUÞPSP; ð17:97Þ

where the subscripts P and e represent the face-center and the edge-center
values. The edge-center value of the dependent variable U is calculated using the
following linear interpolation formula:

Ue ¼ ðTeÞT � exTP � UP þ 1� exð ÞTN � UN½ �: ð17:98Þ

where ex is the interpolation factor, which is calculated as the ratio of the geodetic
distances eN and PeN (Fig. 17.12):

ex ¼
eN

PN
; ð17:99Þ

and TP, TN, and Te are the tensors of transformation from the global Cartesian
coordinate system to the edge-based local coordinate system defined in Fig. 17.13.
Dependent variables in the convection term in Eq. (17.97) can be discretized using
interpolation methods which locally blend linear and upwind interpolation
schemes in order to preserve boundedness. The temporal discretization is per-
formed by using the first-order accurate Euler implicit scheme [28].

Liquid film governing equations are solved using the segregated solution pro-
cedure, where the two equations are separately solved and coupling is recovered
through the iterative procedure.
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17.3.5 Examples of CFD Application

All the submodels presented in the previous subsections have been implemented in
an open source CFD code, OpenFOAM� [62], in order to show the potentialities of
a CFD analysis of the exhaust system equipped with urea injection device. Most
often, the prediction of a CFD calculation may be erroneously considered as the
truth of what is happening at a certain scale level. Unfortunately, this misinter-
pretation may lead to wrong considerations in the case the prediction exactly
matches some experimental results (obtained directly or indirectly), hence one
may assume that it tells the truth, or in the case it does not match exactly the
experimental measurement, hence judging that the model does not capture the
physics correctly. Considerations drawn from the analysis of the calculated results,
must be seen at the light of captured trend instead of exact value matching. In first
place, every model for the simulation of a complex process, such as the injection
of a multicomponent liquid phase into a hot gas stream, is based on simplifications,
otherwise the fully detailed modeling of the phenomena would be much more
expensive than the experimental testing of several prototypes. In second place, the
experimental measure is usually carried out indirectly, hence hiding the effects that
other phenomena may introduce in the overall process. In particular, the quality of
the mixing between the ammonia, generated by the thermal decomposition of the
injected urea, and the gas stream is indirectly measured by the abatement effi-
ciency of the SCR catalyst, because of the 1 to 1 molar ratio between ammonia and
nitrogen oxides. This direct correlation neglects the eventual impact of solid
deposit formation during the operating conditions, or the deposition of liquid
droplets onto the catalyst surface.

Additionally, CFD simulations are carried out considering steady-state simu-
lation of both the UWS injection and mixing devices, imposing steady-state
boundary conditions corresponding to averaged mass flow and temperature values.

P

N

e me

i

nN
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nP

ne

j
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e
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Fig. 17.12 Polygonal control area

538 G. Montenegro and A. Onorati



This is obviously far from what happens inside of an exhaust system, when the IC
engine is mounted on the test bench. The pulsating flow coming from the cylin-
ders, together with discontinuities in the gas composition and temperature, may
affect the global mixing efficiency. For this reason, an important perspective of
simulation can be sought in the usage of time varying boundary conditions or in
the adoption of hybrid models in which 1D and 3D codes are fully integrated [63].
In this section, the applications of a CFD model to simple test cases is presented, in
order to highlight the aspects that can be investigated. In particular, in order to
compare the calculation results with similar calculations performed with a different
CFD tool, the test case modeled by Strom [39], has been analyzed. The case
chosen for the comparison is the one with the highest volumetric flow (100 m/s) at
the highest gas temperature (573 K), in order to easily highlight the behavior of
gas stream and droplets. In Fig. 17.14a, b the droplet diameter and temperature are
displayed, respectively. It is shown that the droplets with the smallest diameter are
easily dragged by the gas stream, as they remain confined in the upper region of
the pipe, whereas the droplets with larger diameter preserve their momentum,
showing a lower deviation from the injection direction. The small droplets,
instead, are characterized by a velocity close to that of the gas stream (Fig. 17.15)
and are heated up more quickly.

The quicker heat up of the smallest droplets leads to an evaporation of the water
fraction of each droplet. This is visible in Fig. 17.16a, b, where the droplets with
the largest diameter show a negligible evaporation of both water and urea. As the
droplet size decreases, the quicker heat up leads to an almost complete evaporation
of the water fraction. Since the droplet temperature is lower than the urea thermal
decomposition threshold, the evaporation of urea is very limited, hence the frac-
tion of urea tends to unity. As previously described, the urea fraction of each single
droplet evaporates with a rate close to the solid urea sublimation. The gaseous urea
is then thermally decomposed with the rate described in Eq. (17.36). The inte-
gration of the chemistry has been performed resorting to an ODE solver based on
the SIBS algorithm [64] according to what has been described in the section
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tN

nP

nN

ne tetP

te

Fig. 17.13 Edge-based local coordinate system
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Fig. 17.14 UWS spray: droplet diameter and temperature distribution

Fig. 17.15 UWS spray: droplet velocity distribution

Fig. 17.16 UWS spray: urea and water molar fraction inside the droplets
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relative to 1D models. In Fig. 17.17, it is displayed the gaseous mass fraction of
ammonia resulting from the thermal decomposition of the evaporated urea. As can
be seen, the ammonia produced is confined in the upper region of the pipe, as a
consequence that only the small droplets are likely to evaporate quickly. This
aspect suggests that at high flow conditions the presence of the mixer is funda-
mental to have a uniform distribution of ammonia at the inlet of the catalyst.

Considering that the test case modeled has a length of 1 meter, it is evident that,
even considering the most favorable condition for complete evaporation, namely
high mass flow rate and gas temperature, the length required for complete evap-
oration is not enough. This consideration indicates that in real engine applications
the space available to complete evaporation is usually not sufficient due to com-
pactness issues. This justifies the adoption of a mixer, placed either upstream or
downstream of the injection point, as a device to increase the turbulence intensity
in the gas stream, so that the droplet-gas mass transfer and the gaseous species
mixing are enhanced. As a secondary effect, the presence of the mixer favors the
wall-droplet interaction, in order to generate smaller droplets when the impact
occurs and to improve the evaporation rate by the formation of a liquid film.
Therefore, in real applications an important role is played by the liquid film layer
formed onto the pipe surface and on the mixer blades. The validation of liquid film
models is very difficult to be performed, since in the literature there are few works
about this topic with a detailed experimental characterization [65]. In particular,
the approach presented has been validated for the case of a single component
liquid spray designed for port fueled spark ignition engines [66]. In this section it
is presented a simple test case which shows the dynamics of the interaction
between the UWS spray and the pipe walls, highlighting the contribution to the
evaporated urea coming from the spray and from the liquid film. To reproduce
realistic operating conditions, the spray injection is directed with a angle of 45 �

with respect to the pipe axis. The operating conditions are summarized in
Table 17.1. In particular, a null mean flow condition was taken into account in
order to facilitate the analysis of the results. After the injection, the UWS spray
reaches the pipe wall opposite to the injection section, where the formation of the
liquid film layer occurs. Assuming this instant as the time 0, Fig. 17.18a, b show
the evolution of the liquid film thickness during the first 15 ms. In particular, the
liquid layer is spread along the pipe axis due to the momentum of the impinging

Fig. 17.17 Ammonia mass fraction in the gas stream
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liquid droplets. The highest film section is reached in the region where the incident
spray impacts on the film.

When the droplet enters the liquid film, it brings a momentum source but also a
contribution to the energy balance of the film itself. In Fig. 17.19a, b it is shown
the temperature of the liquid film at two different times. The coldest region lays in
the point where the cold spray core reaches the wall. The temperature of the spray
remains close to the injection temperature, due to the short space and time
available to realize a significant heat up of the droplet. The peripheral regions of
the liquid film are characterized by a low layer thickness, ending up in a quicker

Table 17.1 Initial conditions
test in the calculations

Injection pressure (bar) 8.52
Injection velocity (m/s) 37.701
Injection temperature (K) 300
Gas temperatures (K) 550
Wall temperature (K) 550
Wall heat specific capacity (J/m3K) 3,532,500
Wall heat conductivity (W/mK) 18
Wall thickness (m) 0.002
Pipe diameter (m) 0.05

Fig. 17.18 Liquid film thickness during the UWS injection: a 0 ms, b 15 ms
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heating due to the heat exchanged with the surrounding gas and the pipe walls. A
narrow spray cone angle (14 deg) has been imposed, in order to have a high impact
frequency, resulting in an impact regime confined within the splash and spread

Fig. 17.19 Liquid film temperature at two different times: a 5 ms, b 20 ms

Fig. 17.20 Visualization of
the temperature level of the
liquid fraction inside the
computational domain after
20 ms: spray and wall film
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regimes. The formation of liquid film is therefore immediate and the average
temperature at which the droplets hit the wall surface is around 320 K, meaning
that there is an increase of temperature of about 20 K (mainly determined by the
small droplets). Figure 17.20 shows the temperature of the liquid fraction in the
calculation domain, namely the spray and the liquid film. The size of the droplets
is not scaled with the diameter, they have all the same size, in order to highlight
the temperature at which the impact occurs. It can be seen that the spray core is the
portion at the lowest temperature, while the particles at higher temperature are
those characterized by a small diameter, as a result either of the injection model or
of the splashing regimes occurring. The wall temperature, assuming for simplicity
sake that the pipe is adiabatic with respect the external environment, shows a
consistent cooling in the region where the liquid jet core hits the wall surface
(Fig. 17.21a, b). Considering the limited time simulated, the effect of wall thermal
conductivity can be neglected, since it is characterized by a higher characteristic
time. The portion of the surface covered by the dragged liquid film remains at a
higher temperature, since the liquid has been heated by the wall during its path
along the pipe and therefore the cooling effect is weaker than in the region where
the impingement occurs. Moreover, in all these observations it has to be consid-
ered that the film is heated also by the surrounding air via convection. The
combination of all the effects results in the determination of the evaporation rate,
which shows that the main contribution to the production of water and urea in
gaseous phase is the evaporation of the liquid film. As shown in Fig. 17.22a, b,
where the thermal decomposition of urea has not been modeled, after 15 ms it is
evident that both gaseous water and urea are produced by the evaporation of the
liquid film, whereas the contribution of the spray is almost negligible, especially
for urea. Additionally, the two figures show how the profile of the two species is
identical with different values of mass fractions, due to the lower evaporation rate
of urea. Referring to a real engine configuration (Fig. 17.23), it appears evident
how limited is the space available to the spray to completely evaporate. Following
the trajectory of the UWS droplets, once again it can be noted that the smallest
droplets are strongly deflected from the direction of the nozzle axis. These droplets
then undergo a heating process, ending their trajectory by hitting the mixer walls.
The large diameter droplets, instead, hit the mixer walls in the lower region due to
the weaker deflection caused by their higher inertia. Figure 17.23 shows also the
difference between the urea produced by the spray and by the liquid film. In
particular, the yellow cloud represents the urea evaporated from the liquid film,
whereas the red one represents the portion coming from the spray. Both the clouds
have been plotted thresholding the two fields with the same minimum value. Once
again, the result indicates that the major contribution to the urea, hence ammonia,
production comes from the liquid film. The small contribution of the spray is
mainly due to the small droplets that are recirculated by the vortexes originated at
the sharp edges of the geometry. These droplets remain trapped in the recirculation
vortex and therefore have enough time to heat up and evaporate.

The final purpose of the UWS injection and its mixing with the gas stream is the
need of having an homogeneous distribution of ammonia at the catalyst inlet. As
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Fig. 17.21 Wall temperature during UWS the injection: a 0 ms, b 15 ms

Fig. 17.22 Evaporated mass fraction of water and urea during the UWS injection
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anticipated, the 1 to 1 molar ratio between ammonia and nitrogen oxide, required
by the standard SCR reaction, implies that regions in the gas stream, where the
concentration of ammonia is low, keep their content of nitrogen oxides. This fact
correlates the catalyst efficiency to the degree of uniformity of the reducing agent,
namely ammonia. This strong link facilitates the optimization of the SCR systems,
since it is enough to estimate how uniform is the distribution of ammonia at the
catalyst inlet to know if the system can operate efficiently or not. The level of
ammonia distribution uniformity can be determined by the CFD analysis, resorting
to different definitions a uniformity index. The most used formulation of the
uniformity index is based on the probing and averaging of the mass fraction of
ammonia along a surface at the inlet of the catalyst [67, 68]:

UI ¼ 1�
P

i YNH3;i � YNH3

�� ��Ai

2
P

i YNH3;iAi

; ð17:100Þ

where YNH3;i indicates the local value of the mass fraction of ammonia at the face
center of a sample surface upstream of the catalyst, while �YNH3 is the average value
of the ammonia mass fraction over the sampling surface. In case of ammonia
equally distributed over the sampling surface, the index would reach the unity,
whereas a peak of ammonia localized in a small portion of the sampling surface
would lead to values close to zero. The calculation of this index must be performed
over a planar surface parallel to the one representing the catalyst inlet, requiring
that the mesh of the domain is oriented accordingly and possibly hexahedral. In
case the mesh contains tetrahedral elements, and consequently does not allow for
the definition of such surface, surface cutting techniques together with field
interpolation must be adopted.

Fig. 17.23 Distinction between urea produced by the evaporation of the spray and by the
evaporation of the liquid film
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