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  Pref ace   

 Understanding the function and organization of billions of neurons and trillions of 
connecting synapses in the human brain is a tremendous challenge requiring coor-
dinated efforts from scientists from many different research areas. This belief has 
motivated both the European Union and the United States to invest billions of dol-
lars in long-term, multidisciplinary projects—the “Human Brain” fl agship project 
and the “Brain Initiative,” respectively—involving hundreds of scientists and tech-
nologists to build a comprehensive picture of the human brain. To achieve this goal, 
new technologies and approaches for interrogating neuronal circuits will be needed, 
as well as innovative approaches to handle an exponentially increasing amount of 
physiological data. 

 Strategies for recording and stimulating neurons in the central and peripheral 
nervous systems have been investigated since the eighteenth century, with Luigi 
Galvani’s fi rst electrophysiology experiments. After more than two centuries, the 
current methodologies and tools allow simultaneous interaction with only a rela-
tively small number of cells. As a result, although it has been possible to elucidate 
the mechanisms and roles of specifi c groups of neurons and areas of the brain, we 
have no available techniques to systematically monitor thousands of functional 
links that each neuron forms with other neurons. Thus, we lack a clear understand-
ing of large-scale integration in the brain. 

 Neuroscientists need new tools that enable recording or stimulation at high 
spatial and temporal resolution and for extended periods of time. Ideally, such 
devices should be able to interface—with high fi delity and low invasiveness—a 
large number of neurons to record, perturb, and control their electrical activity. 
Nanoscience and nanotechnology can play a key role in improving the perfor-
mance of existing tools and in developing new ideas and experimental approaches 
to create detailed maps of the human brain. Indeed, reducing the size of electro-
physiology probes down to the nanoscale minimizes their invasiveness and 
increases their spatial resolution; furthermore, more sophisticated electrical, 
mechanical, and optical functionalities can be merged in miniaturized devices 
thanks to advanced nanofabrication protocols. 
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 This book provides an overview of the different ways in which the “nano-world” 
can be benefi cial for neuroscientists. The volume encompasses the latest develop-
ments in the fi eld of micro- and nanotechnology applied to neuroscience, discussing 
technological approaches applied to both in vitro and in vivo experiments. A variety 
of different nanotechnologies are presented that include nanostructured electrodes 
and their electrical, mechanical, and biochemical properties, active and passive 2D 
and 3D multielectrode arrays (MEAs), nanoscale transistors for subcellular record-
ings, and an overview on methods, tools, and applications in optogenetics. 

 Advances in electrode technology including improvements in the mechanical 
adhesion of cells on electrodes and the realization of novel, minimally invasive 
extracellular and intracellular recording approaches are reported. Electrodes are still 
the most common tools in neuroscience for bidirectional communication with the 
brain because of their simple fabrication, long-term stability, and large bandwidth, 
enabling the registration of action potentials as well as low-frequency fi eld poten-
tials (LFPs). Nanotechnology has dramatically improved their spatial resolution by 
exploiting surface micromachining and technologies derived from CMOS inte-
grated circuits (IC). In addition, three-dimensional shaping, optimized electrode–
electrolyte–neuron interfaces, surface functionalization by means of inorganic (e.g., 
carbon nanotubes) or organic materials, and cell-engulfment strategies for in-cell 
recording and stimulation have signifi cantly increased their signal-to-noise ratio. 

 Arrays of electrodes have also become a key methodology in neuroscience for 
studying the function of neuronal networks and for the development of brain–
machine interfaces (BMIs) and neural prostheses. Advances in semiconductor tech-
nologies and surface- and bulk-micromachining techniques have doubled the 
number of electrodes on the same substrate and the number of neurons that can be 
recorded simultaneously every 7 years. Nanotechnologies and nanostructuring 
capabilities have opened novel perspectives for multielectrode arrays. In fact, elec-
trode arrays have progressed towards massively parallel single-unit recordings, at 
the same time taking advantage of low-power microelectronics to implement on- 
board circuits for conditioning, multiplexing, and wireless transmission of the 
recorded signals. Real-time operation is now reported for novel  active  multielec-
trode arrays based on CMOS technologies composed of several thousand electrodes. 
The impressive fabrication approaches of 2D and 3D MEAs on different substrates 
and their in vitro and in vivo applications developed during the last decades are 
reviewed in this book. 

 At the nanoscale, it is also possible to probe neurons with subcellular resolu-
tion, to follow the propagation of electrical signals in axons and dendrites. Such 
applications have been demonstrated with nanowire-based fi eld effect transistors 
(FETs). The volume reports on 3D-distributed self-organized nano-FETs pro-
duced by bottom- up approaches and on their use in subcellular and high-frequency 
recordings. Substrate-free nanoscale electrical probes that could penetrate into 
living tissues or artifi cial tissue constructs, allowing electrical recording and 
mapping of cellular activities in a 3D microenvironment, are reported. 

Preface
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 Defi ned as one of the breakthroughs of the decade, optogenetics is still at its 
infancy, but its capability for controlling neural activity rapidly and reversibly is 
already revolutionizing behavioral and neurophysiological analysis in animal 
models, both for understanding the function of the healthy brain and in brain dis-
ease. Nanotechnologies are having a major impact in this fast-growing fi eld; 
indeed, novel micro- and nanotools that target light-sensitive proteins in multiple 
single neurons are making possible investigations of causal relationships in neural 
networks. In the last chapter of the book, new optogenetic approaches are dis-
cussed, including new ways in which nano- and microtechnologies can advance 
optogenetic approaches. 

 The book focuses specifi cally on fabrication strategies, to offer a comprehensive 
guide for developing and applying micro- and nanostructured tools for neuroscien-
tifi c applications. It is intended as a reference both for neuroscientists and nanotech-
nologists on the latest developments in neurotechnological tools.  

               Massimo     De     Vittorio   
              John     Assad   
              Luigi     Martiradonna      

Preface
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    Abstract     The capacity of neuronal cells to elicit and propagate action potentials in 
response to electrical stimulation is harnessed in neuro-prosthetic devices to restore 
impaired neuronal activity. Recording and stimulating electrodes are accordingly 
one of the major building blocks of these systems, and extensive investigations were 
directed to build better performing electrodes. The electrochemical properties of the 
electrodes have clearly gained a lot of attention in securing an electrode technology 
suitable for high signal-to-noise recordings as well as low-power and high-effi cacy 
stimulation. In addition to electrochemical considerations, the design of the elec-
trodes has to take into account multitude of other concerns ranging from surface 
chemistry, electrode stability, biocompatibility, mechanical properties, to manufac-
turability. It is now widely accepted that the neuron–electrode interface is considerably 
impacted by physical cues and that the mechanical properties of the electrode have to 
be carefully addressed to achieve optimal performances. Mechanical properties 
affect the manner neurons proliferate, adhere, and possibly operate. In this chapter, 
we will focus on the mechanical properties of the neuron–electrode interface. We 
begin by reviewing neuronal mechanics and its relevance to electrode design and 
performance. In particular, we will address surface properties such as roughness 
and shape as important properties in the realm of neuronal electrodes. The ultimate 
aim and focus of this chapter will be to introduce carbon nanotube electrodes as a 
powerful system for improved mechanical performances and to discuss their unique 
properties.  

    Chapter 1   
 Carbon Nanotubes for Neuron–Electrode 
Interface with Improved Mechanical 
Performance 

             David     Rand     and     Yael     Hanein    

        D.   Rand    •    Y.   Hanein      (*) 
  School of Electrical Engineering, Tel Aviv University ,   Tel Aviv ,  Israel   
 e-mail: YaelHa@tauex.tau.ac.il  
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1.1         Introduction 

 Neurons have unique electrical properties which underlie their capacity to process 
and propagate information. In a healthy functional neural system, the entire neural 
pathway is intact, allowing proper input and output from and to the peripheral 
nervous system. In a diseased or traumatized system however, the information fl ow 
pathway is broken and input may not reach the brain (e.g., vision or hearing loss) or 
may not activate the limbs (as in the case of amyotrophic lateral sclerosis (ALS)). 
Improper neuronal activity in the central nervous system may cause undesired inter-
ference between different brain regions causing severe disabling medical conditions 
(e.g., Parkinson’s disease). Neuronal stimulation and recording with electrodes 
have long been proposed to address such conditions (for comprehensive review see 
Cogan S.F. [ 3 ]) by providing a new input as in the case of cochlear [ 5 ], retinal [ 2 ,  6 ], 
and deep brain stimulation (DBS) [ 1 ] implants, or by activating a machine with 
signals recorded and analyzed from the brain [ 7 ]. Neuronal electrodes are also very 
important for in vitro applications where artifi cial cultured networks can be studied 
over extended duration of weeks, allowing basic investigations [ 8 ], bio-sensing [ 9 ], 
as well as pharmacological studies [ 10 ]. 

 While neurons are recognized foremost for their electrical properties and their 
responsiveness to electrical stimulations, they are in fact very sensitive to the 
mechanics of their environment [ 11 ]. Moreover, mechanical signaling appears to be 
an important factor in the development and maturation of neuronal systems [ 12 ]. 

 What are the implications of these phenomena in determining the neuron–
electrode interface? Several aspects are directly and indirectly impacted. Foremost 
is cellular adhesion, which appears to be affected by surface morphology. Adhesion 
and proliferation of neurons appear to be markedly different on smooth versus 
rough surfaces [ 13 ]. Neuronal adhesion is also associated with morphological and 
other biological responses, effectively affecting the electrical coupling between the 
electrode and the cells [ 4 ]. The cellular response can be strong enough to turn the 
coupling to be ohmic-like, by affecting the manner in which its membrane engulfs 
the electrode surface. A similar effect can be associated with the capacity of cells to 
impale themselves on nano-sized pikes, establishing intracellular interface with 
electrodes [ 14 ]. These effects can also affect the electrical coupling between neurons 
and nano-based electrodes, as was suggested by some recent studies [ 15 ]. Overall, 
neuronal mechanics is critically important in determining the neuron–electrode 
interface, and surfaces with different mechanical properties appear to contribute to 
differences in the neuron–electrodes interface. 

 This general theme motivated many recent studies to explore surface morphology 
as a viable mean to affect the neuron–electrode interface. Several electrode catego-
ries were developed in this regard including porous silicon, dendritic polymer coat-
ings, and, recently, carbon nanotube (CNT)-based electrodes. The latter in particular 
offer electrical conductivity, chemical stability, and mechanical durability, making 
them very attractive as a neuronal interface. In this chapter, we aim to summarize 
the accumulated know-how pertaining to the use of CNT as an improved mechani-
cal interface. To do so, we will fi rst introduce basic concepts in neuromechanics. 

D. Rand and Y. Hanein
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We will then introduce the various properties of CNT surfaces, emphasizing their 
mechanical properties. We will conclude by discussing the CNT potential as a novel 
and improved interface in neuron–electrode technology.  

1.2     Neuronal Mechanics 

 Cell and tissue mechanics is critically important in cell function and organ develop-
ment as multitudes of studies have demonstrated over the past several decades 
[ 16 ,  17 ]. While neuronal mechanics has received relatively limited attention, recent 
investigations have clearly demonstrated the important role of mechanical forces in 
neuronal development and activity [ 11 ,  18 ,  19 ]. These mechanical forces also play 
an important role in neuronal interaction with surfaces and accordingly are relevant 
in the general context of neuron–electrode interactions [ 20 ]. 

 From their very early developmental stages, neurons apply and sense mechanical 
queues. When axons grow, they rapidly extend in length and diameter while also 
developing internal tension [ 12 ]. This tension in turn may be used to apply a force 
on the soma, affecting its position [ 21 ] and various other biological mechanisms. 
Pulling forces applied by neurons are apparent in various conditions, most con-
spicuously when attempting to culture them with predefi ned positions [ 22 ]. 

 The signifi cance of mechanical forces in neuronal development was demon-
strated by several studies using both indirect and direct methods. Primarily, the 
work of Bray and coworkers postulated the existence of such forces and demon-
strated that the morphology of cultured neuronal networks is consistent with a net-
work of balanced pulling axons [ 23 ,  24 ]. Cultured neuronal networks, in particular 
from invertebrate models, appear to exhibit a clear morphology of tensed axons 
with markedly straight processes. At every branching point, it is possible to associ-
ate the measured angles with the axon diameter, where the diameter of the axon is 
assumed to scale linearly with tension. The linear relation is thought to emerge from 
the circumference of the axon with its corresponding layer of interacting actin and myo-
sin molecules, which give rise to the observed force. Bernal and coworkers used a cali-
brated bendable tip to directly measure neurite tension in PC12 cells [ 25 ]. Using this 
approach, it was possible to demonstrate that axons not only have passive viscous–elastic 
properties but that there is an active tension buildup, probably owing to the action of the 
motor protein mentioned above. Similar results were obtained from a related study in 
which axonal mechanics was explored using a microfl uidic device [ 26 ]. 

 While these investigations revealed the existence of a mechanical tension in 
axons, recent studies also explored the possible role of such a tension force in 
shaping the structure and function of neuronal systems [ 27 ]. As we briefl y reviewed 
above, neuronal mechanics affects many cellular processes. Adhesion and prolifera-
tion are two primary ones with particular signifi cance in the realm of neuronal 
electrodes. 

 Owing to the important role of mechanical forces in neuronal development, 
neurons have an incredible capacity to respond to mechanical cues associated with 

1 Carbon Nanotubes for Neuron–Electrode Interface…
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artifi cial surfaces. This capacity is best manifested in the manner neurons proliferate on 
surfaces with different morphologies. Interestingly, surfaces with similar chemistry 
but with different morphology elicit entirely different response. These differences 
can be exploited for the development of culturing substrates for neurons, for the 
design of novel regrowth templates, as well as for the investigation of cellular 
processes [ 19 ]. The sensitivity of    neurons to different surface roughness was dem-
onstrated using a multitude of techniques, including roughened silicon dioxide as 
well as coated carbon nanotubes and various other engineered substrates. 

 The general fi eld of neuron–surface interactions is very broad and was reviewed 
in many publications [ 28 ]. Here we will focus on specifi c issues with direct rele-
vance to neuron–electrode interactions. Two primary issues are of particular interest 
in this regard. The fi rst is the direct interaction between cell processes and surfaces, 
allowing neurons to preferentially and tightly adhere to rough surfaces. Such entan-
glement is very helpful in ensuring intimate contact between the cells and the elec-
trodes, which may be effective at building improved neuron–electrode electric 
coupling and also circumvent glia cell screening of the electrodes by providing 
neuronal processes enough contact area with the electrodes. The second issue con-
cerns with proteins and other extracellular matrix adhesion molecules, securing 
strong anchoring of the tissue to the rough surface. In the next section, we further 
review these issues.  

1.3     Neuronal Adhesion to Rough Surfaces 

 In the previous section, we alluded to two mechanical–neuronal mechanisms which 
ultimately contribute to strong neuronal adhesion to rough surfaces. The fi rst is    the 
capacity of neuronal processes to extend, or be guided, along elongated structures, 
and the second is the capacity of the same processes to apply a tension force, allowing 
them, and the cell soma, to have improved mechanical anchoring. 

 Elongation and tension are apparently two contradicting mechanisms. Yet, careful 
investigations have revealed that the two can coexist in concert: An axon can continu-
ally extend in length owing to buildup of internal pressure through its microtubule 
core. At the same time, the same elongation can cause stress buildup. In addition to a 
passive process of tension buildup due to axonal elongation, active actin–myosin 
interaction can generate internal tension directed towards axonal shortening. Using 
CNT islands as anchor points and locust neurons as a model system, it was recently 
shown how these two processes work together to allow axonal development and 
consolidation (Fig.  1.1 ). When neurites grow, they constantly sprout new segments 
which keep elongating as long as they can secure their adhesion to the surface. 
When this adhesion is overtaken by tension buildup, processes lose their adhesion 
to the surface and quickly consolidate into the parent process.

   An additional effect observed over many systems is the capacity of neurites to 
extend along ridges and to twist and curl, ultimately anchoring themselves and their 
somas to the surface. It is important to keep in mind that the neurites not only extend 
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as they develop but they also build up internal tension, further establishing the 
anchoring. This effect is nicely demonstrated in Fig.  1.2 , showing a fl uorescent 
confocal image of locust frontal ganglion neurons cultured on an artifi cial grid. 
Note that the cell processes not only extend along the grid network but also twist 
and engulf the grid lines. Moreover, the soma, the two major processes are aligned 
in parallel. These mechanical effects, which are easily visualized with the relatively 
large neurons of the locust neurons, are also observed in other types of neurons, 
with some differences associated with the dimensions and the corresponding forces 
and fl exibility.

  Fig. 1.1    Time-lapse images and analysis of locust neurite development and neurite branch prun-
ing in culture. The data demonstrate the role of tension in developing neuronal systems in response 
to neurite attachment to a CNT island (appears as a section of a  dark disk  at the  bottom ). Reproduced 
with permission from [ 21 ] © (2009) Elsevier       

  Fig. 1.2    ( a ) Fluorescent confocal image of a locust neuron cultured on a mesh. Three-dimensional 
rendering clearly demonstrates the tendency of these neurons not only to follow straight paths but 
also to twist and curl providing the cell with mechanically balanced anchoring to the surface. Field 
of view = 460 μm. ( b1  and  b2 ) show a zoom in into the regions marked ( a1 ) and ( a2 ).  Small dashed 
square  indicate holes in the grid. Credit: Anava S, Ayali A, and Hanein Y (unpublished)       
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   The effect demonstrated in Fig.  1.2  can be reproduced on many different 
surfaces, including pillars, holes, and various other mechanical structures, all 
refl ecting the same response to surface mechanics, accompanied by innate capacity 
to curl while ultimately developing and applying tension [ 29 ]. 

 Before the emergence of nanotubes and nanowires as attractive substrates for 
neuronal culturing, great attention was directed towards the investigation of neuro-
nal adhesion and proliferation on engineered surfaces with different adhesion pat-
terns [ 13 ]. The realization that pristine and modifi ed nanotubes and nanowires can 
be used in neuronal engineering has opened up a new front directed towards the 
identifi cation of optimal materials with preferred properties for recording, stimula-
tion, and proliferation of neurons and neuronal tissue [ 27 ,  30 ]. 

 Among the various surfaces and systems that can be used to harness this behavior, 
CNT surfaces are particularly attractive owing to their chemical stability and electrical 
conductivity. The fact that CNTs can be readily integrated into complex devices is an 
additional major advantage [ 31 ]. In the next sections, we will review how neuronal 
response to rough surfaces can be utilized for various applications while using CNT 
surfaces. We will focus our attention at three related topics: cellular adhesion to 
CNT surface, tissue response to the CNT surfaces, and the possible contribution of the 
three-dimensional CNT surface to prevent clogging and retain the benefi cial 
low-impedance properties of the electrodes for long-term applications.  

1.4     Neurons on CNT Surfaces 

 A multitude of recent studies explored how cultured neurons respond to CNT surfaces 
[ 15 ,  32 ]. Special effort was directed to compare neuronal adhesion and neurite 
development on different CNT preparation (i.e., tube length, diameter, surface 
chemistry). Surface chemistry was often considered as a primary parameter, but 
some data from these investigations hint that mechanical factors may also be at play. 
Specifi cally, it was reported in Zhang et al. [ 32 ] that guided neurite growth was 
formed preferably on long vertical MWCNTs compared to short ones. It is possible 
that long nanotubes are fl exible and undergo deformation to accommodate the pro-
liferating neuritis, ultimately affecting the overall response. 

 The mechanical nature of neuron–CNT interaction and its impact on network 
development are best visualized and analyzed when exploring the organization of 
cultured neurons on surfaces with isolated CNT structures (see Fig.  1.3 ). Such an 
investigation was reported fi rst by Gabay et al., who showed how disassociated rat 
cortical neurons that were cultured on quartz substrate with isolated CNT island 
self-organized into engineered networks over several days [ 33 ]. The self- organization 
of the neurons is coupled with preferred adhesion to the CNT surfaces. Neuronal 
processes appear to strongly entangle into the CNT surfaces, stabilizing the networks 
in patterns, which tightly correspond with the CNT island pattern [ 28 ]. Extensive 
soma migration and neurite network consolidation result in replacement of the 
uniform or unorganized clustered organization with exclusive attachment of 
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clusters on the CNT surfaces, with distinctly taut neurite bundle bridges    retaining 
axonal connectivity with neighboring clusters. Additional investigation with locust 
neuronal cultures revealed that the same effect can be also demonstrated in inverte-
brate networks. In such cultures, a single cell can anchor to specifi c locations on a 
CNT island electrode, allowing the formation of networks with one-to-one corre-
spondence between the neuron and the recorded activity from the electrodes [ 34 ]. 
Both in vertebrates and invertebrates, axons appear to be taut corresponding with 
internal buildup tension within the axons or the axonal bundles. It is clear then that 
the morphology of the neuronal culture is dramatically impacted by the CNT struc-
tures. This mechanism is so robust that it can be utilized systematically to pattern 
stable cultured networks [ 28 ,  35 ].

   The origin of what appears to be a preferred adhesion to CNT surfaces is a direct 
result of the mechanical forces: As neurons are cultured on a surface, they continually 
extend processes while establishing anchor contact with the surface. The rougher 
the surface, the more effective is the ability of the cells to form this anchoring. 
In conjunction, cells are continually forming connections with other cells, resulting 
with a constant application of force [ 27 ]. The fate of the cell is now dependent on 
the competition between cell–cell and cell–surface interactions. Ultimately, rough 
surfaces provide the best anchoring, winning over smooth surfaces. The apparent 
organization of neurons with preferential adhesion to CNTs is clearly associated 
with mechanical sensitivity to these rough surfaces which is akin to neuronal 
response to other rough surfaces. 

 The ability of neuronal processes to entangle into a CNT matrix facilitates a very 
strong bond between the neurons and the surface which guarantees both mechanical 
stability and improved electrical coupling. Interestingly axonal diameter plays an 
important role as an entanglement necessitates the right correspondence between 
the CNT diameter and the diameter of the neuronal processes [ 28 ]. Indeed, as 

  Fig. 1.3    A false-colored 
SEM image of fi xed rat 
neuronal cells cultured on 
carbon nanotube islands. The 
carbon nanotube islands were 
grown using the chemical 
vapor deposition method 
directly on quartz support 
(for further details, see [ 21 ]). 
Width of image = 34.5 μm       
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mentioned above, the difference between axonal diameters of rat versus locust 
neurons can explain the difference in the adhesion profi le between CNT and the two 
neuron types. 

 As stated above, CNT–neuron coupling results not only with improved anchor-
ing of the cells to the surface but also improved electrical coupling (for a compre-
hensive review, see [ 30 ]), as it guarantees a closer contact between the neurons and 
the electrode surface. Evidence for this improved electrical coupling was provided 
by experiments with whole mount retinas conducted using CNT-based multielec-
trode arrays. Interestingly, the CNT MEA not only provides excellent signal-to- 
noise ratio recording, but it was also observed that the signal-to-noise ratio improved 
over time, an effect which is not revealed in conventional TiN electrodes. Similar 
investigation was performed focusing on the retinal stimulation thresholds [ 36 ]. 

 Even more tale-telling are recent results obtained by using CNT islands loosely 
grown on SiO 2  substrates. When retinas were kept on these surfaces for 48 h 
(Fig.  1.4 ), it was possible to remove the retina with the CNT islands totally embed-
ded in the retina. Apparently, the retina is capable to engulf the CNTs in such a way 
that it can faithfully remove it from the support surface. Despite having CNT islands 
embedded in the retina, the retina seems to be perfectly healthy, demonstrating nor-
mal electrical activity in MEA recordings [ 37 ].

   These results demonstrate that a neuronal tissue, such as a retina, appears to 
adhere exceptionally well to CNT surfaces. Here the effect can be mediated by cel-
lular as well as molecular processes which facilitate the adhesion of the tissue to the 
CNT surface, making the CNTs act effectively as a Velcro fi lm. 

 Three-dimensional electrodes are clearly very attractive for neuronal stimulation 
and recording applications. The enlarged surface area reduces the electrode imped-
ance, allowing reduced noise as well as lower stimulation thresholds for neuronal 
activation [ 22 ]. Several different schemes have been developed to achieve roughness 
while also maintaining the mechanical integrity of the electrodes. Extremely rough 

  Fig. 1.4    Transverse mouse retinal sections through CNT islands at increasing incubation times. 
With time, CNTs become more intimately coupled to the retina. Adapted with permission from 
[ 37 ] © (2012) The Author(s)       
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TiN is an excellent non-Faradaic electrode material often used both for recording 
and stimulation [ 38 ]. Optimized sputtering approach has been developed to yield a 
TiN electrode coating with preferred performances. Platinum black is another 
example for a commonly used porous material achieved using rapid electroplating 
coupled with prolonged sonication to establish both roughness and mechanical 
stability [ 22 ]. Electroplating has been used to deposit other materials such as IrO 
with improved performances. Despite the great performances of rough surfaces in 
saline characterization as well as in short-term investigations, the low impedance of 
the electrodes, associated with the high porosity, appears to quickly deteriorate 
under long-term in vivo investigations. It is likely that protein clogging in the pores 
and overall electrode engulfi ng by glia cells (e.g., gliosis) render the total imped-
ance of the electrode to be signifi cantly below the values obtained through surface 
enhancement. 

 Carbon nanotube electrodes offer a dramatic improvement in the electrical per-
formances of the electrodes, when studied in vitro or ex vivo. Owing to the special 
manner by which neuronal cells interface with CNT (i.e., process entanglement), 
these surfaces may be benefi cial for long-term applications. This issue however will 
have to be studied further to validate the true potential of CNT electrodes in this 
regard.  

1.5     Summary 

 Cells appear to have the capacity to distinguish between surfaces of different 
mechanical properties and respond to these surface cues by modifying their prolif-
eration, adhesion, and overall activity [ 39 ]. Specifi cally, neurons are sensitive to 
different surfaces and are known to preferentially adhere to rough surfaces. The 
origin of this effect appears to be associated with the manner by which neurites 
develop preferentially along ridges and grooves. Neuronal fasciculation, the collec-
tion of axons into a bundle, is readily apparent in many in vivo and in vitro scenar-
ios. The most obvious    in vivo examples, the optic and auditory nerves in which 
axonal navigation along a preexisting path, is an important developmental tool 
allowing guided growth of these systems. Many in vitro studies have shown how 
axons can be guided along certain directions using mechanical objects such as pillar 
arrays and ridges. Both in the in vivo and the in vitro cases, neurites will not con-
tinue with a predestined path but will ultimately deviate from it. By forming such 
twists and turns, a neuron can arbor itself very securely to a patterned substrate. 
It appears that rough surfaces generally provide neurons with optimal conditions for 
extensive elongation and anchoring. 

 Surface roughening can be achieved using various techniques with different 
materials. CNTs offer a unique combination of an extremely rough surface coupled 
with chemical and mechanical durability as well as bio-inertness and excellent 
electrochemical properties. All these considerations place CNT as a superior 
interface for neuronal applications. 
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 To conclude, in this chapter, we reviewed various topics underlying the mechanical 
neuron–electrode interface and demonstrated that mechanical factors are ubiquitous 
and important. They may affect how the cells and the tissue form at the interface, 
possibly affecting short- and long-term properties such as adhesion, electrical 
coupling, and overall biological response. In vitro examinations have already 
revealed the many benefi ts of CNT surfaces [ 40 ,  41 ]. Some recent studies have 
begun exploring the long-term in vivo manifestations of these effects [ 42 ]. Further 
in vivo investigations are needed to validate the capacity of CNT electrode to form 
an improved electrical as well as mechanical interface.     
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2.1            Introduction 

 This chapter is devoted to the development and application of nanoscale fi eld-effect 
transistors (FETs) for neural and cardiac activity recording. Compared to optical 
methods, the electrical recording of action potentials has high signal-to-noise ratio 
(SNR) and temporal resolution. But the need for electrodes limits its spatial resolu-
tion and also poses perturbation on the biological system under investigation. 
One way to overcome these problems is to develop electrical recording devices with 
nanometer size and high-density scaling-up ability. Microfabricated metal elec-
trodes can be readily patterned into arrays, but it is hard to decrease the size of these 
electrodes to nanometer scale because of the necessity to ensure a reasonable imped-
ance value at the electrode/electrolyte interface for suffi cient SNR. Field-effect 
transistors (FETs), on the other side, can sense the potential of the solution indepen-
dently on the device/electrolyte interface impedance and hence allow for the minia-
turization of the probes to nanometer scale, which is important for minimally 
invasive, high spatial resolution electrical recording and mapping of neuronal activ-
ities, as will be discussed in this chapter. 

 In a standard FET, the conductance of the semiconductor channel between the 
source ( S ) and ( D ) drain electrodes is modulated by a third gate ( G ) electrode capaci-
tively coupled through a thin dielectric layer to the semiconductor. In the case of a 
p-type semiconductor, applying a positive gate voltage depletes majority of charge 
carriers (positive holes) and reduces the conductance, whereas applying a negative 
gate voltage leads to an accumulation of carriers and a corresponding increase in con-
ductance (Fig.  2.1 ) [ 1 ,  2 ]. If the FET is immersed into an electrolyte solution, the 
solution can act as analog of metallic gate electrode in the conventional FET 
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confi guration and thus is termed a water gate. The dependence of the conductance on 
gate voltage makes FETs natural candidates for electrically based voltage sensing.

   There are various ways to make the nanoscale FETs (nanoFETs) to fulfi ll the 
purpose of voltage sensing and action potential recording with minimal invasiveness 
and high spatial resolution. In this chapter, we choose to mainly talk about the 
nanoFETs which use freestanding, one-dimensional (1D) semiconducting nanoma-
terials, such as silicon nanowires (SiNWs), as the active channels of the FETs. 
Compared to their planar counterparts, the 1D nanoscale morphology of nanowires 
leads to depletion or accumulation of carriers through the entire cross section of the 
device from the potential change on the surface of a nanowire versus only a shallow 
region near the surface of a planar device. This leads to higher sensitivity for voltage 
sensing by using nanowire FETs [ 3 ]. Furthermore, the bottom-up paradigm used to 
fabricate nanowire FETs allows nanoscale FETs to be fabricated on nearly any type 
of surface, including those that are typically not compatible with standard CMOS 
processing, such as fl exible plastic substrates. And it also enables the fabrication of 
fl exible, three-dimensional (3D) freestanding devices, which can be utilized as the 
macroporous scaffold for synthetic tissue constructs and used for neuronal and 
cardiac activity monitoring throughout the 3D cellular networks inside the con-
structs, capabilities that are hard to achieve with conventional probes or even 
recently developed fl exible electronics. Finally, the structure, morphology, physical 
properties, and corresponding functions of semiconducting nanowires can be read-
ily controlled by encoded synthesis, which makes them ideally suited for hierarchical 
design of various extracellular and intracellular probes, as will be talked about later 
in this chapter. 

 In the next section, we will briefl y go over some basics related to nanowire FET, 
including the general method for nanowires preparation and nanowire FETs fabrica-
tion. Then we will discuss the development and application of novel SiNW FET 
devices as high spatial resolution and minimally invasive extra- and intracellular 
action potential recording probes. Lastly, we will talk about the recent progress 
of developing 3D macroporous, freestanding nanoFETs for 3D electrical interfac-
ing with living biological systems, such as synthetic neural and cardiac tissue 
constructs.  

  Fig. 2.1    FET voltage sensors.  S , source;  D , drain; and  G , gate electrodes;  V   G  , gate voltage. 
Reproduced with permission from [ 2 ], © (2006) American Chemical Society       
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2.2     Nanowires and Nanowire FETs 

 Semiconductor nanowires exhibit a conductivity change in response to variations in 
the electric fi eld or potential at their surface, which can be confi gured as FET 
channels and used for potential sensing. SiNWs are one of the best characterized 
examples of semiconducting nanowires which can be prepared as single crystal 
structures with diameters as small as 2–3 nm [ 4 ]. They can be prepared as p- or 
n-type materials and confi gured as FETs that exhibit electrical performance charac-
teristics comparable to or better than those achieved in the microelectronics industry 
for planar silicon devices. Semiconductor nanowires are generally synthesized by 
employing metal nanoclusters as catalysts via a vapor–liquid–solid (VLS) process 
[ 5 ,  6 ]. In this process, the metal nanoclusters are heated above the eutectic tempera-
ture for the metal–semiconductor system of choice in the presence of a vapor-phase 
source of the semiconductor, resulting in a liquid droplet of the metal/semiconductor 
alloy. The continued feeding of the semiconductor reactant into the liquid droplet 
supersaturates the eutectic, leading to nucleation of the solid semiconductor. 
The solid–liquid interface acts as a sink causing the continued semiconductor incor-
poration into the lattice and, thereby, the growth of the nanowire with the alloy 
droplet riding on the top [ 6 ] (Fig.  2.2 ).

   The gaseous semiconductor reactants can be generated through decomposition 
of precursors in a chemical vapor deposition (CVD) process. In CVD-VLS growth, 
the metal nanocluster serves as a catalyst at which site the gaseous precursor decom-
poses, providing the gaseous semiconductor reactants. In the case of SiNWs growth 

  Fig. 2.2    Schematic of VLS 
growth of SiNWs. ( a ) A 
liquid alloy droplet AuSi is 
fi rst formed above the 
eutectic temperature (363 °C) 
of Au and Si. The continued 
feeding of Si in the vapor 
phase into the liquid alloy 
causes oversaturation of the 
liquid alloy, resulting in 
nucleation and directional 
nanowire growth. ( b ) Binary 
phase diagram for Au and Si 
illustrating the 
thermodynamics of VLS 
growth. Reproduced with 
permission from [ 6 ], © 
(2006) IOP Publishing       
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(Fig.  2.2 ), silane (SiH 4 ) and Au nanoparticles are normally used as the precursor and 
catalysts, respectively [ 6 ]. The diameter of the nanowire is determined by that of the 
starting nanocluster in CVD-VLS growth, and nanoclusters with diameters down to 
a few nanometers are now commercially available. The crystallographic orientation 
of the nanowires during VLS growth is chosen to minimize the total free energy, as 
the process is thermodynamically driven. In reality, it is determined by the diameter 
and growth condition such as temperature and pressure. 

 The VLS process offers one key advantage compared with other approaches such 
as vapor–solid growth or solution-based liquid–solid growth, in that the heterostruc-
tures can be achieved at the individual device level in a controlled fashion. Axial 
heterostructures, in which sections of different materials or same materials with 
different dopant level of the same diameter are grown along the nanowire axis, can 
be readily realized by switching the reactant during the growth [ 7 ]. By doing VLS 
fi rst and then vapor–solid growth which homogeneously deposits a conformal shell 
on the preformed nanowire surface versus reactant addition at the nanoparticle cata-
lyst, radial heterostructures with core/shell and core/multi-shell can form along the 
radial direction [ 8 ]. 3D hierarchical branched nanowire structures with same or 
different materials for backbones and branches can be realized by multistep VLS 
growth [ 9 ]. In addition, the morphology of nanowires can also be controlled by 
adding disturbance during VLS growth to obtain, for example, the kinked nanowires 
[ 10 ]. These added controls over morphology, composition, and structure can play a 
critical role in creating novel nanoscale FET devices for extra- and intracellular 
action potential recording. 

 To make nanowire FET devices, the nanowires can be randomly dispersed from 
solution by drop casting or assembled by using contact printing onto substrates such 
as SiO 2 /Si wafers.  S  and  D  metal electrodes are then defi ned on nanowires by using 
photolithography or electron-beam lithography. To get nanowire FETs with good 
electrical performance, the metal used as  S  and  D  needs to match the work function 
of the semiconducting materials, same as in the conventional planar devices. 
Besides, for the application of action potential recording, other considerations, such 
as the metal corrosion in electrolyte and biocompatibility issue, need to be taken as 
well. For SiNWs, palladium (Pd) with thin layer of titanium (Ti) as adhesion has 
been shown as a good candidate for  S  and  D  electrodes. Lastly, passivation on 
the metal connection lines using insulating layers such as SiN  x   or SU-8 is needed 
for the nanowire FET potential sensing. In this chapter, the diameter of SiNWs used 
in action potential recording probes is normally in the range of 10–100 nm, and the 
channel length of the nanowire FETs, which is the nanowire length between the 
 S  and  D  electrodes, is in the range of 50–2,000 nm. Figure  2.3a  shows the scanning 
electron microscope (SEM) image of a typical SiNW FET. An example of conduc-
tance versus water-gate voltage traces for three representative p-type SiNW FETs 
is shown in Fig.  2.3b , where all three FETs exhibit a conductance decrease in 
response to the increase of the solution potential [ 3 ]. For voltage sensing with 
FETs, the recorded voltage values are normally calibrated from the conductance 
change and sensitivity of the FETs, and the sensitivity can be modulated by changing 
the water- gate offset.
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2.3        Extracellular Recording with Nanoscale FETs 

 The potential change outside of excited cells associated with the transmembrane 
change can be recorded to monitor the electric activity of the cells. Compared to the 
intracellular electrical recording, which normally places the probes inside the cells, 
extracellular recording is much less invasive and provides ready access to simulta-
neous multisite recording. To date, the most widely used technique for extracellular 
recording of neuronal activities is the multielectrode arrays (MEAs) [ 11 ]. The size 
of the metal electrodes used in MEAs is normally in the range of 5–100 μm. 
This size ensures a reasonable impedance value at the electrode/electrolyte inter-
face and gives suffi cient SNR for action potential detection. With the use of FETs, 
the size of the extracellular recording devices can be decreased to the nanometer 
scale. This increase in spatial resolution will allow for the recording from small size 
critical subcellular structures, such as axons and dendrites of neurons, which is hard 
to achieve with MEAs. In MEA recording, the large size of metal electrodes 
also makes cell-to-electrode registration challenging because the measured signals 
for a given electrode typically are due to contributions from several nearby cells. 
As a result, identifi cation of specifi c cellular signals generally requires complicated 
post- processing such as the spike sorting. With much smaller size, the nanoscale 
FET recording devices enable easy and accurate cell-to-electrode registry by 
decreasing the probability of coupling to multiple cells. Besides, higher-density 
arrays can be made from nanoscale FETs, which can increase the spatial resolution 
in neural activity mapping. 

  Fig. 2.3    SiNW FET voltage sensors: ( a ) SEM image of a SiNW FET. Here the  S  and  D  electrodes 
are made of palladium with titanium as adhesion layer. Scale bar is 100 nm. ( b ) Conductance 
versus water-gate voltage traces for three representative p-type SiNW FET devices.  Inset : scheme 
representing experimental setup, ( red ) nanowire, ( yellow / navy ) passivated contact electrodes, 
( blue ) electrolyte solution, and ( green ) Ag/AgCl reference/gate electrode [ 3 ]       
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2.3.1     Extracellular Recording from Cultured Cells 

 The cellular and subcellular interfaces between FETs and living excitable cells can 
be realized by either directly culturing cells on top of the FET devices or culturing 
cells on a separate elastic substrate, such as polydimethylsiloxane (PDMS) sheet, 
and then manually bringing the cell sheet and devices chip together for extracellular 
recording. For direct culturing, surface patterning of polylysine can be used to guide 
the growth of neuron cells, including the cell body and neurites, to ensure a high 
yield of neuron/FET junctions and hence an effi cient interfacing. With this method, 
SiNW FETs have successfully recorded extracellular action potential signals from 
neuron axons and dendrites, where the signal was in good temporal correlation with 
the intracellular action potentials recorded by a glass micropipette (Fig.  2.4a, b ). 
This direct correlation indicates that the depolarization of cell membrane during 
action potential fi ring results in negative charging of the extracellular space around 

  Fig. 2.4    Extracellular action potential recording from cultured neurons. ( a )  Left : optical image of 
a cortical neuron aligned across a SiNW FET; scale bar is 10 μm.  Right : high-resolution image of 
the region where axon ( red arrow ) crosses a SiNW ( yellow arrow ). ( b )  Red trace : intracellular 
potential of a cortex neuron (after 6 days in culture) recorded by glass micropipette during stimula-
tion;  black trace : time-correlated signal from axon measured using a p-type SiNW FET. ( c ) Optical 
image of a cortical neuron interfaced to three of the four functional SiNW FETs in an array; scale 
bar is 20 μm. ( d ) Trace of intracellular current stimulation by a glass micropipette in the soma and 
the resulting electrical responses from the four SiNW FETs in ( c ). NW1 ~ NW4 means silicon 
nanowire 1–4 used in the four FETs [ 12 ]       
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the nanowire, which is consistent with the fact that the membrane expresses a 
relatively high density of Na +  ion channel. Multiplexed recording from different 
dendrites and axon of a single neuron was also realized by using high-density SiNW 
FETs array (Fig.  2.4c, d ), which highlighted the advantage of higher spatial preci-
sion and resolution for the nanoscale-size SiNW FET probes. For the recording 
with SiNW FETs, the active junction area for nanowire/axon interfaces was 
0.01–0.02 μm 2 , which is at least two orders of magnitude smaller than microfabri-
cated metal electrodes and previous planar FETs [ 12 ].

   The second method of interfacing nanoFETs with living cells allows for separate 
design and optimization of the nanoFETs array and cell culture such that the two key 
components are brought together under precise manipulation only during the fi nal 
measurement phase. Compared to direct culture, this approach enables people to iden-
tify, register to and record from specifi c cellular and subcellular regions with respect 
to nanoFET devices, and carry out multiplexed recording from well-defi ned multicel-
lular confi gurations with overall subcellular resolution [ 3 ]. In addition, with this 
approach, the amplitude and SNR of the recorded signals can be tuned by manually 
adjusting the coupling strength between the cells and nanoFETs. As shown in Fig.  2.5 , 
embryonic chicken cardiomyocytes were cultured on 100–500 μm thick, optically 
transparent and fl exible PDMS pieces to form cell monolayers. By bringing the 

  Fig. 2.5    Building interface between SiNW FETs and spontaneously fi ring cardiomyocytes. ( a ) 
Schematic illustration of manipulating the PDMS/cell substrate to make the interface with an 
NWFET device. NW means nanowire, same as below. ( b ) Distinct patch of beating cells ( red 
dashed oval ) over a SiNW device ( yellow arrow ). Scale bar is 20 μm. ( c ) A representative trace 
recorded by a SiNW FET from a spontaneously fi ring cardiomyocyte at displacement value close 
to cell failure. ( d ) High-resolution comparison of single spikes recorded with increasing displace-
ment values (from  purple  to  red ) [ 13 ]       
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cells closer to the SiNW FET devices, the amplitude of recorded extracellular action 
potential spikes can reach a value of 10.5 mV from ~1 mV and a maximum SNR of 
25 before making irreversible changes and cessation of the spontaneous cell beating 
[ 13 ]. It should be noted that within this range of PDMS/cell displacement value, 
the spike amplitude changes are reversible, and the SiNW FET/cell interface is stable 
for different displacements of the cells toward the devices. The enhanced signal 
amplitudes can be attributed to a decrease in the gap between the cell membrane and 
SiNW FET devices, although further studies will be needed to quantify such junction 
changes.

   This new interfacing strategy can also be used for multiplexing measurements, 
as different devices can all form tight junctions with the cells and hence simultane-
ously give signals with high SNR. The time shift between devices derived from the 
cross-correlation analysis of data traces recorded in this manner provides informa-
tion about the action potential propagation direction and speed. The fl exibility of 
interfacing with specifi c cellular areas for high-density multiplexed recording using 
SiNW FETs represents a powerful platform to study the effects of cell monolayer 
inhomogeneity on action potential propagation, enabling both intra- and intercellular 
propagation to be characterized in details for well-defi ned cellular structures. 

 The small size of nanoFETs allows for more localized and higher spatial preci-
sion recording than achievable with other larger size detectors, as refl ected by the 
different signal shapes. As shown in Fig.  2.6 , in the extracellular recording from 
spontaneously fi ring chicken cardiomyocytes, the signal recorded by the a SiNW 
FET with ~30 nm diameter and ~2.3 μm channel length has a peak-to-peak width of 
760 ± 40 μs. This value is smaller than 1,310 ± 40 μs obtained from a graphene FET 
(Gra-FET) which uses graphene of 20.8 μm × 9.8 μm large as the active channel for 
FET (the Gra-FETs were fabricated side by side on the same chip with the SiNW 
FETs) [ 14 ]. This result indicates that the signals recorded with the large Gra-FET 
(Gra1-FET in Fig.  2.6 ) do not represent a localized detection but rather an average 
of the extracellular potential from different parts of the beating cell or even from 
different cells, which caused the broadening of the peak. However, the signal 
recorded by another Gra-FET (Gra2-FET in Fig.  2.6 ) with active channel of 
2.4 μm × 3.4 μm, which is 16 μm away from the SiNW FET, gives peak-to-peak 
width of similar value, 730 ± 40 μs, although the SiNW FET has ~100× smaller active 
detection area [ 14 ]. This can be explained by the micrometer-scale channel length of 
the SiNW FET detector. Although the detection can be localized in nanometer scale 
in the radial direction, there will still be average from the micrometer long axial 
detection, which leads to the broadened peaks detected by the SiNW FET compared 
to the intrinsic values expected for sodium ion channels.

   To make real “point-like” nanoscale detectors, the active channel length needed 
to be shrunk down to the size comparable to the nanowire diameter. One way of 
making this short-channel nanowire FET is to put the source and drain electrode 
close to nanoscale distance. However, these metal electrodes will physically limit 
cell access and also electrostatically screen the active nanowire channel, making it 
less sensitive to the potential change of the solution around it [ 15 ]. With VLS grown 
nanowires, the “point-like” ultrasmall detector can be realized in a unique way of 
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dopant modulation along axial direction. By changing the dopant ratio in the feeding 
sources during nanowire growth, short length of lightly doped nanowire segment 
with two heavily doped nanowire segments connected to its two ends can be synthe-
sized. This short lightly doped nanowire segment will be the FET active channel and 
two heavily doped arms function as nanoscale  S / D  electrode arms. Metal intercon-
nects are then placed on these two arms, thus ensuring an intimate contact between 
the cells and detectors. 

  Fig. 2.6    Extracellular action potential recording from FET probes with different size of active 
channels. ( a ) Schematic illustrating the chip design incorporating graphene and SiNW FET 
devices. ( b ) Optical microscope image of PDMS/cells interfaced with large fl ake graphene FET. 
Scale bar is 30 μm. ( c ) Optical microscope image of PDMS/cells interfaced with smaller fl ake 
graphene FET and SiNW FET. Scale bar is 13.6 μm. Graphene fl ake outline is marked by  white 
dashed line , measured graphene device is marked by  red arrow , and measured SiNW device is 
marked by  blue arrow . ( d ) Recorded averaged peak ( red ) and raw data ( gray traces ) for the Gra1- 
FET and cell in ( b ). ( e ) Thirteen raw signal peaks ( gray traces ) from the Gra2-FET ( upper  data) 
and SiNW FET ( lower  data) devices marked by  red  and  blue arrows , respectively, in ( c ). The aver-
age of the peaks was plotted in  red  and  blue , respectively. Reproduced with permission from [ 14 ] 
© (2010) American Chemical Society       
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 Except for VLS mode, nanowire growth can also use a vapor–solid–solid (VSS) 
mechanism; in this case, the growth temperature is below the eutectic temperature, 
and instead of liquid metal–semiconductor alloy droplets, a solid alloy forms and 
acts as the nanowire growth interface [ 17 ]. In VSS growth, the nanowire growth rate 
is at least 10–100 times lower than for VLS growth. By switching to VSS for the 
lightly doped nanowire segment (while maintaining VLS for the most part of the 
heavily doped nanowire arms growth to keep a reasonable growth time in total, 
Fig.  2.7a ), short-channel nanowire devices can be realized in a way which enables 
control of the lightly doped nanowire channel segment on a 10 nm scale and abrupt 
lightly heavily doped nanowire junctions. SEM imaging of selectively etched lightly 
doped nanowire segments (Fig.  2.7b ) showed that nanowires with channel lengths 
of 150, 80, and 50 nm could be synthesized using this approach [ 16 ].

   Extracellular recording from spontaneously fi ring cardiomyocytes using SiNW 
FETs confi gured from these new short-channel SiNWs (Fig.  2.7c ) yielded action 
potential signals with peak-to-peak widths of 520 ± 40, 450 ± 80, and 540 ± 50 μs for 
the 150, 80, and 50 nm devices, respectively [ 16 ]. These widths are smaller than the 
peak-to-peak widths of 750–850 μs recorded with the conventional nanowire with 
micrometer-scale active channels discussed above, which indicates the advantage of 
the recording with “point-like” detectors to avoid extrinsic temporal broadening. 
Interestingly, the time scale reported for Na +  channel conduction is about 500 μs 
[ 18 ], which is consistent with the peak widths measured from the short-channel 
SiNW FETs here. This suggests that these short-channel SiNW FET devices may be 
able to study ion channel on the length and time scale of single ion channel events 
in the future.  

  Fig. 2.7    Extracellular action potential recording with short-channel SiNW FETs. ( a ) Illustration 
of Au-nanocluster-catalyzed nanowire growth with well-controlled axial dopant profi le introduced 
during VSS growth. ( b ) Short-channel n ++ /i/n ++  SiNWs with channel lengths of 150, 80, and 50 nm, 
respectively. Scale bars are 150 nm. The Au nanoclusters were ∼80 nm in diameter, and nanowires 
were selectively etched to reveal the active channel. ( c ) Summary of the peak-to-peak widths for 
the 150, 80, and 50 nm channel length devices. In addition, a previously published 2.3 μm channel 
length SiNW FET device ( black ) is shown for comparison [ 14 ].  Inset , an example of single peaks 
from each of the short-channel devices. Reproduced with permission from [ 16 ] © (2010) American 
Chemical Society       
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2.3.2     Extracellular Recording from Tissue Slices and Organs 

 In the brain, neural circuits are organized through synaptic connections into hierar-
chical networks operating on spatial and temporal scales that span multiple orders 
of magnitude. From this perspective, electrical recording with high spatiotemporal 
resolution from populations of neurons using nanoscale FET arrays presents unique 
opportunities in neural activity mapping of the brain tissue. On the other hand, elec-
trical recording in vitro and in vivo from whole hearts is important in areas ranging 
from basic studies of cardiac function to patient healthcare. The fl exible and trans-
parent recording chips enabled by the bottom-up paradigm used in nanowire FETs 
fabrication provide a powerful way to make conformal contact to the 3D soft tissue 
of heart, as will be discussed in this section. 

 The high-resolution recording capability of SiNW FET arrays was exploited to 
map the neural connectivity in the olfactory cortex of a rat acute brain slice as 
shown in Fig.  2.8 . An optical image of an oriented brain slice (Fig.  2.8a ) shows the 
lateral olfactory tract (LOT) ( dark band ) and the pyramidal neuron layers. A sche-
matic of the organization and circuit of the slice (Fig.  2.8b ) highlights the LOT and 

  Fig. 2.8    Extracellular recording from acute brain slices with SiNW FETs. ( a ) Optical image of an 
acute slice over a 4 × 4 SiNW FET array. Crosses along the LOT fi ber region of the slice mark the 
stimulation spots  a – h . Scale bar is 100 μm. ( b ) Laminar organization and input circuitry of the piri-
form cortex (layers I–III). ( c ) Maps of the relative signal intensity or activity for devices 1–8 [ 19 ]       
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synaptic connections ( layer I ) with the pyramidal cells in  layers II  and  III , which are 
oriented over the SiNW FET array. Following stimulation at eight different spots or 
different sets of axon fi bers in the LOT (a–h, Fig.  2.8a ) using a metal electrode or 
glass micropipette, eight SiNW FETs (1–8, Fig.  2.8a ) showed distinct responses in 
terms of the amplitude for the recorded postsynaptic signal, as shown in the 2D 
maps in Fig.  2.8c . These 2D maps from the SiNW FET array resolved clearly the 
heterogeneous activity of the neural circuit [ 19 ]. Note that the distance between 
adjacent devices, 60 μm, in which distinct activity was recorded is already better 
than the 100 μm scale resolution achieved in MEA recording of brain slices, 
although the mapping resolution can be substantially improved by using higher- 
density nanowire FET arrays.

   Silicon nanowire FETs were fabricated on thin polymer substrates and interfaced 
to beating embryonic chicken hearts in bent chip confi guration, as shown in Fig.  2.9 . 
The use of fl exible and transparent SiNW FETs chips enables simultaneous optical 
imaging and electronic recording. A bent device chip with concave surface facing a 
beating heart (Fig.  2.9a ) shows that the SiNW FET/heart can be readily examined 

  Fig. 2.9    Extracellular recording from whole hearts with SiNW FETs fabricated on fl exible plastic 
substrate. ( a ) Photograph of a fl exible SiNW FETs chip interfaced with a chicken heart in concave 
confi guration.  Yellow arrow  marks the location of the heart. ( b ) Top-down photograph of same 
system, which enables overall registration between heart and lithographically defi ned markers on 
the substrate. ( c ) Photograph of a fl exible SiNW FETs chip interfaced with a chicken heart in 
convex confi guration. ( d ) A representative recorded conductance data from a SiNW FET interfac-
ing with chicken heart in bent confi guration. Reproduced with permission from [ 20 ] © (2009) 
American Chemical Society       
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with microscope. This allows for visual orientation of the device array to the heart 
and higher-resolution imaging through the transparent substrate (Fig.  2.9b ). 
Recording from the whole heart in a convex confi guration (Fig.  2.9c ), where the 
heart/device interface is on the convex side of the bent chip, gives extracellular signals 
with excellent SNR (Fig.  2.9d ). The signal correlates with the spontaneous beating 
of the heart and shows an initial sharp peak followed by a slower phase, where these 
two phases can be attributed to transient ion channel currents and mechanical 
motion, respectively [ 20 ].

   The above studies on acute brain slices and whole hearts demonstrate the power-
ful capability of nanoFETs to interface with hierarchically organized tissue and 
organs with cellular and subcellular spatial resolution and submillisecond temporal 
resolution. The advantage of conformal interfaces with soft and irregularly shaped 
tissues and organs enabled by the fl exible nanowire FET chips represents unique 
opportunities in cellular activity mapping, which demonstrates the potential of 
nanowire FETs as tools to understand the functional connectivity and address critical 
biological problems in the study of neural and cardiac systems.   

2.4     Intracellular Recording with Nanoscale FETs 

 Intracellular recording has several advantages over extracellular recording. Firstly, 
it measures true transmembrane potential of the cells, instead of the derivative form 
of the cell transmembrane potential change refl ected by the extracellular recording, 
which makes the extracellular signal much smaller in amplitude and distinct in 
shape/time scale from real action potentials. As a result, extracellular recording 
refl ects the time of occurrence of action potentials but is not able to record action 
potentials with the details needed to explore the properties of ion channels. Second, 
intracellular recording can measure subthreshold events and DC or slowly changing 
potentials across the cell membrane associated with synaptic interactions, which is 
important for neural network activity but diffi cult to measure with extracellular 
probes. Third, intracellular recording enables clear cell-to-electrode registry. 
Extracellular signals often represent an average over several cells located at the 
vicinity of the probe. As discussed above, nanoscale extracellular probes, such as 
nanowire FETs, can overcome this issue to some extent by decreasing the probability 
of coupling to multiple cells. But there is still uncertainty when a nanoscale extracel-
lular probe is close to the boundary between cells or interfaced with subcellular 
structures, such as dendrites. Intracellular recording, on the other hand, can register 
the position and signal to specifi c cell/electrode interfaces unambiguously. 

 The fact that a direct physical contact between probes and the interior of cells is 
needed for intracellular recording makes it more invasive. For example, commonly 
used glass micropipettes typically have open tip diameter of ~0.2–5 μm, which can 
be a substantial fraction of the cell size, and during recording, there will be mixing 
of cell cytosol and exogenous fi lling solution (through the open tip) that cause 
irreversible changes to cells and make long-term measurements difficult [ 21 ]. 
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In addition, the large probe size also poses a challenge to record from small subcellular 
structures, such as axons and dendrites. Another limitation of conventional intra-
cellular recording comes from its diffi culty in simultaneous recordings at a large 
number of sites with high spatial resolution, which is faced by many intracellular 
recording probes, such as glass micropipettes, sharp metal electrodes, and carbon- 
based microelectrodes, which all needs a micromanipulator for the recording. 

 By developing novel nanoscale probes with active FET detection elements, intra-
cellular electrical recording with minimal invasiveness and toxicity, high spatial 
precision and resolution, and high-density, large-scale scaling-up capability can be 
realized. We will talk about the recently developed FET-based intracellular probes 
and their applications in intracellular action potential recording in this section. 

2.4.1     Novel FET-Based Intracellular Probes 

2.4.1.1     Kinked Nanowire FET Probes 

 The main challenge to realize the FET-based intracellular probes is to couple the 
active channel to the interior of cells in a minimally invasive manner. Unfortunately, 
the conventional FET geometry in which the active channel connected in a linear 
geometry to large  S  and  D  electrodes precludes insertion without disruption of cells. 
One effi cient way of solving this challenge is to use kinked nanowires in which the 
voltage sensitive active channel—a lightly doped segment—is encoded syntheti-
cally at or close to the tip of the kink (Fig.  2.10a, b ). The kink tip can be inserted 
into cells for intracellular interfacing. In this structure, two heavily doped nanowire 
arms of the kink serve as synthetically defi ned nanoscale  S / D  electrodes. By con-
necting the nanowire  S / D  arms with strained microscale metal interconnects, the 
device is bent up and forms a 3D, freestanding probe with the kink tip presented to 
the 3D space to access the cell interior (Fig.  2.10c, d ) [ 22 ]. The heavily doped arms 
effectively prevent the metal electrodes from disrupting the cell. Since the syntheti-
cally defi ned active part of the kinked nanowire is localized at the tip region, the 
entire active channel of the FET can be coupled to the interior of the cell, thus ensur-
ing highly sensitive transmembrane potential recording.

   The variation of reactant pressure during the Au-nanocluster-catalyzed VLS 
growth of SiNWs can introduce reproducible 120° kinks at defi ned positions [ 22 ]. 
By purging the reactant for a short time and then reintroduce the reactants, the 
growth of the SiNWs experiences a pause and resume process. And the heteroge-
neous nucleation during the resume step causes a change of the growth orientation 
which results in a 120° kink in the nanowire. An intracellular recording probe 
can be this 120° kink or a 60° kink formed with two  cis -linked kinked units 
(Fig.  2.10 a, b ). The dopant modulation can be conducted right before or after the 
introduction of the kink or between the two kinks for the 60° probe to make the 
short active channel close to or at the topologically defi ned kink tip (the pink seg-
ment in Fig.  2.10a ). 
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 Another approach we have implemented for making active kinked nanowire 
probes involves incorporation of a p–n junction near the probe tip by synthesis 
(Fig.  2.10e ) [ 23 ]. They can be realized by changing the dopant source, instead of 
doping ratio during the growth. The active channel is then localized at the depletion 
region of the p–n junction, where the theoretical width of the depletion region could 
be as small as 10–30 nm [ 24 ], thus allowing potentially very high-resolution 

  Fig. 2.10    Kinked nanowire FET probes. ( a ) Schematic of a kinked nanowire probe with encoded 
active region ( pink ).  Blue regions  are nanowire S/D. ( b ) SEM image of a doubly 60° kinked 
nanowire with a  cis  confi guration. Scale bar, 200 nm. ( c ) A 3D, freestanding kinked nanowire FET 
bent-up probe. The  yellow arrow  and  pink star  mark the nanoscale FET and SU-8 (a polymer used 
to passivate metal electrodes), respectively. Scale bar, 5 μm. ( d ) Schematic of intracellular record-
ing using kinked nanowire probes. ( e ) Representative SEM image and schematic ( inset ) of a 
kinked p–n junction SiNW with 120° tip angle. Scale bar, 1 μm. ( f ) Superposition of tmSGM 
images on AFM (atomic force microscopy) topographic images of a representative kinked p–n 
nanowire device under V tip  of +5 V. Scale bar is 0.5 μm. The  blue / red arrows  indicate the p-type 
and n-type depletion/accumulation regions, respectively.  Inset : line profi le of the tmSGM signal 
along the  white dashed lines . ( a – c ) Reproduced with permission from [ 22 ] © (2010) The Author(s). 
( d – f ) Reproduced with permission from [ 23 ] © (2012) American Chemical Society       
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recording. Tip-modulated scanning gate microscopy (tmSGM) measurements from 
a typical p–n junction kink nanowire (Fig.  2.10f ) show that the synthetically defi ned 
p–n junction region near the kink exhibits a p-type gate response (because of the 
lower dopant concentration for the p-arm that the n-arm). The length of the 
p- depletion region, which defi nes the spatial resolution of the device, was estimated 
from the full width at half maximum (FWHM) of the SGM line profi les to be 
210 nm [ 23 ]. This resolution is lower than the theoretical limit of 10–30 nm and 
represents an area where future improvements could be realized. 

 The strategy of encoding well-defi ned FET active segments into geometrically 
controlled nanowire superstructures for 3D, freestanding devices can be extended to 
prepare a variety of functional bioprobes. Zero-degree kinked nanowire probes, 
which have two parallel heavily doped arms in U-shape and the active nanoscale 
FET (nanoFET) channel located at the tip of the “U” (Fig.  2.11a ), were prepared by 

  Fig. 2.11    Kinked nanowire superstructures. ( a ) SEM image of a 3D probe device fabricated using 
a 30 nm diameter U-shaped kinked nanowire. Scale bar, 3 μm.  Inset , schematic of a U-shaped 
kinked nanowire with tip constructed from three 120°  cis -linked kinks. The lightly doped n-type 
nanoFET element ( pink ) is encoded at the tip and connected by heavily doped n ++  S/D arms ( blue ). 
( b ) Dark-fi eld optical microscopy image of a KOH-etched kinked nanowire with four nanoFETs. 
The dark segments correspond to the four lightly doped nanoFET elements ( red arrows ). Scale bar, 
2 μm.  Inset , schematic of the probe design. ( c ) Dark-fi eld optical microscopy image of KOH- 
etched W-shaped kinked nanowire. The two  dark  color segments correspond to the lightly doped 
nanoFET elements ( red arrows ) near the two tips. Scale bar, 2 μm.  Inset , schematic of the probe 
design. ( d ) SEM image of W-shaped kinked nanowire bent-up probe. Scale bar, 20 μm. ( e ) 
W-shaped kinked nanowire with multiple nanoFETs ( red ) illustrated as a bioprobe for simultane-
ous intracellular/extracellular recording.  Green  indicates heavily doped (n ++ ) S/D nanowire elec-
trode arms, and  red  highlights the point-like active nanoFET elements. Reproduced with permission 
from [ 25 ] © (2013) American Chemical Society       
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encoding three  cis -kinks. The 60° V-shaped kinked nanowire probes with multiple 
nanoFETs encoded in series along one arm from the tip (Fig.  2.11b ) can be realized 
by adding additional dopant modulation. Furthermore, superstructures in which two-
kink nanowire devices were juxtaposed in a single W-shape with nanoFETs integrated 
at the tip of each of the kinked regions (Fig.  2.11c, d ) were synthesized [ 25 ]. By 
encoding multiple nanoFETs in these complex structures and precisely controlling the 
probe/cell interface, these probes offer high-density multisite intracellular recording 
and/or simultaneous recording of both intra- and extracellular signals (Fig.  2.11e ), 
a capability truly unique to these bottom-up nanowire structures.

2.4.1.2        Branched Intracellular Nanotube and Active 
Nanotube FET Probes 

 The kinked nanowire presents a unique design for FET-based intracellular probes. 
To further reduce the size of the probes and make them more amenable to large- 
scale high-density parallel recording, some other designs using nanotube channels 
to bridge between the inside of cells and FET detector elements were developed. 
The fi rst design, termed as the  b ranched  i ntracellular nano t ube FET (BIT-FET), 
involves the use of a vertical or nearly vertical electrically insulating SiO 2  nanotube 
which is integrated on top of the FET channel (e.g., a SiNW channel). After the 
nanotube tip penetrates the cell membrane, the cytosol fi lls in the nanotube and 
gates the underlying FET, thus enabling the recording of the intracellular transmem-
brane potential change or action potentials (Fig.  2.12a ) [ 26 ]. This BIT-FET design 
   has several unique advantages: (1) It uses the tip of controlled diameter nanotube to 
interface to and probe intracellular regime, and together with an “impedance-free” 
FET detector, it allows for much smaller probe size, thus adds the capability for 
interfacing with small subcellular structure such as neuronal dendrites. (2) This 
design is compatible with the large-scale high-density planar nanoFET arrays, 
which provides a powerful way for parallel recording from large numbers of sites 
with spatial resolution that exceeds other probes.

   The BIT-FET device was realized using bottom-up synthesis together with more 
conventional top-down processing, which enables an easy control over the critical 
probe dimensions. In short, germanium nanowire (GeNW) branches were grown on 
top of SiNWs, coated with a conformal, controlled thickness SiO 2  layer by atomic 
layer deposition (ALD), followed by selective removal of the topmost part of the 
SiO 2  shell and etching of the GeNW core to yield the a hollow SiO 2  nanotube on the 
SiNW FET as shown in the inset of Fig.  2.12b  [ 26 ]. This design and fabrication 
scheme is not limited to SiNW FETs but can be used on any other nanoFETs includ-
ing the planar ones. The etching step used to remove the upper portion of SiO 2  
results in a controlled taper at the tip due to isotropic etching of the SiO 2  shell, 
which is particularly advantageous for further decreasing probe size. 

 The BIT-FETs respond selectively and with high sensitivity to the potential 
change of the solution inside the nanotubes rather than that outside and thus meet 
the requirements for intracellular recording outlined schematically in Fig.  2.12a . 
In terms of temporal resolution, modeling shows that the BIT-FETs with typical 
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nanotube dimension (inner diameter, 50 nm; SiO 2  wall thickness, 50 nm; length, 
1.5 μm) have a bandwidth in the MHz scale, which is higher than necessary for 
recording the neuronal action potentials. The bandwidth decreases with decreasing 
nanotube size but can still maintain a ≥6 kHz value for nanotube inner diameters as 
small as 3 nm according to the modeling [ 26 ] (Fig.  2.12b ). 

 The nanotube used to couple to the cell interior can also act as the active channel 
of the FET detector as shown schematically in Fig.  2.12c . In this alternative 
nanotube- based intracellular probe design, the  S / D  electrodes are fabricated on one 
end of the nanotube while leaving the other end free for cell membrane penetration. 
The cytosol fi lling the nanotube after membrane penetration can gate the FET from 
inside the nanotube. This design is termed as  a ctive silicon  n ano t ube  t ransistor 
(ANTT) [ 27 ]. The ANTT probes were realized by synthesizing Ge/Si core/shell 

  Fig. 2.12    Nanotube coupled FET probes. ( a ) Schematic illustrating the working principle of the 
BIT-FET. ( b ) Calculated bandwidth of the BIT-FET device versus the inner diameter of the nano-
tube for fi xed nanotube length of 1.5 μm.  Inset , SEM image of a BIT-FET device. Scale bar, 
200 nm. ( c ) Schematic illustration of the working principle for the ANTT probe. ( d ) SEM image 
of an ANTT probe. Scale bar, 10 μm.  Inset , zoom of the probe tip from the dashed red box. Scale 
bar, 100 nm. ( e ) Schematic of chip-based vertical ANTT probe arrays for enhanced integration. 
( a ,  b ) Reproduced from [ 26 ] © (2012) The Author(s). ( c – e ) Reproduced with permission from [ 27 ] 
© (2012) American Chemical Society       
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nanowires and then etching away the Ge core with H 2 O 2  to leave a Si nanotube. 
Similar to the kinked nanowire probes, strained metal electrodes are used to lift up 
the nanotube FET and make it accessible to cells (Fig.  2.12d ). The use of microscale 
metal electrodes to orient the ANTT probe limits its application in large-scale 
high- density multisite recording. However, this limitation could be overcome in 
the future by preparing vertical nanotube FET arrays in a manner similar to work on 
vertical nanowire FETs (Fig.  2.12e ) [ 28 ].   

2.4.2     Intracellular Action Potential Recording 
with FET-Based Probes 

 The cell membrane penetration and high-resistance sealing between the membrane 
and nanoprobes are critical for faithful, stable, and minimally invasive intracellular 
recording. Mechanical suction or insertion has been used successfully by many con-
ventional recordings. In the studies of the above nanoFET probes, a different 
approach using phospholipid bilayer modifi cation was applied to facilitate the cell 
membrane penetration which shows advantages compared to the mechanical 
method. As shown in Fig.  2.13 , when bringing a dissociated HL-1 cell (a mouse 
cardiac muscle cell line) into contact with a kinked nanowire probe, where the intra-
cellular potential of the cell was clamped at a certain value with a glass micropi-
pette, the probe modifi ed with the phospholipid bilayer showed clear change in 
calibrated potential to a value close to the intracellular potential of the cell, which is 
indicative of the cell membrane penetration. But the unmodifi ed probes exhibited 
only baseline fl uctuations (<±1 mV) [ 22 ]. These results show that the phospholipid 
bilayer modifi cation helped the cell membrane penetration by the kinked nanowire 
FET probe, even when there is no external force applied. While there is no detailed 
study on this membrane penetration process or the nature of the membrane/probe 
interface, a speculation of biomimetic lipid fusion [ 29 ] was proposed to play an 
important role. The fusion of the lipid bilayer on the probe with the cell membrane 
could result in a biomimetic and spontaneous membrane penetration by the kink tip 
and also a stable, high-resistance probe/membrane seal, which will be important for 
long-term and stable intracellular recording.

   With phospholipid bilayer modifi cation, kinked nanowire FET probe, BIT-FET, 
and ANTT recorded intracellular action potentials successfully from spontaneously 
fi ring cardiomyocyte cells cultured on the PDMS sheets in a setup as shown 
schematically in Fig.  2.5a . Representative data from a BIT-FET recording shows 
that approximately 45 s after gentle contact of the cell with the device, there was a 
dramatic change from extracellular spikes to intracellular action potential peaks 
with a concomitant baseline shift of approximately −35 mV (Fig.  2.14a ). Because 
the SiNW used in this BIT-FET is p-type, the recorded intracellular conductance 
peaks were inverted, although the calibrated potential for these very stable peaks 
has the standard polarity, shape, amplitude, and duration for intracellular cardiac 
action potential. These intracellular action potential peaks show fi ve characteristic 
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phases of a cardiac intracellular potential, including (I) resting state, (II) rapid 
depolarization, (III) plateau, (IV) rapid repolarization, and (V) hyperpolarization 
(Fig.  2.14b ) [ 26 ].

   In the above action potential recording, and other ones using lipid modifi ed 
nanoFET probes, the transition from extra- to intracellular signals, which is indica-
tive of the cell membrane penetration, occurs without application of external force. 
This is consistent with the phospholipid-assisted spontaneous, biomimetic cell 
membrane penetration. And we believe that the small probe sizes can be benefi cial 
for the lipid fusion and biomimetic cell membrane penetration to happen. As a result 
of this biomimetic penetration, a stable, high-resistance sealing between probes and 
cell membrane forms, as refl ected by the full amplitude of the action potential 
signals, ~75–100 mV [ 26 ], which is recorded without the need for circuitry to 

  Fig. 2.13    Cellular entry by a kinked nanowire FET probe. ( a ,  b ) Differential interference contrast 
(DIC) microscopy images ( a ) and electrical recording ( b ) of an HL-1 cell and 60° kinked nanowire 
probe as the cell approaches ( I ), contacts and internalizes ( II ), and is retracted from ( III ) the nano-
probe. A glass micropipette was used to manipulate and voltage clamp the HL-1 cell. The  dashed 
green line  corresponds to the micropipette potential. Scale bars, 5 μm. ( c ) Electrical recording with 
a 60° kinked nanowire probe without phospholipids surface modifi cation.  Green  and  blue arrows  
mark the beginnings of cell penetration and withdrawal, respectively. Reproduced with permission 
from [ 22 ] © (2010) The Author(s)       
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compensate for putative probe/membrane leakage. In fact, control experiments 
carried out without phospholipid modifi cation on the BIT-FETs required external 
forces to achieve the transition to intracellular action potential signals, which proved 
the critical role of lipid modifi cation in this spontaneous cell membrane penetration. 

 Another unique characteristic of the nanoFET recording, which distinguishes 
them from conventional intracellular probes, is that they can be retracted from the 
cell and reenter approximately the same position on the same cell to record intracel-
lular action potentials for multiple times without affecting the cell (Fig.  2.14c ) [ 26 ]. 
This capability, a cooperative result from the small size of the nanoFET probes and 
the use of lipid modifi cation, allows for long-term stable recording on scale of hours 
and demonstrates the reliability, robustness, minimally invasiveness of the nanoFET 
recording. 

 Simultaneous, multisite intracellular recording of action potentials from both 
single cells and cell networks has been demonstrated by interfacing the indepen-
dently addressable nanoFET probes with cells [ 26 ,  27 ]. The use of phospholipid 
modifi cation is especially advantageous for multiplexed recording in that it can help 
to achieve stable, tight sealing between multiple nanoprobes and a cell membrane 
(or membranes of multiple cells) at the same time. Different nanoFET probes may 
penetrate the cell membrane at different time, but eventually all of them yield stable, 
full-amplitude action potential recording thus demonstrating the possibility of 
large-scale parallel measurements for neural and cardiac activity mapping. 

 Due to their potential in high spatiotemporal resolution and large-scale 
brain activity mapping, nanoscale tools have received considerable attention [ 30 ]. 
The small size of the FET-based nanoprobes discussed here not only makes it pos-
sible for an unprecedented high-density device arrays which are critical for cellular 
and even subcellular resolution mapping but also yields minimal perturbation of 
cells and/or tissues being studied. We believe that these nanoprobes represent great 

  Fig. 2.14    Intracellular action potential recording by a BIT-FET. ( a ) Representative trace (conduc-
tance vs. time) refl ecting the transition from extracellular to intracellular recording. ( b ) Magnifi ed 
view of an intracellular peak.  I – V  correspond to the fi ve characteristic phases of a cardiac intracel-
lular potential.  Inset , schematic for BIT-FET intracellular recording. ( c ) Trace corresponding to the 
second entry of the BIT-FET nanotube at approximately the same position on the cell as in ( a ). 
Reproduced from [ 26 ] © (2012) The Author(s)       
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candidates for use in brain activity mapping and related research. With further 
development and application, they can also extend substantially the scope of 
fundamental and applied electrophysiology studies and contribute to areas such as 
high- throughput drug screening.  

2.4.3     Metal Electrode-Based Intracellular Probes 

 In addition to our active FET-based intracellular probes, several groups have been 
exploring the on-chip metal electrodes for intracellular action potential recording. 
The fi rst example is the micrometer-sized protruding gold-spine microelectrode 
array [ 31 ,  32 ]. The mushroom-shaped Au electrodes here were functionalized with 
a peptide containing multiple Arg-Gly-Asp (RGD) repeats, named engulfment- 
promoting peptide (EPP9), to facilitate the engulfment of the gold-spine electrodes 
by the membrane of the cultured neurons thus forming a high-resistance seal. 
Following glass micropipette stimulation of nearby or the same cells, the engulfed 
gold-spine electrodes recorded subthreshold synaptic and action potential signals 
from individual neurons. From a representative measurement, the amplitude of the 
“raw” action potentials recorded by different spine electrodes was 0.1–25 mV, which 
is smaller than the value simultaneously recorded with a glass micropipette. 
Differences in the signal amplitude from different electrodes could arise from varia-
tions of the electrode impedance and/or the electrode/cell membrane coupling [ 31 ]. 

 In another design, multiple vertical nanowires/nanopillars of metal, or silicon 
capped with metal, were used together as an electrode for intracellular recording. 
An example, named as vertical nanowire electrode arrays (VNEA) by the authors, 
uses a 3 × 3 array of vertical SiNWs (diameter of ~150 nm, length of ~3 μm) capped 
with a sputter-deposited metal tip for each intracellular probe [ 33 ]. Measurements 
from HEK293 and rat cortical neurons, which were cultured on the probes, sug-
gested that some nanowire electrodes spontaneously penetrated HEK293 cell mem-
branes during culture, although for others, a large voltage pulse (~±3 V; duration, 
100 ms) was needed to yield intracellular signals. The signals recorded with this 
SiNWs array electrode were 10× smaller in amplitude than that simultaneously 
recorded with the glass patch pipette [ 33 ]. Another similar example uses multiple ver-
tical platinum nanowires (PtNWs, diameter of ~150 nm, length of ~1.5 μm) for each 
intracellular probe, which is termed as nanopillar electrode. The direct recording 
using these nanopillar probes from HL-1 cells cultured on them initially yielded 
small ~100–200 μV extracellular spikes, but following voltage pulse (2.5 V; 200 μs), 
the signal transitions to one similar to an intracellular action potential albeit with a 
reduced amplitude of ~11.8 mV [ 34 ]. The authors suggest that the voltage pulse 
induces nanometer-sized pores thereby providing access to the intracellular poten-
tial. This electroporation mechanism was thought as an underlying  mechanism for 
the electrical pulse-induced intracellular recording by the VNEA as well. 

 Compared to the nanoFET probes, the metal-based intracellular electrodes dis-
cussed here have an advantage in that the electrode can deliver stimulatory pulses to 
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evoke action potentials and act as a stimulator, in addition to potential detector. 
However, the dependence of the recording on electrode/electrolyte interface imped-
ance limits the probe size to be in the micrometer scale (gold-spine electrode) or 
requires multiple nanowires per electrode (VNEA and nanopillar probes) which 
also results in overall size of electrodes in micrometer scale. In addition, nanoFET 
probes usually give larger signal amplitude and SNR than the metal-based 
electrodes. The overall comparison of different intracellular recording probes is 
summarized in Table  2.1  [ 35 ].

2.5         Merging Nanoelectronics with Artifi cial Tissues 
Seamlessly in Three Dimensions 

 Implementing electronic sensors in 3D and the capabilities for monitoring cells 
throughout the 3D microenvironment of tissues are critical for functional neural 
activity mapping and understanding physicochemical changes relevant to living 
organisms. Previous works have been limited in terms of merging electronics with 
tissues throughout 3D space with minimal tissue disruption, because the 2D support 
structures and the electronic sensors are generally on much larger scale than the 
extracellular matrix (ECM) and cells. The bottom-up paradigm from separately 
synthesized nanomaterials used for nanoFETs fabrication provides a unique oppor-
tunity to make freestanding, substrate-free nanoscale electrical probes that are dis-
tributed in 3D space. By merging these 3D probes with living tissues or artifi cial 
tissue constructs, electrical recording and mapping of cellular activities in 3D from 
inside the tissues could be realized. In this section, we will review the effort toward 
realizing the seamless merging between electronic system and artifi cial tissues 
through the fabrication of 3D macroporous, freestanding nanoscale devices. 

2.5.1     Three-Dimensional Macroporous 
Nanoelectronic Network 

 Conceptually, the seamless merging between nanoelectronic network and artifi cial 
tissue in 3D can be achieved in three basic steps as follows (Fig.  2.15 ) [ 36 ,  37 ]: (1) 
fabrication of the nanoelectronic network/nanoprobe arrays in 2D with underlying 
sacrifi cial layers and substrate support (step A, Fig.  2.15 ); (2) removal of the sacri-
fi cial layers to release the nanoelectronic network to yield 3D, freestanding nano-
electronic scaffolds (nanoES), where the nanoES is used alone or combined with 
traditional tissue scaffold materials (step B, Fig.  2.15 ); and (3) cell seeding and 
culture on the nanoES to yield 3D nanoelectronic-tissue hybrids (step C, Fig.  2.15 ) 
[ 37 ]. In this new paradigm, the use of nanoES is the critical advance, which 
addresses key constraints as follows: (1) the electronic network must be 
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macroporous (e.g., >99 % porosity), not planar, to enable 3D interpenetration with 
biomaterials and cells; (2) structural dimensions in nanometer to micrometer scale 
to match the natural ECM and mimic the well-studied scaffold materials used for 
tissue engineering and also to minimize the invasiveness; (3) 3D interconnectivity 
and addressability of the electronic devices; and (4) mechanical properties more 
compatible with the natural tissue (e.g., much softer than normal electronics).

   Two basic types of nanoES have been developed and exploited for the creation of 
innervated tissues with neurons, cardiomyocytes, and smooth muscle cells. The fi rst 
one, named reticular nanoES, uses stress in the bi- or tri-metallic interconnects to 
induce the self-bending and self-organization of the nanoelectronic network /nano-
probes array, in order to yield a 3D scaffold with interconnected and addressable 
nanowire FET sensors embedded in the different positions of the 3D space 
(Fig.  2.16a ). Reconstructed 3D confocal fl uorescence images of a typical reticular 
scaffold (Fig.  2.16b ) shows clearly the 3D interconnected structure, with a magni-
fi ed SEM image of one of the kinked SiNW FET sensor elements in the nanoES 
shown in Fig.  2.16c  [ 36 ]. The second basic class of nanoES, the mesh nanoES, is 
prepared upon the use of a 2D macroporous nanoelectronic network sheet 
(Fig.  2.16d ). A regular nanoelectronic devices array with structural backbone 
(e.g., made of Su-8) is patterned on the supporting substrate combining nanowire 
assembly and conventional 2D lithography (Fig.  2.16e ). After release from the sub-
strate with the removal of underlying sacrifi cial layer, the freestanding and fl exible 
2D macroporous nanoelectronic network sheet can be organized into 3D macropo-
rous structures by either manual manipulation such as rolling (Fig.  2.16f ) or stress- 
induced self-assembly [ 36 ,  37 ]. Usually, the manual manipulation gives more 
fl exibility in making nanoES of large size than the stress-induced self-organization.

  Fig. 2.15    Merging nanoelectronics with artifi cial tissues seamlessly in three dimensions [ 36 ]       
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  Fig. 2.16    Reticular and mesh nanoES: ( a ) device fabrication schematics for reticular nanoES. 
 Light blue , silicon oxide substrates;  blue , nickel sacrifi cial layers;  green , nanoES; and  yellow dots , 
individual nanowire FETs. ( b ) 3D reconstructed confocal fl uorescence micrographs of a reticular 
nanoES viewed along the y ( I ) and x ( II ) axes.  Solid  and  dashed open magenta squares  indicate 
two SiNW FET devices located on different planes along the x axis. Scale bars, 20 μm. ( c ) SEM 
image of a single kinked SiNW FET within a reticular scaffold, showing ( 1 ) the kinked SiNW, ( 2 ) 
metallic interconnects ( dashed magenta lines ), and ( 3 ) the SU-8 backbone. Scale bar, 2 μm. ( d ) 
Device fabrication schematics for mesh nanoES. The color designation is same as ( a ). ( e ) SEM 
image of a 2D macroporous nanoelectronic network before release from the substrate. ( Inset ) 
Zoom-in of the region enclosed by the small  red dashed box  containing a single SiNW FET device 
[ 37 ]. ( f ) Photograph of a manually scrolled-up 3D macroporous mesh nanoES [ 37 ]. ( a – d ) [ 36 ]       
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   In the nanoES, the 3D networks can have porosities larger than 99 %, ready for 
3D interpenetration with cells. It can also contain hundreds of addressable nanowire 
devices and have feature sizes from the 1–10 μm scale (for electrical and structural 
interconnections) to the 10 nm scale (for device elements) [ 36 ,  37 ]. This size repre-
sents minimal invasiveness to the tissues, as refl ected by the cytotoxicity tests which 
showed minimal difference in cell viability for culture in the scaffold with and 
without nanoES. Importantly, typical 3D macroporous nanoelectronic networks are 
reported to have a very low effective bending stiffness from 0.0038 to 0.0378 nN/m 
[ 37 ]. These values, which can be readily tuned by changing the materials and size 
of the nanoES components, are comparable with synthetic and natural ECMs, thus 
making them an ideal scaffold for innervating synthetic neural and cardiac tissue.  

2.5.2     Three-Dimensional Nanoelectronics/Tissue Hybrids 

 Before cell seeding and culture, the reticular and mesh nanoES are always merged 
with conventional macroporous biomaterials. Specifi cally, gel casting, lyophiliza-
tion, and electrospinning were used to deposit and construct macroporous collagen, 
alginate, and poly(lactic-co-glycolic acid) (PLGA), respectively, around nanoES. 
Embryonic rat hippocampal neurons were cultured on the reticular nanoES/Matrigel 
scaffold [ 36 ]. Reconstructed 3D confocal micrographs from a 2-week culture 
(Fig.  2.17a, b ) show clearly neurons with a high density of spatially interconnected 
neurites that penetrate seamlessly the reticular nanoES (Fig.  2.17a ), sometimes 
passing through the ring structures supporting individual SiNW FET sensors 
(Fig.  2.17b ) [ 36 ]. Nanoelectronics/cardiac tissue was constructed from a hybrid 
mesh nanoES/PLGA scaffold following seeding and culture of cardiomyocytes. 
Confocal fl uorescence microscopy of a typical cardiac 3D culture (Fig.  2.17c ) 
revealed a high density of cardiomyocytes in close contact with the nanoES compo-
nents. Epifl uorescence micrographs of cardiac cells on the surface (Fig.  2.17d ) fur-
ther show striations characteristic of cardiac tissue [ 36 ]. Signifi cantly, the original 
SiNW FET device characteristics were retained after the nanoES 3D organization, 
scaffold hybridization, and cell culture up to at least 12 weeks. This capability of the 
nanoES for long-term culture and monitoring is important for 3D recording and 
mapping of neural and cardiac activities. It also enables a number of in vitro studies, 
including drug screening assays with these synthetic neural and cardiac tissues, 
where 3D tissue models will provide a more robust link to in vivo disease treatment 
than the 2D cell cultures.

   The recording of extracellular action potentials by the SiNW FET devices within 
the nanoES/cardiac tissue hybrid demonstrated the 3D monitoring capabilities of 
the nanoES. As shown in Fig.  2.17e , a SiNW FET ∼200 μm below the construct 
surface gave regularly spaced spikes with a frequency of ∼1 Hz, a calibrated poten-
tial change of ∼2–3 mV, a SNR ≥3, and a ∼2 ms width, which is consistent with the 
standard extracellular signals from cardiomyocytes. Following dosage of the con-
struct with noradrenaline (also known as norepinephrine), which is a drug that 
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  Fig. 2.17    3D nanoelectronics/tissue hybrids: ( a ,  b ) 3D reconstructed confocal images of rat hip-
pocampal neurons after a 2-week culture on a reticular nanoES/Matrigel scaffold. The  white arrow  
highlights a neurite passing through a ringlike structure supporting a nanowire FET. Dimensions 
in ( a ) x, 317 μm; y, 317 μm; and z, 100 μm and in ( b ) x, 127 μm; y, 127 μm; and z, 68 μm. ( c ) 
Confocal fl uorescence micrographs of a synthetic cardiac patch. ( II  and  III ), Zoomed-in view of 
the  upper  and  lower dashed regions  in  I , scale bar, 40 μm. ( d ) Epifl uorescence micrograph of the 
surface of the cardiac patch.  Green , α-actin;  blue , cell nuclei. The  dashed lines  outline the position 
of the S/D electrodes. Scale bar, 40 μm. ( e ) Conductance versus time traces recorded from a single 
SiNW FET before ( black ) and after ( blue ) applying noradrenaline. ( f)  Multiplexed electrical 
recording of extracellular action potentials from four SiNW FETs at different depths in a nanoES/
cardiac hybrid [ 36 ]       
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stimulates cardiac contraction, the recorded signal showed a twofold increase in 
action potential fi ring frequency [ 36 ]. It was reported that SiNW FETs at different 
position in the cardiac patch showed response to the noradrenaline application at 
different time scale. In addition, multiplexed recording from a coherently beating 
nanoES/cardiac construct demonstrated submillisecond temporal resolution from the 
four SiNW FETs with separations up to 6.8 mm within the 3D innervated cardiac 
tissue sample (Fig.  2.17f ) [ 36 ]. 

 The studies on the nanoelectronics/tissue hybrid and 3D neural and cardiac activity 
mapping are still at their infancy. However, the concept and strategy of making 3D 
macroporous nanoES discussed here provides a promising way toward this direc-
tion. The bottom-up paradigm started from separately synthesized nanomaterials to 
make the nanoprobes is the key for the 3D, freestanding nanoES. And the small size 
of these nanoprobes represents minimal invasiveness, which is critical for long-term 
and stable 3D recording. Further development of the nanoES could not only have a 
profound impact on areas such as 3D brain activity mapping and in vitro pharmaco-
logical studies but also suggest possibilities for implantable “cyborg” tissues 
enabling closed-loop monitoring and treatment of diseases.   

2.6     Summary 

 This chapter reviews comprehensively the recent development of novel nanoscale 
probes, mainly FET-based nanoprobes, as extra- and intracellular action potential 
recording probes for biological systems ranging from single cultured cells to tissue 
slices and whole organs, through 3D artifi cial tissue constructs. The small size of 
these nanoscale probes minimizes the invasiveness and also increases the spatial 
resolution for the recording. The enabled large area, high-density extra- and intra-
cellular recording of action potentials with cellular and subcellular resolution will 
be important for neural and cardiac activity mapping. Furthermore, the bottom-up 
paradigm used to fabricate these nanodevices allows for the development of 3D, 
freestanding nanoprobes which adds the capability for recording throughout the 
3D space inside the artifi cial tissue constructs and opens up exciting possibilities 
for 3D neural activity mapping. All of these results represent great advances in 
nanoelectronics- biology interfacing and neural activity recording and could serve 
as foundations for many new fundamental studies and novel biomedical applica-
tions in neuroscience [ 38 ,  39 ].     
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Abstract Neuroscientists have long been using microelectrodes to record and 
stimulate neural activity—both in vitro and in vivo. On one end of the spectrum of 
electrode-based techniques are the sharp-glass and patch micropipette electrodes; 
on the other end are dense arrays of metal-based microelectrodes. Glass micropi-
pette electrodes enable intracellular recording of action potentials and synaptic 
potentials with excellent signal-to-noise ratio, but because of their bulkiness, they 
allow for the recording and stimulation of only several neurons at a time. In addi-
tion, the injury inflicted on the cell plasma membrane during electrode entry and 
recording limits the duration of the recording session, usually to a small number of 
hours at most. By contrast, multielectrode devices are able to record and stimulate 
much larger populations of neurons for durations of weeks and even months. This is 
made possible due to fabrication technologies that allow for a scalable design of 
hundreds or even thousands of electrodes. These devices, however, have been able 
to provide only extracellular recording and stimulation with limited signal-to-noise 
ratio due to the extracellular positioning of the electrode in respect to the neuron’s 
plasma membrane. The inability to record intracellular signals from many neurons 
and for long periods of time has thus far prevented neuroscience from answering the 
most basic and interesting questions regarding learning and memory in large popu-
lations of neurons. This is because the vast majority of neurons in complex nervous 
systems are usually “silent” and will generate an action potential only when their 
complex synaptic inputs integrate appropriately. We are therefore blind to the rich 
milieu of synaptic interactions, synaptic plasticity, and subthreshold network oscil-
lations that reflect the state of the studied nervous system. This chapter describes a 
recently developed technique termed in-cell recording. This technique yielded for 
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the first time simultaneous, multisite, long-term recordings of action potentials and 
subthreshold synaptic potentials with matching quality and signal-to-noise ratio of 
conventional intracellular glass electrodes and the scalability of fabricated multi-
electrode devices. The in-cell recording and stimulation technique makes use of an 
array of cell-noninvasive micrometer-size protruding gold mushroom-shaped 
microelectrodes (gMμEs). The key to the multielectrode in-cell recording approach 
is the outcome of three converging cell-biological principles: (a) the activation of 
endocytotic-like mechanisms in which the cultured cells are induced to actively 
engulf gMμEs that protrude from the substrate, (b) the generation of high seal resis-
tance between the cell’s membrane and the engulfed gMμE, and (c) the localization 
of ionic channels (ohmic conductance) in the plasma membrane that faces the 
gMμE. We will describe the electrical, ultrastructural, and cell-biological properties 
of the interface between the cells and the gMμEs and provide the reader with a 
digest of the published studies carried out for the development of this technique.

3.1  Introduction

The emergence of modern neuroscience began when it was first realized that neurons 
communicate by generating electrical signals that can be amplified and monitored 
[1–5]. Understanding the physical, chemical, and biological mechanisms that 
underlie the generation of the electrical signals, their propagation along axons and 
dendrites, and transmission between neurons (synaptic transmission) greatly 
depended on the development of appropriate methods to monitor and generate the 
electrical activities of neurons. The timeline traverses from initial studies of impulse 
propagation and generation by extracellular electrodes [6, 7] to studies of mem-
brane biophysics, impulse propagation, and synaptic transmission with sharp intra-
cellular glass microelectrodes [5, 8–10] and to studies of membrane properties, 
synaptic transmission, and single ion channels by the patch clamp technique [11]. 
As the field progressed, it was clear that further advancement in the understanding 
of brain functions would require the simultaneous gathering of functional (electri-
cal) information from large populations of neurons for long periods of time (from 
hours to days and weeks). As aforementioned, the use of sharp or patch microelec-
trodes for parallel recording or stimulation from large populations of neurons is 
technically limited as the micromanipulation of the electrode tips toward target cells 
requires the use of rather bulky micromanipulators [12, 13]. In addition, the dura-
tion of intracellular recording and stimulation sessions by sharp-glass and patch 
electrodes is limited, because, with time, mechanical instabilities damage the 
plasma membrane or—in the case of the patch electrodes—perfusion of the cyto-
plasm into the volume of the glass electrode alters the intracellular composition of 
the cells [11]. These shortcomings precluded effective analysis of the electrical 
activity of large neural networks.

A solution to these problems was the impressive development of different forms 
of imaging technologies ranging from the use of voltage-sensitive dyes [14–16] to 
multiphoton imaging of activity-related calcium concentration transients [17–19] 
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and to fMRI [20, 21]. The major advantage of these imaging approaches is that they 
mostly do not harm the cells and can be performed for long periods of time. 
However, at high enough concentrations, optical imaging agents can be toxic to the 
cells and also change their phenotype. In addition, most optical neural recording 
methods require exposure of the tissue to acquire a signal, which falls significantly 
in deeper planes. It is worth noting that light-based in vivo recording and stimula-
tion of neuronal populations has also recently evolved as a strong field of research 
by the use of optogenetic techniques [22–25] but currently serves mainly as a 
population- specific stimulation method, with limited novel complementary meth-
odologies to concurrently record neuronal activity by either microfiber optic probes 
[26] or optical–electrical hybrid arrays [27, 28]. In the case of using fMRI for the 
recording of neural activity, the temporal resolution is not sufficient, reaching orders 
of magnitude below that of single action and synaptic potentials. In addition, fMRI 
suffers from low spatial resolution and the acquired signal reflects indirect manifes-
tations of neuronal electrical activity such as blood flow in capillaries [29].

Concurrently, large arrays of extracellular metal microelectrodes (MEAs) or 
semiconductor-based micro- and nano-transistors were developed [30–37]. The use 
of noninvasive extracellular microelectrode arrays enables to record and stimulate 
large populations of excitable cells for days and months without inflicting mechanical 
damages to the cell plasma membrane. The method has a time resolution suitable 
for the acquisition of spikes and synaptic potentials and allows for the stimulation 
of single neurons using current or voltage pulses [38–40]. The most severe disad-
vantage of extracellular recording electrodes is their low signal-to-noise ratio and 
the ambiguity in defining the origin of the recorded signals. Therefore, the use of 
extracellular electrodes is limited to recordings of field potentials generated by 
action potentials [41, 42]. Only in rare cases such as the Schaffer collaterals- 
pyramidal cells synapses in the CA1 region of the hippocampus can synchronized 
synaptic potentials in highly ordered neuronal networks be picked up by extracel-
lular electrodes [43]. Single excitatory or inhibitory subthreshold synaptic poten-
tials or membrane oscillations cannot be detected by currently used extracellular 
electrodes technology [44]. These shortcomings limit the use of extracellular 
recordings to the analysis of spike patterns and frequencies which relies heavily on 
spike sorting for the determination of the number of neurons which act as sources of 
the recorded signals [45, 46].

An ideal multiunit recording system should provide a readout that covers the entire 
spectrum of membrane potential events from the individually recorded neurons. 
This includes action potentials (APs), subthreshold excitatory and inhibitory post-
synaptic potentials (EPSPs and IPSPs, respectively), and subthreshold membrane 
oscillations. In addition, it should be possible to modulate the activity of individual 
neurons within the network by the application of current. The system should provide 
this readout simultaneously from hundreds of individual neurons and with a stable 
contact with the neurons for days and weeks.

The in-cell recording and stimulation system described herein [47–52] (Fig. 3.1) 
makes use of an array of cell-noninvasive micrometer-size protruding gold 
mushroom- shaped microelectrodes (gMμEs). The gMμE’s geometry and chemical 
functionalization trigger the activation of endocytotic mechanisms in which the 
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cultured cells are induced to actively engulf the gMμEs protruding from the substrate. 
These processes generate a high seal resistance (Rseal) between the cell’s membrane 
and the engulfed gMμE and also results in increased ohmic conductance, in 
the form of either voltage-independent ionic channels or membrane pores in the 
plasma membrane that faces the gMμE.

We begin with a brief technical description of gMμE fabrication and chemical 
functionalization followed by ultrastructural studies of the cell–gMμE junction. We then 
examine cytoskeletal and other cell-biological interactions between neurons and 
gMμEs and finally demonstrate the resulting high electrical coupling that enables 
long-term stimulation and recording of action potentials and synaptic potentials 
from multiple cells with signal-to-noise ratio comparable to that of glass- based 
micropipette electrodes.

3.2  Device Preparation

This section describes some of the technical aspects of device preparation for in-cell 
recording and stimulation as detailed also in published studies [48–52].

Fig. 3.1 The in-cell recording configuration. (a) Schematic representation of a neuron engulfing a 
gold mushroom-shaped microelectrode (gMμE). (b) The geometrical relationships between a neuron 
and a flat electrode. (c) Three Aplysia neurons cultured on an array of 62 gMμEs. (d) Raw action 
potential recordings from eight gMμEs (indicated by numbers also in c) in response to intracellular 
stimulation of the neuron by a conventional sharp microelectrode (Vm). Each trace depicts initially 
a 5 mV, 20 ms calibration pulse and then (following a delay) three action potentials. Reproduced 
from [51] © The Author(s)
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3.2.1  gMμE Fabrication

Device fabrication is based on complementary metal–oxide–semiconductor 
(CMOS) technology. Arrays of gMμE electrodes are prepared on either glass or 
silicon wafers (Fig. 3.2 and see also refs. [48–52]). The wafers are first dehydrated 
at 120 °C for 30 min and are then coated with a Ti (10–15 nm)/Au (45–65 nm) 
layer by way of evaporation (Fig. 3.2b), spin-coated with photoresist S-1813 (4,000 
RPM) and baked for 30 min at 90 °C (Fig. 3.2c). The first photolithographic pro-
cess is performed followed by Au/Ti wet etch to define the leads of the microelec-
trode array (Karl Suss MJB UV400 mask aligner was used at W = 44 mW cm−2 and 
exposure time of 4.4–4.6 s). Next, a second photolithographic step with thick pho-
toresist is performed to open holes for the deposition of the gMμE stalks as well as 
the contact pads (Fig. 3.2d). Gold mushrooms (along with thick metal on the con-
tact pads) are grown by way of electroplating (Fig. 3.2e). The dimensions and 
shape of the fabricated gold mushroom roughly imitate the shape of naturally 
occurring dendritic spines [53], with a stem height of approximately 1 μm, diam-
eter of approximately 800 nm, and a mushroom-shaped cap of ~2 μm in diameter. 
Parameters and electroplating solution are chosen to generate a rough texture of the 
mushroom head, which increases its effective surface and adhesion to cell membrane 
(Fig. 3.2g). Next, a layer of silicon oxide (~3,000 Å) is deposited by CVD processing. 

Fig. 3.2 Fabrication process of gMμEs. Silicon or glass samples (a) are coated with a Ti/Au layer 
(b) by electron-beam evaporation and are then spin-coated with photoresist material (c). Samples 
undergo photolithography using a photomask to define conducting lines and open holes through 
the photoresist (d). The gMμEs are grown on the surface by way of gold electroplating (e) and the 
photoresist layer is removed (f). (g) Scanning electron microscopic image of gMμEs fabricated on 
a glass surface. Reproduced from [48] © The Author(s)
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Another layer of photoresist is applied for a final lithographic step to expose the 
contact pads and the heads of the gold mushrooms, followed by wet oxide etch to 
selectively remove the oxide from the contact pads and the mushroom heads. 
Wafers are sawed and undergo manual bonding to a 62-pad printed circuit boards 
to which 21 mm glass rings are attached to create a recording bath chamber for in 
vitro recording.

3.2.2  Chemical Functionalization

In contrast to the classical approach of having to forcefully push microelectrodes 
into the cells, we induced engulfment of the gMμE by the cell using a peptide that 
triggers processes of phagocytosis at the cell–gMμE point of contact. Phagocytosis 
is a conserved cell-biological mechanism for the internalization of particles [54]. 
Processes of endocytosis and phagocytosis are known to be mediated by integrins 
and RGD-based ligands [55] whose participation in processes of cell-matrix adhe-
sion is also well established [56]. We have found that the peptide that induces 
engulfment of the gMμE by the cell most efficiently is a cysteine (C)-terminated 
peptide with a number of RGD repeats and a long decalysine (K10) spacer: 
CKKKKKKKKKKPRGDMPRGDMPRGDMPRGDM (MW 3,630 g/mol) [48, 49]. 
This peptide was referred to as the engulfment promoting peptide (EPP) and was 
covalently linked to the surface of the device. Functionalization of the gMμE gold 
surface with the cysteine-terminated peptide makes use of thiol–gold monolayer 
self-assembly and is done by direct application of the peptide onto the surface 
(1 mM in phosphate buffer saline at room temperature, overnight). The glass surface 
in between the gold mushrooms underwent surface functionalization using 
3- aminopropyltrimethoxysilane (APTMS, Aldrich, 1 % in MeOH, 10 min in room 
temperature) to introduce terminal amine groups to the glass surface. Samples were 
then washed with MeOH to remove uncoupled APTMS. The protein immobiliza-
tion linker 4-Maleimidobutyric acid sulfo-N-succinimidyl ester (sGMBS, Sigma, 
0.5 % in PBS) was then applied to the surface and washed with PBS after 40 min at 
room temperature. EPP peptide was then applied to the surface and left for 24 h in 
which the cysteinic thiol residue reacted with the maleimido part of the anchored 
linker. Samples were then washed with PBS.

3.3  Analysis of Cell–gMμE Interface

3.3.1  Ultrastructural Studies of Cell–gMμE Junction

Using transmission electron microscopy (TEM), we have found that different cell 
types, including Aplysia neurons, rat hippocampal neurons, Chinese hamster ovary 
cells (CHO), embryonic fibroblast cells (NIH/3T3), rat adrenal medulla cells 
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(PC- 12), and rat myocardium cells (H9C2), all engulf functionalized gMμEs 
[48, 57, 58].

Cells grown on flat glass cover slides coated by poly-l-lysin (PLL) adhere to 
the substrate forming a cleft with a thickness of 55.8 ± 28.9 nm, while occasionally 
the cleft dimension can be larger than 100 nm [48, 59]. When grown on a matrix of 
gMμEs coated with EPP (Fig. 3.3), cells engulf the protruding gMμE, forming 
intimate contact with a considerably smaller cleft thickness (Fig. 3.3c, d, and see 
[48, 58]). For example, the average width of the cleft formed between the plasma 
membrane of cultured Aplysia neurons and the flat substrate between the gMμEs 
is 56 ± 29 nm, while an average cleft width of 35 ± 21 and 30 ± 17 nm is observed 
between the gMμE head and stalk, respectively (Table 3.1). Moreover, in many 
of the electron micrographs, the plasma membrane appears to be in direct contact 
with the gMμE head and stalk (i.e., without a discernible space between the 

Fig. 3.3 Transmission electron microscopic images of gMμEs engulfed by various cell types.  
(a) CHO, fibroblasts (3T3), cardiomyocytes (H9C2), and rat adrenal medulla cell lines (PC-12). 
Scale bars, 500 nm. (b) Engulfment of multiple gMμEs by a 3T3 cell. Scale bar, 2 μm. (c, d) 
Aplysia neuron engulfing a gMμE coated with EPP. The gap formed between the plasma mem-
brane and the flat surface is 30–50 nm (black arrows). The gap between the gMμE structure and 
the plasma membrane is less than 30 nm, and in some areas, it cannot be defined and seems to be 
zero (gray arrows). White arrows indicate regions where the embedding polymer was torn most 
probably by post-embedding mechanical tension, as the quality of the fixation is evident by the 
preservation of the organelles (mt mitochondria, vs vesicle, er endoplasmic reticulum, gs area of 
flat gold substrate). Scale bars, 1 μm and 500 nm. Reproduced from [48] © The Author(s)
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plasma membrane and the gold surface; see Fig. 3.3d, gray arrows), suggesting a 
significantly tighter seal between the plasma membrane and the gMμE compared 
with the flat surface between the gMμEs. In fact, an estimated 10 % of the contact 
area between the plasma membrane and the gMμE stalk and 12.5 % of the contact 
area with the gMμE head form close adhesion with the cleft width in the range of 
0–10 nm (Table 3.2). The cleft formed between the flat substrate (in between the 
gMμEs) and the cell membrane rarely reaches values smaller than 10 nm 
(Table 3.2) despite the large variability observed (56 ± 29 nm; also see Table 3.1 
for other cell types).

The seal resistance (Rseal) formed at the cleft between the neuron and the sensing 
element of the electronic device is a major limiting factor for effective electrical 
recordings (for review, see [40]). Rseal depends on the width of the cleft (dc), the 
resistivity of the material within the cleft (ρc), and its planar dimensions. Rseal can 
therefore be calculated according to

 
R

r d
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c

c

=
r
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(3.1)

where r is the radius of the gMμE head, taken as 0.95 μm, and l is the length of the 
resistor across which the transductive extracellular current flows and is taken as the 
axial circumference of the gMμE (approx. 4 μm). Assuming the specific resistance of 
the cleft ρj to be 100 Ω cm (electrolyte solution), we arrive at Rseal > 67 MΩ for cleft 
width dj < 10 nm. The seal resistance formed between cultured Aplysia neurons and 
a flat substrate was found to be 1.2 ± 0.43 MΩ [60]. Thus, our estimation suggests 
that the neuron–gMμE junction improves Rseal by at least 50-fold.

Table 3.1 Average width values (nm) of the cleft formed between the plasma membrane of 
various cell types and the flat gold surface in between the gMμEs, gMμE stalk, and gMμE head, 
according to the analysis of transmission electron microscopy images

Flat surface (nm) gMμE stalk (nm) gMμE head (nm) F-value

Aplysia 55.8 ± 28.9 35.2 ± 20.8 30 ± 16.7 F(2,357) = 43.5, p < 0.001
CHO 89.0 ± 66.4 31.2 ± 27.6 8.5 ± 16.3 F(2,357) = 89.6, p < 0.001
3T3 80.1 ± 63.1 37.5 ± 35.1 15.7 ± 10.2 F(2,447) = 90.7, p < 0.001
H9C2 122.8 ± 74.5 49.2 ± 41 49.8 ± 32 F(2,447) = 97.6, p < 0.001
PC-12 144.8 ± 117.6 31.4 ± 27.6 26.9 ± 24 F(2,447) = 132.4, p < 0.001

The fifth column depicts the significance of the difference between average cleft width values 
of the different areas examined (analyzed using one-way ANOVA). Reproduced from [48] 
© The Author(s)

Table 3.2 Percentage of the areas where the cleft width is in the 
range of 0–10 nm in various cell types

Cell type Flat surface (%) gMμE stalk (%) gMμE head (%)

Aplysia 0 10 12.5
CHO 0 14.2 24.2
3T3 0.7 18.7 35.3
H9C2 0.6  4  7.3
PC-12 0 10 10.7
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It should be noted that using TEM to assess the nature of the extracellular cleft 
formed between the plasma membrane of living cells and artificial substrates must 
be done with great caution as the procedures of chemical fixation, dehydration, 
embedding, and sectioning might generate alterations in the intracellular osmotic 
pressure and thereby generate structural artifacts [61]. Nevertheless, as is evident 
from the well-preserved structure of the mitochondria, vesicles, the endoplasmic 
reticulum, and the plasma membrane facing the bathing medium (Fig. 3.3d) in the 
electron micrographs, the fixation, dehydration, and embedding procedures did not 
produce osmotic pressure artifacts. The presence of electron translucent breaks 
within the embedding material, mainly (but not exclusively) at the curving junctions 
between the cells and the gMμE head as well as the stalk (e.g., Fig. 3.3d, white 
arrows), suggests that mechanical tension generated within the embedding polymer 
(Agar 100) leads to the detachment of the plasma membrane from the surface of the 
gMμE head only during sectioning of the agar block or the observations rather than 
at earlier stages of the procedures.

3.3.2  Live Confocal Imaging of Actin Cytoskeleton  
at the gMμE–Neuron Junction

The difference in the cleft width formed at the neuron–gMμE interface and the neu-
ron–flat-substrate interface as seen in TEM could result from mechanical stretching 
of the plasma membrane around the gMμE head by cytoskeletal elements that 
assemble around these structures. In order to assess whether the engulfment of the 
functionalized gMμE is mediated by actin and other submembrane cytoskeletal ele-
ments and molecular motors, we used confocal imaging of fluorescent probes in live 
Aplysia neurons grown on matrices of gMμEs [49].

Neurons cultured on gMμE matrices functionalized by either PLL or EPP were 
fluorescently labeled by expression of GFP fusion proteins. Initially we expressed 
GFP alone, thereafter because of the important role of actin in focal adhesion for-
mation [56], and in the generation of the mechanical forces associated with phago-
cytosis [62], we expressed GFP–actin by microinjection of mRNA encoding for 
GFP–actin. Expression of GFP–actin in cultured Aplysia neurons generates a dif-
fuse signal in the cytosol in association with the homogeneous distribution of globu-
lar actin, GFP–actin hotspots in association with focal adhesion, and high- intensity 
fluorescent GFP–actin stripes in association with F-actin [63, 64]. Confocal micro-
scope scans of 0.2 μm steps on the Z-axis were taken approximately 24 h after injec-
tion, and three-dimensional (3D) computer-aided reconstructions were prepared 
(Fig. 3.4). This procedure revealed that in both EPP- and PLL-functionalized matri-
ces, the cell body and the main axon engulfed many gMμE but to variable degrees: 
clear differences in engulfment were observed with respect to the coating used as 
full and tight engulfment of the head and stalk is significantly more frequent on 
EPP- compared with PLL-coated substrates (Fig. 3.4d–f). Moreover, intense 
GFP–actin fluorescent signal in the form of a complete or partial “actin ring” was 
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frequently detected surrounding the stem of the EPP-functionalized gMμE (Fig. 3.5), 
as compared with PLL-coated substrate where hotspots of actin were dispersed in a 
non-organized fashion throughout the plane of cell–substrate interface in between 
gMμEs (Fig. 3.5b, d).

We decided to examine the assembly of specialized protein structures around the 
stalk of the gMμEs using an additional molecular probe, namely, cherry-cortactin. 
Cortactin is an F-actin-associated protein that regulates actin assembly at multiple 
binding sites and serves mainly as a stimulator of actin nucleation and branching by 
activation of Arp2/3 [65]. Cells cultured on EPP-coated matrices and injected with 
cherry-cortactin displayed ring-shaped cortactin fluorescence surrounding the 

Fig. 3.4 Confocal microscope images of neurons expressing GFP–actin engulfing gMμEs. (a) An 
overview of a neuron cultured on 8 μm spaced gMμE matrix. The image is constructed of super-
positioning of transmitted light and confocal GFP–actin images. (b) A confocal image taken 
0.4 μm above the substrate surface. The equally spaced black dots depict single gMμEs. Inset: a 
computer-generated 3-dimensional reconstruction from a series of optical sections. (c) Zoom-in of 
a single PLL-coated gMμE engulfed by the neuron. Scale bars, 100 μm in (a), 10 μm for (b), 5 μm 
(b, inset), and 2 μm (c). The dashed lines denote plane of scan in both (b) and (c). (d, e): compari-
son of the engulfment of EPP- and PLL-functionalized gMμEs by neurons. Z-axis scans of the cell 
bodies of neurons cultured on a 4 μm (d) and 8 μm (e) inter-gMμE intervals. (f) Quantitative analy-
sis of the engulfment of EPP-coated (black) and PLL-coated gMμE matrices (gray) as viewed from 
z-scans of GFP–actin expressing neurons. Scale bars, 8 μm. Reproduced with permission from 
[49], © (2009) IOP Publishing
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gMμE stalks, and in addition, when co-expressed, actin and cortactin fluorescence 
were generally colocalized [49].

These findings show that the gMμEs functionalized with EPP promote engulf-
ment and actin polymerization around the stalk of the gMμE. Interestingly, in EPP 
actin rings are dominantly formed around the stalk, whereas the actin density along 
the substrate and the head of the gMμE is small (Fig. 3.5a, c). This suggests that in 
addition to the chemical signaling generated by the EPP, the mechanical tension 
generated by the geometry of the gMμEs also provides meaningful information for 
actin assembly, as is consistent with other studies [56]. However, as PLL alone 
does not generate tight engulfment of the gMμEs by the neurons, the geometry of 
the gMμEs is not sufficient by itself to trigger specific interactions between the cell 
and substrate.

Fig. 3.5 Occurrence of “GFP–actin rings” surrounding the stems of EPP- and PLL-coated gMμEs. 
(a) and (b) depict the cell somata of Aplysia neurons cultured on EPP- and PLL-coated 8 μm 
spaced gMμE matrices, respectively. Relative intensity scale of the GFP–actin is shown at the top 
of both (a) and (b). Images were taken at the plane of the gMμE stem. Insets: corresponding trans-
mitted light images of the cell bodies. Scale bars, 25 μm. (c) A ring of GFP–actin signal surround-
ing the stem of a gMμE. Left-hand side, ZX-axis scan; right-hand side, XY-axis scan taken at the 
plane of the gMμE stem (scale bar, 1 μm for both scans). (d) Comparison of the occurrence of actin 
rings surrounding the stems of gold spines on 4, 8, 12, and 16 μm matrices, coated with either EPP 
(black) or PLL (gray). Reproduced with permission from [49], © (2009) IOP Publishing
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The observation that the engulfment of gMμEs is associated with the assembly 
of GFP–actin rings around the stalk raised a number of questions. How fast does an 
actin ring assemble after the plasma membrane comes in contact with the gMμE? 
Given that the cytoskeletal elements are generally dynamic structures and that actin 
skeleton associated with adhesion plaques is highly dynamic [66], how stable are 
the formed actin rings?

To study the dynamics of actin ring assembly, we took advantage of earlier 
observations from our laboratory showing that axonal transection of cultured 
Aplysia neurons results in the formation of a growth cone in the form of an extending 
flat lamellipodium at the tip of the cut axon (for review, see [67]). The extension of 
a lamellipodium within 10–20 min after axotomy provides an opportunity to image 
the kinetics of GFP–actin ring formation during the first interaction of the plasma 
membrane with a functionalized gMμE. We found that within 2–12 min of contact 
between the flat lamellipodium and a gMμE, distinct actin rings are assembled 
(Fig. 3.6). Using a criterion of ring integrity (>75 % of the gMμE stalk is surrounded 
by circular high fluorescent GFP–actin), we found that 48 h after plating, the actin 
rings are dynamic: a single actin ring disappears and reappears at an average 
frequency of 4·10−3 Hz ± 0.2·10−3. Imaging the actin-ring temporal dynamics once a 
day over a period of 10 days revealed that even though the number of gMμEs 
enwrapped by actin rings remains unchanged, the actin-ring temporal dynamics are 
significantly reduced [49].

Fig. 3.6 Growth cone extension of transected axon on EPP-coated 8 μm spaced gMμE matrix. (a) 
Shown are the cell body (upper part) and its axon. Axotomy was applied along the double-headed 
arrow leading to the formation of a growth cone in the form of an extending flat lamellipodium 
(lower part of the images in b–d). (b) Ten minutes after axotomy, (c) twenty-two minutes, and (d) 
thirty-two minutes post axotomy. In (c), two arrows on the right indicate accumulation of GFP–
actin in the form of rings around the stem of a gMμE. Two arrows on the left indicate advancing 
lamellae in the process of forming actin rings (scale bars, 10 μm). Reproduced with permission 
from [49], © (2009) IOP Publishing
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The formation of non-static actin rings at the stalk of the gMμEs suggests that the 
actin cytoskeleton is being constantly remodeled around the protruding structures in 
response to the extracellular chemical and mechanical signals. This process could be 
a result of nucleation of new actin filaments and/or consecutive repolymerization and 
depolymerization of existing actin filaments [68] similarly to adhesion processes 
occurring at the leading edge of motile or growing cells. We have also shown that the 
dynamic nature of rings of actin stabilizes around the stalks of the gMμEs approxi-
mately 2 weeks after culturing. This might correlate to common behavior of cells in 
vitro, where they often reach a structural steady state after a certain amount of time  
[69]. The dynamic nature of actin has also been observed at developing synapses of 
CA1 pyramidal neurons in rat hippocampal slices [70] where photoactivated GFP–
actin was used to assess F-actin turnover rate in plastic dendritic spines. In that study, 
it was shown that actin exists in distinct pools, with a turnover rate of tens of seconds 
for the dynamic pool and minutes for the stable pool, not unlike the aforementioned 
observations. Additionally, previous studies show that monomeric G-actin is con-
stantly being polymerized into ring-shaped networks of F-actin in endocytic hotspots 
of lamprey synapses [71, 72]. Although in these studies it was demonstrated that the 
actin rings at areas of vesicle recycling are stable, it was shown nonetheless that there 
is a constant dynamic turnover as is evident by the application of actin depolymer-
izing toxin latrunculin B which prevents the incorporation of G-actin into the F-actin 
rings. Could the dynamic nature of the cytoskeleton at the vicinity of the gMμE 
reflect the formation of presynaptic structures? In light of the dynamic reorganizing 
nature of actin and cortactin surrounding the stalks of the gMμEs, it should be no less 
than exciting to check for the existence of synaptic-related proteins [73] in the area 
of interaction between the neurons and the gMμE.

3.4  In-Cell Recording and Stimulation

Ultrastructural studies and live confocal imaging demonstrate a tight and active 
interface between cells and gMμEs. We now turn to the electrical implications of 
this tight seal. We will explore the ability of gMμEs to provide simultaneous, mul-
tisite, long-term stimulation and recording of action potentials and subthreshold 
synaptic potentials. We will show signal quality and signal-to-noise ratio comparable 
to that of conventional intracellular glass micropipette electrodes while maintaining 
scalable design options of multielectrode devices. This section is based on pub-
lished studies [50–52] in which further technical information can be found.

3.4.1  In-Cell Recording of Action Potentials  
and Membrane Hyperpolarization

The experiment described in Fig. 3.7 (also described in [50]) depicts the main 
features of the “in-cell recording” configuration. For the experiment, an Aplysia 
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Fig. 3.7 In-cell recording of action potentials and subthreshold hyperpolarizing pulses by gMμEs. 
A neuron was cultured for 2 days on a gMμEs array device. Recordings of action potentials and 
hyperpolarizing pulses generated by an intracellular glass microelectrode inserted into the soma 
were made from eight gMμEs (e1–e8). Six gMμEs reside under the neuron (e1–e6) and two away 
from it (e7 and e8). (a) A 5 mV, 10 ms square calibration pulse is delivered at the onset of each 
voltage trace. Depolarizing current pulses injected through the intracellular electrode (a, i and ii) 
generated membrane depolarization which reached threshold to fire a single action potential (i) and 
a train of action potentials (ii). These action potentials were recorded by gMμEs e1–e6. The trace 
showing the trains of action potentials recorded by the intracellular electrode and gMμEs e1, e5, 
and e6 in (ii) are enlarged in (b). Note the differences in the shapes and amplitude of the 5 mV 
10 ms calibration pulses and the action potentials. In columns iii and iv, hyperpolarizing square 
pulses were delivered by the intracellular glass microelectrode. The different degrees of electrical 
coupling between the neuron and the gMμEs and the differences in the filtering of the DC pulse by 
the different gMμEs are apparent (ii and iv). Reproduced from [50] © The Author(s)
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neuron was cultured for 2 days on an array of 62 gMμEs functionalized with the 
engulfment promoting peptide (EPP). A sharp-glass microelectrode for both current 
injection and voltage recording was inserted into the soma of the neurons. 
Depolarizing current pulses of varying intensities (Fig. 3.7a, columns i and ii) were 
delivered by the intracellular electrode and generated a single or a train of action 
potentials recorded by the same glass microelectrode and the gMμEs. The action 
potentials recorded by the gMμEs were monophasic, positive potentials that resem-
ble in shape the intracellularly recorded action potentials (APs, Fig. 3.7a, b). In this 
experiment, APs were recorded by six gMμEs that resided beneath the stimulated 
neuron’s cell body (Fig. 3.7, e1–e6, blue). The amplitudes of the raw APs recorded 
by e1–e5 were in the range of 5–10 mV, while those recorded by e6 were smaller 
than 1 mV, reflecting differences in the electrical coupling between the neuron and the 
individual gMμEs. Interestingly, even the small APs of e6 were positive monophasic 
potentials. Other gMμEs not residing beneath the neuron’s cell body did not record 
any signals (e7, e8). This fact demonstrates the lack of cross-talk artifacts from 
neighboring microelectrodes. Using the same configuration, we recorded in other 
experiments monophasic action potentials with amplitudes of up to 25 mV [51].

Hyperpolarizing pulses of increased amplitude delivered by the intracellular 
microelectrode generated membrane hyperpolarization (Fig. 3.7, columns iii and iv) 
that were picked up also by gMμEs e1–e6. This clearly demonstrates that the interface 
formed between the neuron and the gMμE generates electrical coupling sufficient to 
enable parallel multiple site recordings of APs and subthreshold potentials.

3.4.2  In-Cell Recording of Subthreshold Synaptic Events

To further illustrate the quality of the recording provided by the gMμE-based micro-
electrode array, we cocultured homologous Aplysia neurons that form electrical 
synapses [74]. Figure 3.8 depicts an experiment performed on two neurons cultured 
on a gMμE array for 2 days. For the experiment, a sharp-glass microelectrode for 
both current injection and voltage recording was inserted to neuron 1, and record-
ings were made with a gMμE from neuron 2 (Fig. 3.8a). Hyperpolarizing square 
current pulse delivered to neuron 1 generated membrane hyperpolarization of neu-
rons 1 and 2 (Fig. 3.8b). The coupling coefficient (the algebraic scaling factor) 
between neuron 1 (as recorded by an intracellular DC-coupled electrode) and the raw 
signal recorded in neuron 2 (by the AC-coupled gMμE, Fig. 3.8biii) was estimated to 
be 0.2–0.3. Consistent with these observations, firing of neuron 1 (Fig. 3.8cii) gener-
ated an excitatory postsynaptic potential (EPSP) in neuron 2 (Fig. 3.8ciii) which 
reached threshold to initiate an AP (Fig. 3.8ciii). The AP in neuron 2 (Fig. 3.8ciii) 
in turn initiated an EPSP in neuron 1 (Fig. 3.8cii). Trains of action potentials gener-
ated by the intracellular electrode in neuron 1 (Fig. 3.8c, right column) generated a 
train of EPSPs in neuron 2 that summated to fire a train of action potentials (Fig. 3.8c 
right panel).

It is important to note that the impedance of the gMμEs and the AC amplifiers 
used for the recording by the gMμE alter the shape of the recorded signals compared 
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with those recorded by the DC-coupled intracellular sharp-glass electrode. 
The electrical impedance depends on the ionic bilayer (also known as the electrical 
double layer) [75] formed at the interface between the gMμE and the culture medium 
and of the AC amplifier used. In addition, the attenuation in the amplitude is further 
attributed to the quality of the seal resistance formed between the plasma membrane 
and the gMμE and the conductance of the patch of plasma membrane that faces the 
gMμE. Since the parameters that represent individual neuron–gMμE junction are 
not identical, the alterations in the signal shape and attenuation factor differ for 
individual gMμEs, as is reflected by the differences in the shapes and amplitude of 

Fig. 3.8 In-cell recording of subthreshold synaptic potentials. (a) Experimental setup. (b) 
Hyperpolarizing square current pulse (i) delivered to cell 1 (right-hand side in a), generated mem-
brane hyperpolarization of both cells 1 and 2, and picked up by the glass micropipette electrode 
and the gMμE (b ii and iii, respectively) demonstrating the electrical coupling between the cells. 
(c) Depolarizing square current pulse (i) delivered to cell 1 elicited firing of an action potential  
(c ii) and generated an excitatory postsynaptic potential (EPSP) in cell 2 picked up by the gMμE 
(c, iii). The AP in cell 2 (c, iii) in turn initiated an EPSP in cell 1 (c, ii) (insets: close-up of concur-
rently recorded EPSPs and APs in both cells). Trains of action potentials (right-hand-side panels) 
generated by the intracellular electrode in cell 1 generated a train of EPSPs in cell 2 (iii) that sum-
mated to fire a train of action potentials. Reproduced from [50] © The Author(s)
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the 5 mV 10 ms calibration pulses and the action potentials (Fig. 3.7). Nevertheless, 
these individual alterations can be corrected using the calibration pulse as a refer-
ence and employing either an offline or a real-time negative capacitance compensa-
tion circuit [51, 76, 77]. Thus, in spite of the filtering and attenuation of the signals 
by the gMμE impedance and AC-coupled amplifier, the quality of recording by the 
extracellular positioned gMμE is of unprecedented quality.

3.4.3  In-Cell Stimulation

Analysis of neuronal circuits largely relies on repeated use of stimulating elec-
trodes. It is of critical importance that stimuli are delivered without damaging the 
cells [78]. Whereas current injection (stimulation) by intracellular sharp-glass elec-
trodes or patch electrodes involves no difficulty, stimulation by extracellular high- 
impedance electrodes is complicated by the relatively limited charge transfer to the 
plasma membrane, by the risk of damaging the cells by electroporation [7, 79, 80], 
or by irreversible electrochemical reaction products [81–84]. To overcome these 
problems, trains of weak capacitive stimuli can be delivered to cultured cells to 
activate local sodium currents that generate sufficient depolarization to reach the 
firing threshold [78]. While this approach is safe, it might complicate experimental 
protocols in which precisely timed consecutive stimuli are to be delivered.

We now examine whether the interface formed between the gMμEs and the 
neurons as well as the gMμE properties supports effective stimulation of the neu-
rons without inducing irreversible electroporation. To that end, a neuron cultured on 
a gMμE-based microelectrode array was impaled by a sharp electrode for both 
current injection and voltage recordings (Fig. 3.9). We next characterized the cou-
pling level between the neuron and the gMμE and selected to concentrate on two 
gMμEs, one with high coupling (gMμE-1) and the other with low coupling values 
(gMμE-2) (Fig. 3.9a). Hyperpolarization of the neuron by current injection through 
the intracellular electrode leads to gMμE-1 and to a much smaller extent gMμE-2 
(Fig. 3.9bi). Consistently, depolarization of the neuron to fire an action potential 
leads to the generation of an action potential of ~3 mV recorded by gMμE-1 and 
~0.5 mV by gMμE-2 (Fig. 3.9ci and di, respectively). Delivering a single depolar-
ization square voltage step of 1–10 ms with an increasing voltage from 1,400 to 
1,800 mV by gMμE-1 evoked depolarization of the neuron which reached threshold 
to fire action potentials as recorded by the glass microelectrode (Fig. 3.9e, upper 
panel). Applying similar current pulses to gMμE-2 depolarized the neuron but failed 
to reach threshold (Fig. 3.9e, bottom panel).

To examine whether this series of stimulations (5–10 stimulations per experi-
ment) via the gMμE induced damages to the neuron, we once again delivered hyper-
polarizing pulses through the intracellular glass microelectrode and measured the 
input resistance and the coupling between the neurons and the gMμEs. As seen in 
Fig. 3.9 (bii, cii, and dii), the stimuli delivered by the gMμE did not induce detect-
able changes to the neuron’s input resistance or altered the coupling coefficient 
between the neuron and the gMμE.
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Fig. 3.9 Stimulation by gMμEs without damage to the cell. (a) Experimental setup. (b) 
Hyperpolarizing square current pulse delivered to the cell by the glass micropipette intracellular 
electrode generated membrane hyperpolarization detected by both high- and low-coupled gMμEs 
(gMμE1 and gMμE2, respectively, in i). The input resistance and level of coupling between the 
neuron and gMμE1 and gMμE2 were not changed before and after the application of stimuli deliv-
ered by gMμE1 and gMμE2 stimulation (shown in e). (c, d) Action potential shape, duration, and 
amplitude as recorded by gMμE1 and gMμE2. These are not changed by the use of gMμE1 and 
gMμE2 to stimulate the neuron (shown in e). (e) Stimulation of the neuron by gMμE1 and gMμE2 
while recording with the intracellular glass microelectrode. The strength of the applied stimulus 
and its duration are given below the traces. Note that whereas the high-coupled gMμE1 (upper 
panel) generated an action potential, the low-coupled electrode did not reach threshold. Reproduced 
from [50] © The Author(s)
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We conclude that with the observed high coupling coefficient, the in-cell 
configuration enables the application of sufficient current to reach firing threshold 
of the neuron without inflicting damages to the plasma membrane or the junction.

3.4.4  Stability of the gMμE–Neuron Junction

A critical feature of the extensive use of extracellular recording for in vitro and in 
vivo research purposes as well as for potential future clinical applications is the 
cell- noninvasive nature of the electrodes which permits long-term recordings. In an 
earlier study, we established that culturing Aplysia neurons on a dense matrix of 
gold mushroom-shaped protrusions (gMμPs) for over a week does not alter the 
excitable membrane properties and synaptic physiology of the neurons [48]. We 
now turn to examining the functional stability of the junctions formed between the 
neurons and the gMμE. We began to examine this question by culturing spontane-
ously active Aplysia neurons on gMμE-based microelectrode arrays (Fig. 3.10 and 
see [50]). We found that effective electrical coupling between neurons and gMμEs 
was maintained for over 48 h. It should be noted that in these experiments, the 
shape and amplitude of the action potentials over this period were not absolutely 
stable. We avoided the risk of culture contamination by not taking off the 
cover from the culture dish for insertion of a conventional sharp intracellular 

Fig. 3.10 Long-term  
in-cell recording from a 
spontaneously active neuron. 
(a) Recording sessions from 
the same neuron of hours and 
days are maintained (time is 
given on the left-hand side). 
(b) Calibration pulse along 
2 days of recordings. (c) 
The shapes and amplitudes of 
the raw action potentials 
recorded by gMμEs along 
2 days. (d) Deconvolution of 
the recorded action potentials 
using the calibration pulses 
and a capacitance 
compensation circuit (see 
[51]). Reproduced from [50] 
© The Author(s)
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microelectrode for comparison. Nonetheless, a number of mechanisms could 
account for the observed changes. These include small alterations in the neurons’ 
resting potential, changes in the junctional membrane resistance, or seal resistance 
(see Sect. 3.4.5, equivalent electrical circuit of the in-cell configuration). To the 
best of our knowledge, such recording sessions of intracellular readout with lengths 
of over 2 days were never conducted prior to this study.

3.4.5  In-Cell Configuration: Ohmic Conductance  
at the gMμE–Neuron Junction

The unprecedented electrical coupling between neurons and engulfed gMμEs can 
be explained by the use of the analog electrical equivalent circuit shown in Fig. 3.11. 
The model includes the following: (a) a neuron composed of a non-junctional 
membrane characterized by a passive RC circuit with parameters (Rnj; Cnj) and a 

Fig. 3.11 The in-cell configuration: ohmic conductance at the junctional membrane. (a) Equivalent 
circuit of gMμE–neuron junction. (b) and (c): coupling coefficient as a function of seal resistance 
and the resistance of the junctional membrane in high-frequency (100Hz) (b) and low-frequency 
(1Hz) (c) signals. (d) In-cell stimulation: maximum membrane depolarization as a function of 
amplitude of voltage-based stimulation through the gMμE in high (circles) and low (squares) 
capacitance gMμEs. Application of an ~1,500 mV voltage results in a maximum depolarization of 
~35 mV, which is sufficient to elicit an action potential. Reproduced from [50] © The Author(s)
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junctional membrane facing the gMμE (Rj; Cj), (b) the cleft formed between the 
neuron’s plasma membrane and the surface of the gMμE (Rseal), and (c) the gMμE 
itself (RgMμE and CgMμE). The majority of parameters used for the simulation was 
obtained from direct measurements or by calculations of the physical parameters 
that fit the specific geometry of the gMμE and the neuron–gMμE interface (for 
further detail, see [50]). The expected coupling coefficient for action potentials 
(high frequencies of 100–1,000 Hz) and long (DC) pulses were calculated as a func-
tion of Rseal using different values for the junctional membrane resistance (ranging 
from 10 MΩ to 100 GΩ, Fig. 3.11b, c). Rseal was taken to be ~100 MΩ (see Sect. 3.3.1 
and [48]).

Based on these parameters, we evaluated the range of possible values of the junc-
tional membrane resistance which generate the experimentally observed coupling 
coefficient (i.e., 0.05–0.5) to be 10–100 MΩ. Assuming that the junctional mem-
brane conductance is increased by recruitment of voltage-independent ionic chan-
nels such as potassium channels with single-channel conductance of 10–100 pS, 
then ~10–100 such channels have to concentrate within the confined area of the 
junctional membrane. This would imply a density of approximately 0.5–10 
channels/μm2. This density is physiological and was documented in many cell 
types [85].

It is important to recall that the coupling between the neurons and the gMμEs 
depends on the value of Rseal. Reducing Rseal to values below 100 MΩ reduces the 
coupling coefficient drastically (Fig. 3.11b, c).

Using the same values, it is also possible to simulate the experiments of Fig. 3.9e, 
modeling the membrane depolarization induced by the delivery of a millisecond 
long voltage stimulation pulse by a gMμE. Figure 3.11d depicts the membrane 
depolarization induced by such a pulse assuming that Rj = 100 MΩ, Rseal = 100 MΩ, 
and gMμE capacitance is either low (5 pF) or high (40 pF). We have found that for 
high-capacitance gMμEs, an ~1,500 mV voltage results in a maximum depolariza-
tion of ~35 mV, which is sufficient to elicit an action potential. This correlates with 
the empirical findings as shown in Fig. 3.9e.

As discussed in Sect. 3.3, engulfment of gMμEs is much more effective when 
they are functionalized with EPP than with PLL. This suggests that EPP plays a role 
in the induction of the engulfment and that binding between receptors displayed on 
the plasma membrane and the EPP activates a highly conserved cascade leading to 
phagocytosis-like processes [54]. The neurons then elevate the conductance of their 
plasma membrane facing the gMμEs in concert with the assembly of a cytoskeletal 
actin ring around the stalk of the gMμEs. The geometry of the gMμEs plays an 
important role in these cytoskeletal reorganizations [48] as sensing of surface 
topography by the cell plays a significant role in the regulation of cell functions 
(for review, see [86]). Convex surfaces are known to cause BAR-domain protein 
(Bin, Amphiphysin, Rvs domain) to release Rac (a GTPase), which in turn leads to 
local cytoskeleton rearrangements. This may result in redistribution of ion channels 
and the introduction of ohmic conductance at the neuron–gMμE junction. In addi-
tion, changes in mechanical tension of the inner and outer faces of the lipid bilayer 
by the curvature of the gMμE geometry may result in the activation of ion channels 
or passive increase in local conductance.
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3.5  Concluding Remarks

We have seen that the neuron–gMμEs interface forms an unexpectedly tight junc-
tion which supports high-quality bidirectional electrical coupling. This configura-
tion enables in-cell recording with quality and signal-to-noise ratio that matches 
classical sharp- and patch-electrode intracellular recording. The interface also sup-
ports “in-cell stimulation” by milliseconds-long single pulses without damaging the 
cell membrane. Consistent with the extracellular position of the gMμEs with respect 
to the neurons, the recording sessions could last for over 2 days and most likely for 
significantly longer periods.

A number of challenges lie in the path toward the translation of in-cell recording 
and stimulation to in vivo mammalian neural networks [57, 58]. A more sophisti-
cated chemical functionalization of the device, suitable for the diverse population of 
cell types in the living brain, will most likely be necessary in order to specifically 
target neurons and prevent professional phagocytotic cells such as microglia from 
engulfing the electrodes.
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Abstract This chapter explores the variability and limitations of traditional 
stimulation electrodes by first appreciating how electrical potential differences lead 
to efficacious activation of nearby neurons and examining the basic electrochemical 
mechanisms of charge transfer at an electrode/electrolyte interface. It then covers 
the advantages and current challenges of emerging micro-/nanostructured elec-
trode materials for next-generation neural stimulation microelectrodes.

4.1  Introduction to Electrical Stimulation of Neurons

Stimulation electrodes have many clinical applications. The most common clini-
cally approved stimulator is the artificial cardiac pacemaker, which is implanted 
into patients with a slow or arrhythmic heartbeat [1]. Artificial pacemakers use elec-
trodes placed directly in contact with the heart muscles to regulate heart rate by 
delivering a timed series of electrical pulses. Another common stimulation device 
implanted into many adults and children is the cochlear implant [2]. Cochlear duct 
electrodes are designed as a series of stimulation contacts arranged along a flexible 
silicone carrier (Fig. 4.1a). These electrodes are placed into the cochlea where 
they directly electrically stimulate nerve cells, bypassing damaged hair cells that 
transduce acoustic vibrations into electrical impulses in the underlying nerve cells. 
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Deep brain stimulation (DBS) is another class of clinically available stimulator that 
employs electrodes implanted into “deep” white matter structures in the brain 
(Fig. 4.1b). Electrical stimulation in these deep brain structures, such as the basal 
ganglia, has been used to treat symptoms of Parkinson’s disease including tremor 
and bradykinesia, as well as other movement disorders such as dystonia [3–5]. 
In addition, DBS is being studied as a treatment for stroke, chronic pain, major 
depression, and chronic obesity [6–10]. For epilepsy and major depression, vagal 
nerve stimulation offers an alternative that does not require brain surgery [11, 12]. 
In the extremities, functional electrical stimulation (FES) is used to deliver electri-
cal current to activate nerves or muscles in disabled patients. FES has been applied 
to aid in standing, walking, and basic handgrips and for restoring bowel and bladder 
function [13–15]. Many other electrical stimulation applications exist, including the 
restoration of somatosensation and vision, the treatment of hypertension and gastro-
paresis, and the promotion of nerve regeneration [16–19].

While these neurostimulation devices have demonstrated some success in 
bypassing, replacing, or treating damaged neural circuits, they are far from being 
able to reliably restore natural function in all patients. In order to understand the 
variability and limitations of traditional stimulation electrodes, we must first appre-
ciate how electrical potential differences lead to efficacious activation of nearby 
neurons and examine the basic electrochemical mechanisms of charge transfer at an 
electrode/electrolyte interface. This chapter will first lay out our current knowledge 
of these areas and afterwards will cover the advantages and current challenges of 
emerging micro-/nanostructured electrode materials for next-generation neural 
stimulation microelectrodes.

4.1.1  Basic Principles Behind Electrical Signals in Neurons

As covered earlier in this book, neurons transmit electrochemical signals throughout 
the body and brain (Fig. 4.2a). Neurons, muscle, and endocrine cells maintain a 
small resting membrane potential on the order of −60 to −95 mV, depending on the 
cell type (Fig. 4.2b) [20–23]. This membrane potential is maintained by the active 
pumping of positively charged sodium ions out of the cell [24, 25]. Neurons are 

Fig. 4.1 (a) The FLEX 28 cochlear duct electrode array. (Image courtesy of MED-EL.) (b) The 
Medtronic 3387 model DBS electrode has 1.5 mm long stimulation electrodes separated 1.5 mm 
edge-to-edge with a diameter of 1.27 mm. Each stimulation electrode has the surface area of 
5.98 × 106 μm2. Reproduced with permission from [327] © (2009) Springer
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Fig. 4.2 (a) Simplified orthodromic or natural signal transduction model in neurons. 
Neurotransmitters bind to the dendrites of a neuron, which cause channels to depolarize or hyper-
polarize the membrane. This signal is summed up from the dendrites and cell body at a point just 
past the axon hillock (*). If an action potential occurs, voltage-gated ion channels propagate the 
signal down to the axon where it releases neurotransmitters at the presynaptic terminal. (b) Model 
of voltage potential at the membrane of a neuron. The extracellular space is positively charged with 
high concentrations of sodium ions. (c) Cathodic electrical stimulation drives the extracellular 
space to become more negative, causing depolarization of the membrane potential (δV → 0). (d) 
Two different-sized neurons activated with neurotransmitters (circles) in physiological condition. 
Neurotransmitters bind to ligand-gated ion channels which cause excitatory postsynaptic poten-
tials (EPSPs) (depolarization). Left: neurons receive low levels of neurotransmitter inputs from a 
presynaptic neuron. In smaller neurons, ionic currents generated by EPSP result in higher voltage 
changes across the membrane which is summed at the axon hillock (*) and reaches the threshold 
for generating an action potential. On the other hand, larger neurons have decreased EPSP voltage 
changes which are unable to reach the depolarization threshold by the time it reaches the axon 
hillock. Right: greater synaptic inputs are able to generate action potentials in the larger neuron. 
(e) Activation function diagram of two different-sized axons from electrical stimulation by an 
electrode along an axon. Cathodic pulse can generate greater depolarization potential in the larger 
diameter axon (solid) than a smaller neuron with half the axon diameter (dashed), showing the 
opposite recruitment order compared to activating neurotransmitters (larger first)
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typically activated by specialized receptors that open ion channels in the membrane 
in response to specific triggers, such as neurotransmitters [26–29]. As sodium ions 
flow into the cell, the intracellular potential becomes less negative relative to the 
extracellular space and approaches zero, depolarizing the cell. If enough ions flow 
into the cell, nearby voltage-gated sodium channels open [30, 31], allowing further 
influx of sodium that in turn depolarizes other adjacent channels [32]. If a sufficient 
number of voltage-gated sodium channels have been activated and opened, this 
action potential propagates. These channels then quickly enter an inactive state 
(refractory period) blocking inward sodium ion flow and preventing continuous 
activation [32–34]. The cell repolarizes as sodium ions are actively pumped back 
out of the cell. This process usually lasts on the order of 1 ms [32–34]. The refractory 
period duration and the types of ions crossing the membrane vary from cell to cell. 
After inactivation ends and the membrane repolarizes, the sodium channels remain 
closed until activated again by depolarization.

Action potentials normally travel in one direction from the soma to the axon 
terminal. This is called either anterograde or orthodromic signal conduction. Under 
orthodromic signal conduction, neurotransmitters released from the axon terminal 
bind to receptors on the target neuron, which are generally on the dendrites 
(Fig. 4.2a). Once the neurotransmitters bind to the target receptors, ion channels 
open and contribute to the depolarization of the membrane [23]. Excitatory (depo-
larizing) and inhibitory (hyperpolarizing) signals travel along the dendrites and 
soma and are summed at the axon hillock, the point where the soma meets the axon 
[35]. The action potential is generated immediately beyond the axon hillock prior 
to the first myelinated segment of the axon and propagates down the length of the 
axon resulting in the release of neurotransmitter at the axon terminal.

4.1.2  Basic Spatial and Rate Encoding of Neural Information

Action potentials are said to be “all-or-none” since the amplitude of the action 
potential is independent of processes leading to its generation (including voltage 
and current) [36]. In other words, the amplitude of an action potential can be con-
sidered binary (1 or 0) and does not encode information about function or intensity. 
Instead, neural information is encoded spatially and temporally [37–39]. For exam-
ple, the frequencies of sound in the auditory system or spatial information in visual 
system are encoded topographically by the location of the connected neurons in the 
brain [40]. Intensity is encoded through the activation order or recruitment order of 
a population of neurons (activated in a specific order, see Sect. 4.1.4) and the rate at 
which they generate action potentials [41].

4.1.3  Basic Principles of Electrical Stimulation

Electrical stimulation of the neural tissue seeks to bypass normal biological activation 
processes by introducing an artificially generated electrical impulse that leads to 

T.D.Y. Kozai et al.



75

action potential generation in a neuron. In order to artificially generate neural activity 
using electrical stimulation, charge delivery to neurons is commonly carried out 
with a cathodic (negative) current pulse. This is accomplished by placing a stimula-
tion electrode near the cells being targeted and placing a larger counter electrode 
(one which counters the current generated at the stimulation electrode, i.e., com-
pletes the circuit) at a distant site. Normally, the counter electrode should be suffi-
ciently large such that the current density at its surface is low in order to minimize 
activation of the neural tissue around the counter electrode. During a cathodic 
(negative) stimulation pulse, positive current flows into the electrode, electrons flow 
out of the electrode, and nearby positive ions are attracted towards the electrode 
surface. Cathodic stimulation pulses thereby create a negatively charged microenvi-
ronment in the extracellular space around neurons near the electrode. This leads to the 
depolarization of the cellular membrane, opening of the voltage-gated ion channels, 
and further depolarization of the cell (Fig. 4.2b, c). On the other hand, an anodic 
(positive) stimulation pulse results in positively charged microenvironment in the 
extracellular space around neurons near the electrode, which leads to hyperpolarization 
of nearby neurons and blockade of action potentials (Fig. 4.2b).

4.1.4  Recruitment Order of Neurons

The natural recruitment order of neurons has been best characterized in the case of 
spinal motor neurons [42]. Henneman’s size principle states that motor units 
undergo orderly recruitment from smallest to largest, where small motor units con-
sist of small diameter motor neurons innervating a small number of slow-twitch, 
fatigue-resistant muscle fibers via slowly conducting axons and large motor units 
consist of large diameter motor neurons innervating a large number of fast-twitch, 
fatigable muscle fibers via fast conducting axons [42–47]. At any given time, most 
neurons in the body are quiescent or fire only occasionally until actively recruited 
[48]. It is generally understood that from this quiescent state, smaller neurons are 
recruited first because they have greater synaptic input densities, and their smaller 
surface area leads to a higher input impedance resulting in higher voltage changes 
from ionic currents generated by postsynaptic potentials (Fig. 4.2d) [42–47, 49–52]. 
This size-dependent recruitment order phenomenon has also been observed in sensory 
neurons [53–55].

The recruitment order that occurs during electrical stimulation varies from natural 
recruitment in important ways. When axons equally distant from an electrode are 
electrically stimulated with a cathodic pulse, larger axons (which would normally 
be recruited last under natural conditions [56]) are recruited first due to their larger 
surface area and lower resistance to electrical currents. For myelinated axons, this is 
also due to the larger potential difference generated between the nodes of Ranvier 
(the excitable portion of the axons) [49, 57]. On the other hand, smaller diameter 
axons have less surface area and therefore higher membrane resistance requiring 
larger electrical stimulus to reach depolarization thresholds. Additionally, in myelin-
ated axons, smaller diameter axons (which have shorter internodal distance) will see 
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a smaller potential difference between two nodes and therefore require larger stimulus 
amplitudes to generate depolarizing potentials. As expected, it has been shown that 
while the voltage membrane thresholds are similar in different-sized neurons, 
smaller neurons axons require a more negative depolarizing current to generate an 
action potential [49, 57]. This leads to lower stimulation thresholds for larger axons 
[49, 58] (Fig. 4.2e). As such, electrical stimulation of neurons is generally recruits 
axons in reverse physiological order [13]. However, there are situations when this 
size principle does not hold, as discussed below [59, 60].

4.1.5  Effect of Electrical Stimulation on Neurons

Ideally, the intent of cathodic electrical stimulation, or cathodic excitation, is to 
generate orthodromic action potentials to elicit a specific function in an impaired 
nervous system. Similarly, the goal of anodic stimulation, or anodic block, is to 
inhibit unwanted neural activity by hyperpolarizing nearby neurons. Unfortunately, 
neuronal recruitment in vivo in response to electrical stimulation is far more com-
plicated and influenced by many factors. Focal cathodic electrical microstimulation 
has been shown to activate sparse, distributed, and very distant populations of 
neurons in the brain and spinal cord [61, 62]. Sparse and discrete populations of 
neurons in the brain up to 4 mm away from the stimulating electrodes have been 
shown to become depolarized even when orthodromic synaptic transmission was 
blocked with a pharmaceutical agent [61]. Similarly, intraspinal microstimulation 
was shown to elicit activity in dorsal root filaments with entry zones up to 17 mm 
both anterior and posterior from the stimulation site [62]. In both cases, this is 
largely due to the fact that electrical stimulation frequently recruits axons before 
cell bodies themselves [62–66] and that these action potentials can back-propagate 
towards the soma and dendrites [67, 68], a phenomenon known as antidromic 
activation. This is due, in part, to limitations in both electrode design and the ability 
to target charge delivery to a specific region of neurons but also reflects basic physi-
ological properties. Overall, these examples demonstrate that electrical stimulation 
can lead to the activation of neural pathways in a manner that is very different from 
normal physiological recruitment (Fig. 4.3a) [68].

To further complicate matters, cathodic stimulation does not always depolarize 
neurons, and anodic stimulation does not always hyperpolarize neurons. During 
strong cathodic pulses, current flows away from the electrode into the cell, leading 
to the depolarization of nearby voltage-gated sodium channels. However, depend-
ing on the position of the cathode, part of the current that entered the cell simulta-
neously flows out of the cell towards the electrode at a site further along the axon 
called the virtual anode (Fig. 4.3b) [14, 69, 70]. When virtual anodes flank the 
depolarized region, positive charge will flow into the neuron and lead to hyperpo-
larization, which will prevent the propagation of action potentials along the axon. 
This phenomenon is referred to as a cathodic block [71]. Similarly, during strong 
anodic stimulation pulses, a distant virtual cathode can cause positive charge to 
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flow out of the membrane, leading to action potential propagation away from the 
anodic electrode, which is generally hyperpolarized from the stimulation pulse 
(Fig. 4.3b, c) [14, 69, 70]. A phenomenon called anode break excitation can also 
occur when a long anodic pulse is released [23, 71]. While this mechanism is 

Fig. 4.3 (a) Electrical stimulation of a neuron from an electrode near the center of the axon. 
Action potentials propagating towards the cell body are referred to as antidromic propagation. (b) 
Potential experienced along the length of an axon from a cathodic (solid) and anodic (dashed) 
stimulation pulse. The shaded areas indicate a depolarized of the axon while the unshaded areas 
indicate hyperpolarization. (c) Strong anodic currents cause hyperpolarization along a segment of 
the axon (closest to the electrode) but generate antidromic and orthodromic action potential 
through virtual cathodes. (d) Visualization of the potential experienced by axons oriented parallel 
to the x-axis from strong cathodic stimulation pulses as a function of distance from the electrode. 
Top: nearby neurons experience depolarization (white region) and neighboring hyperpolarizing 
(dark region; virtual anodes) current. Middle: neurons far enough away only experience the depo-
larizing potentials and full action potential propagation. Bottom: neurons far away experience 
subthreshold potential and do not generate action potentials
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explained in detail elsewhere [23, 71], the hyperpolarization during the anodic 
pulse leads to the relaxation of the inactivation gate in voltage-gated sodium channels, 
and the sudden voltage drop at the end of the pulse causes sodium and potassium 
ions to overshoot the resting membrane potential, causing depolarization and 
action potential initiation.

While all of these effects may be observed during stimulation, the probability 
and variability of inducing an effect is highly dependent on the leading pulse polar-
ity, waveform shape, amplitude, type of neuron (excitatory, inhibitory), distance 
from the neuron, and relative position of the electrode with respect to the axon, 
soma, and dendrite, as well as the size and geometry of the electrode (Fig. 4.3d). 
Therefore, it is important to take these issues into account when designing stimula-
tion electrodes and stimulation paradigms.

4.1.6  Subthreshold Electrical Stimulation

In addition to electrical stimulation that directly activates or inhibits neurons, low- 
frequency, low-amplitude stimulation has been studied for modulating the probabil-
ity of neuronal firing by driving the membrane potential away from the rest without 
eliciting an action potential. These low-frequency, low-amplitude simulation pulses 
have been explored for applications in nerve guidance, the promotion of wound 
healing, the detection of chemical signals, and the promotion of cell differentiation. 
Following nerve injury, regeneration of axons in the periphery is incomplete and 
disorganized, leading to functional deficits. Similarly, regeneration of axons in the 
spinal cord is actively inhibited. Electrical and functional stimulation of nerve tar-
gets has been shown to increase the speed and accuracy of axonal regeneration and 
reinnervation [72–75]. It has also been shown to synergistically modulate neurons 
to react more strongly in the presence of a neurotrophic gradient [76]. Additionally, 
electrical stimulation induces specific nerve growth factor (NGF) and neuroprotec-
tive molecule upregulation [77, 78] and results in a more accurate reinnervation of 
target nerve pathways than that observed following NGF injection [79]. Neurons are 
capable of significant activity-dependent reorganization [80], which can be induced 
and guided by electrically stimulated activity [19].

For example, neurites have demonstrated preferential growth towards cathodic 
electrical fields [81]. Experimental tests have determined that these extracellular 
electrical fields serve as morphological cues and pattern coordinates in the develop-
ing embryo [82]. During embryonic development, there is a natural voltage gradient 
along the neural tube [82]. This voltage gradient appears only once when neurula-
tion (neural tube development) begins and disappears after it ends. The disappear-
ance of this voltage gradient may contribute to poor accuracy of neural regeneration 
and reinnervation in adulthood. Despite the potential of low-frequency, low-amplitude 
electrical stimulation in neural interface applications, near-DC electrical 
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stimulation is difficult to achieve with micro-/nanoelectrodes for reasons that will 
be covered below, and this application will not be extensively covered. However, 
nanostructured coatings on macroelectrodes have demonstrated that combinations 
of nanoscale topographical cues and electrical cues can cause divergent stem cell 
differentiation (a few examples will be covered in Sect. 4.3).

4.2  Introduction to the Electrochemistry of Electrical 
Stimulation

Electrical stimulation through nanostructured electrodes is influenced by electro-
chemical principles of charge transfer at the electrode/electrolyte interface. When 
electrodes are implanted, they come into contact with the body’s extracellular elec-
trolyte or fluid-containing ions and salts. General chemistry principles dictate that 
any metal in an electrolytic solution has a tendency to oxidize into metal ions. 
The electrode’s potential, or half-cell potential, determines the degree of oxidation 
of the electrode. Metals with more negative half-cell potentials tend to be more eas-
ily oxidized than those with more positive potentials. During oxidation, positively 
charged metal ions leave the electrode and enter the solution (also called the disso-
lution of metal ions) leaving the electrode with excess electrons accumulated at the 
surface. This buildup of charge creates an electrical field, which encourages the 
reverse reaction or reduction. The system will therefore reach equilibrium, unless 
disturbed by an applied external electrical field or current.

At equilibrium, the negative surface charges will attract positively charged ions 
in the electrolyte that accumulate at high concentration near the electrode. Similarly, 
positively charged ions will accumulate near a negatively charged surface depend-
ing on the half-cell potentials of the working and counter/reference electrodes. 
A so-called Helmholtz double layer or electrical double layer is formed by the 
molecules in the electrolyte at the electrode surface [83–85]. As shown in Fig. 4.4a, 
the layer immediately adjacent to the charged surface consists of an ordered hydra-
tion shell produced as the polar water molecules are aligned by the electrode’s elec-
trical field. Beyond this inner layer, a second layer forms which consists of hydrated 
ions attracted by the electrical field on the electrode surface. This double layer can 
be modeled as a capacitor that contributes to the charge transfer at the electrode/
electrolyte interface.

During electrical stimulation, the electrical charge at the electrode surface (in the 
form of electrons) must be transferred to the biological electrolyte of the body (in 
the form of ions) in order to be delivered to nearby neurons. This section discusses 
how electrical stimulation parameters and electrode designs must be considered to 
prevent damage to the electrode and/or the nearby tissue. The transfer of charge at 
the electrode/electrolyte interface generally occurs through two mechanisms: 
(1) faradic charge injection and (2) non-faradic charge injection.
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Fig. 4.4 Signal transduction at the electrode interface. (a) Helmholtz double layer: the inner 
Helmholtz plane (IHP) consists of ions and water molecules adsorbed onto the electrode material. 
The outer Helmholtz plane (OHP) consists of hydrated ions and water molecules attracted to the 
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4.2.1  Faradic Charge Injection

In faradic charge transfer, electrons are transferred between the electrode and the 
electrolyte via reduction–oxidation (redox) reactions. The simplest such reaction 
occurs between a solid metal and metal ion. When a positive (anodic) pulse is 
applied, electrons are removed from the metal electrode, and metal ions are released 
into the electrolyte. Such oxidation helps current flow across the electrode/electro-
lyte interface. Conversely, when a negative (cathodic) pulse is applied, electrons are 
ejected from the electrode but accepted by the metal ions nearby, resulting in them 
being reduced into metal and redeposited on the electrode surface. The chemical 
changes at the electrode/electrolyte interface that result from the initial stimulus 
pulse can be reversible or irreversible when a stimulation pulse of opposite polarity 
is quickly applied (Fig. 4.4b). While both reversible and irreversible charge transfer 
processes can occur, the rate of the reaction can be greatly controlled by strategi-
cally selecting the electrode material and electrical stimulation parameters. These 
factors will be discussed later in this chapter.

Reversible faradic reactions occur when the redox product remains on the elec-
trode surface (such as an oxide) or when the diffusion rate of the product is slow 
enough to allow a stimulation pulse of the opposite polarity to revert the products 
before they have sufficient time to diffuse away [86]. Examples of such reactions 
include the oxide formation of platinum (Pt) or iridium (Ir) and the valence transi-
tions between different forms of iridium oxides. Electrodes with reversible faradic 
charge transfer capabilities are said to have pseudocapacitive properties, as the 
mode of charge injection is through mass transfer (as in faradic reactions), but the 
electrode material is preserved as in the case of capacitive charge transfer [87–90] 
(Fig. 4.4c).

In an irreversible faradic reaction, the chemical products resulting from the ini-
tial stimulus phase diffuse away before the reverse reaction can take place. Such 
reactions are to be avoided, as they produce new chemical species that are often 
harmful to the surrounding tissue. The electrolysis of water into gas during electri-
cal stimulation is also an irreversible reaction and has dire consequences for the 
underlying tissue and the electrode as gas bubbles are generated [84, 85].

Fig. 4.4 (continued) surface charge on the electrode. Over the diffuse layer, the influence of 
electrical attraction decreases with distance from the electrode surface until the distribution of free 
ions is dominated by random thermal motion in bulk solution. (b) Irreversible faradic signal trans-
duction: the electrode materials (Pt and Ir) are ejected from the electrode during strong electrical 
stimulation. (c) Reversible faradic signal transduction: during electrical stimulation, hydrogen 
atom-plated platinum or platinum metal becomes oxidized, but remains on the surface of the elec-
trode, which can be reversed. Iridium oxide at the surface of the electrode can reversibly change 
to/from iridium (III) oxide and iridium (IV) oxide. The rapidly reversible properties are called 
pseudocapacitive and at low charge densities encompass the efficiency and speed of faradic signal 
transduction and the electrochemical safety of capacitive electrodes (both for the tissue and elec-
trode). (d) Capacitive signal transduction: charge transfer through the diffusion of ions which is 
safer, but have limitations in maximum charge injection and charge transfer speed
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4.2.2  Non-Faradic or Capacitive Charge Injection

In non-faradic charge transfer, the Helmholtz double layer at the electrode/electrolyte 
interface forms a capacitor, and charge transfer is accomplished by charging and 
discharging of this capacitor (Fig. 4.4d). Because electrons are not transferred 
between the electrode and electrolyte, there are no chemical reactions, and the 
effects of stimulation are completely reversible. The principal limitation of capaci-
tive charge transfer is that it is dependent on the diffusion rates of ions, which are 
larger and more diffuse and therefore have slower kinetics compared to the direct 
electron flow produced during faradic reactions. While purely capacitive charge 
transfer is safer from a tissue perspective, much less charge is transferred than 
occurs through pseudocapacitive mechanism, limiting its functional effect.

Unfortunately, there are currently no known perfectly capacitive electrodes (ide-
ally polarizable electrodes) or perfectly resistive electrodes (nonpolarizable elec-
trodes). Stimulation electrodes generally transfer charge through some combination 
of both faradic and non-faradic processes. This ratio is highly dependent on many 
parameters including electrode size, material, and geometry, as well as specific 
stimulation pulse parameters including amplitude, duration, and overall waveform 
shape. The primary challenge in designing electrodes and stimulation parameters is 
to eliminate irreversible faradic reactions over the lifetime of the application while 
still regularly delivering physiologically efficacious electrical stimulation to the tar-
get neurons.

4.2.3  Electrical Stimulation Parameters for Safe  
and Efficacious Charge Injection

From a safety standpoint, stimulation parameters should be designed to keep electrode 
potentials sufficiently low to avoid the generation of irreversible faradic reactions 
that may harm the underlying tissue or electrode material. This includes keeping 
the electrode potential below the threshold where the electrolysis of water into gas 
occurs. This “water window,” or the interfacial potential range within which 
electrolysis is thermodynamically unfavorable, is typically regarded as −0.6 V and 
0.8 V vs. Ag/AgCl, a conservative range for most metals [91]. For this reason, the 
charge storage capacity (CSC) of an electrode is typically quantified as the charge 
per geometric surface area transported across the electrode during the application of 
a single cycle of cyclic voltammetric stimulation (−0.6 to 0.8 V).

In order to accurately characterize the performance of stimulation electrodes in 
relation to the water window, their charge injection limit (or cathodic charge injec-
tion capacity (CICC) and anodic charge injection capacity (CICA)) are frequently 
reported. This charge injection limit is the maximum charge that can be injected into 
the tissue without violating the interfacial potential window within which the elec-
trode is considered to operate reversibly. In practice, this limit is determined through 
the observation of voltage transients or the measured voltage drift during the 
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application of a current-controlled stimulation pulse beyond the access voltage. 
During controlled-current stimulation, the access voltage (or instantaneous voltage, 
which includes terms such as the ohmic potential drop within the electrolyte and the 
concentration overpotential) is the potential drop of the system that does not con-
tribute to the electrolysis of water. Therefore, the charge injection limit for an elec-
trode is defined to be the total charge injected per surface area during a 
constant-current pulse that results in an interfacial potential drop that crosses either 
−0.6 V (for cathodic pulses) or 0.8 V (for anodic pulses) beyond that of the access 
voltage [83]. CSC and charge injection capacity are frequently reported in units of 
mC/cm2.

Safe stimulation pulses must also be large enough to activate nearby neurons and 
elicit physiologically relevant responses. However, the charge necessary to evoke func-
tional responses can damage the electrode or local tissue over time [92, 93]. In order to 
minimize electrochemical damage to the electrode, a commonly used approach has 
been to follow each stimulation pulse with a pulse of equivalent charge of the opposite 
polarity [94]. This pulsing strategy attempts to prevent the progressive accumulation of 
charge at the electrode interface that would lead to irreversible reduction and oxidation 
reactions. This stimulus pattern is commonly referred to as a charged-balanced bipha-
sic waveform. It is important to note that while charge balancing has generally been 
an effective method to minimize irreversible reduction and oxidation reactions, it 
cannot prevent damage if the electrode potential within a single pulse exceeds the 
range for reversible reactions. Charge-balanced waveforms may be current controlled 
(galvanostatic) or voltage controlled (potentiostatic coulometry).

With current-controlled waveforms, the delivered current during the interpulse 
period can be set to zero, which prevents reduction and oxidation reactions from 
occurring at the electrode surface. It is also simpler to control the charge per phase 
(experimentally the most reliable measure of neural response threshold) by simply 
setting both the current and duration of each stimulation phase and therefore is more 
commonly used. However, it may be necessary to monitor the voltage transients 
associated with the current pulses to check that the maximum electrode polarization 
does not exceed the water window. One method to assess the electrode polarization 
during constant-current stimulation is to introduce a delay between the stimulating 
(typically cathodic) and recovery (typically anodic) phases of the waveform and 
measure the potential during this period when no current is flowing. At this point, 
voltage drops associated with electrolyte resistance, and other factors (i.e., the 
access voltage) do not contribute to the measured voltage, thus allowing measure-
ment of the electrode polarization [83, 91]. Monitoring the polarization is particu-
larly important for small surface area electrodes, as biofouling (adsorption of 
protein) and scar tissue encapsulation can increase the electrode’s impedance and 
resistivity over the lifetime of the implant.

With voltage-controlled waveforms, coulometry (or measurement of total charge 
injected) must be performed during the leading phase to ensure that the duration of 
the reverse polarity pulse can be adjusted to maintain charge balance. In addition, 
during the interpulse periods, the applied voltage should ideally be adjusted to the 
equilibrium potential (instead of simply to 0 V), such that the net current flow 
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between the working electrode and counter electrode is zero (the various stimulating 
and counter electrodes each possess different half-cell potentials and thus exhibits 
different combined equilibrium potentials). If the interpulse voltage between the 
working electrode and counter electrode is set to zero, polarization can occur as a 
result of the equilibrium potential of the combined electrodes, which may allow 
continuous irreversible faradic reactions to occur at low levels, especially for 
nanoscale electrodes [95]. Voltage control is advantageous in that the maximum voltage 
range may be set within the water window to prevent the system from ever reaching 
an electrochemical potential that could cause irreversible redox reactions that damage 
the nearby neurons over time [91]. While safe, this approach can be functionally limit-
ing, as the potential between the working and counter electrodes is a combination of 
both the electrode polarization and resistive losses in the tissue itself.

One commonly employed technique that increases the population of depolarized 
neurons during an electrical stimulus without violating the water window is to add 
a short interphase delay time between the first (usually cathodic) phase and the sec-
ond (usually anodic) phase of a charge-balanced waveform. This interphase delay 
time increases the duration that the microenvironment around the electrode remains 
negative, thereby increasing the probability that nearby neurons depolarize. More 
recently, there have been efforts examining how different asymmetric charged- 
balanced waveforms may be able to recruit action potentials in a more physiologi-
cally relevant manner than symmetric charged-balanced waveforms [96, 97]. 
One important note is that as the phase duration and/or interstimulus dwell time 
increases, the more likely the chemical products of the initial stimulus phase may 
diffuse away, leading to an irreversible faradic reaction. This is especially true for 
nanostructured electrodes and requires careful consideration when designing elec-
trodes and stimulus parameters.

While the mechanisms behind the degradation of electrodes during stimulation are 
well characterized, the exact mechanisms behind the damage of the nearby tissue dur-
ing stimulation are not completely understood. These mechanisms are discussed in 
detail elsewhere, but some of the proposed mechanisms implicate combinations of pH 
change and gas formation, denaturing of proteins, oxidation of biological molecules, 
depletion of nutrients, metal ion toxicity, generation of free radicals, excitotoxic neu-
ral activity, electroporation, thermal toxicity, breakdown of the blood–brain barrier 
(BBB) from stimulation, thrombosis, and/or generation of toxic electrochemical 
species depending on the electrode material and stimulus [85, 98–101].

4.2.4  Electrode Design Consideration for Safe and Efficacious 
Charge Transfer to Neurons

One of the fundamental electrical stimulation parameters for maximum safe charge 
injection in vivo has been characterized by the following equation [85]:
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where A is the surface area of the electrode (cm2), Q is the charge per phase (μC), 
and k is a constant such that k ≲ 1.7. k has been derived from a series of experimental 
data examining the functional response of neurons to stimulation and histological 
analysis of the implanted tissue following electrical stimulation using traditional 
metal electrodes [85, 102–106] (Fig. 4.5). This may be rewritten as follows:

 Q A k£ ´10  (4.2)

This shows that the maximum charge that can be safely delivered to the tissue is 
dependent on the surface area of the electrode. In fact, high charge density stimulation 
(Q/A) using microelectrodes has been used to irreversibly lesion the brain tissue in 
vivo [107]. This is one reason why current clinically available stimulation electrodes 
typically have large surface areas. However, with large electrodes, both charge per 
phase and charge density must be considered as both factors have been implicated in 
the neural tissue damage [104]. It should be noted, however, that “k” and the linearity 
of this equation may vary for nanostructured electrodes compared to traditional 
smooth metal electrode for reasons covered next (Sects. 4.2.5 and 4.2.6). These equa-
tions and values should be reevaluated with nanostructured micro-/nanoelectrodes. 
Nevertheless, it illustrates the importance of charge per surface area.

4.2.5  Advantages and Limitations of High Electrochemical 
Surface Area

The surface area of electrodes has been discussed up until now in terms of 
their apparent area, or geometric surface area. However, it is possible to introduce 

Fig. 4.5 Charge (Q) vs. charge density (Q/A) for safe stimulation. A microelectrode with rela-
tively small total charge per pulse might safely stimulate using a large charge density, whereas a 
large surface area electrode (with greater total charge per pulse) must use a lower charge density. 
Reproduced with permission from [85] © (2005) Elsevier. Note: “k” and the linearity of this equa-
tion may vary for nanostructured electrodes compared to traditional smooth metal electrode due to 
differences in electrochemical surface area, frequency dispersion, and edge effects. This relation-
ship should be reevaluated with data from micro-/nanoelectrodes
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micro-/nanostructured electrode features, such as roughness and porosity (or fractal 
geometry) onto electrode surfaces, which can increase the effective surface area 
(or electrochemical surface area) of an electrode without increasing its geometric 
surface area. Increasing the electrochemical surface area allows greater charge to be 
injected safely into the tissue than comparable smooth electrodes (Fig. 4.6a, b). 
This is because the capacitance (non-faradic charge injection property) of an electrode 
is proportional to its surface area, and resistance (faradic charge injection property) 
is inversely proportional to surface area.
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where A is the surface area of the conductor (m2), εr is the relative static permeabil-
ity or dielectric constant (unitless), ε0 is the electrical constant (~8.854 × 10−12 F/m), 
d is the separation of the inner and outer Helmholtz layers (m), ρ is the electrical 
resistivity (Ω m2), and l is the length of the conductor (m) which becomes particu-
larly relevant for ionic resistivity in porous surfaces. Additionally, increasing the 
electrode surface area has the effect of lowering the cutoff frequency of the double-
layer capacitor (a frequency below which the impedance magnitude is independent 
of the frequency), providing the electrode with more uniform impedance over a 
broader frequency range. This can significantly improve electrode performance 
in stimulation applications with long pulse widths or improve recording sensitivity 
in applications such as cardiac pacing, where the electrode serves a dual purpose in 
sensing biopotentials [108].

Fig. 4.6 Charge transfer at the electrode interface during electrical stimulation. The electrode is 
illustrated in gray and tissue or extracellular fluid in blue. (a) Part of the charge is transferred to the 
solution resistively (Re1) and capacitively (Ce1). The signal must transfer the solution (Rs) before reach-
ing its target neuron. (b) Fractal electrode surface with twice the surface area has doubled the capaci-
tive charge transfer and half the resistance of (a). (c) Porous electrode surface with tripled surface area 
of (a). The pore is modeled as a “transmission line” with resistance (Rp’). Rp’ is treated as having the 
A of the cross-sectional area of the pore and l of each “transmission segment.” Here, A is relatively 
large, and Σl is relatively short such that it minimally impacts ion movement. (d) While the surface 
area of the electrode is 13 times (a), the A is too small and l is too long that greatly impairs ion 
movement. As a result, Rp” is so large that it is effectively treated as an open circuit element
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Since increasing the electrochemical surface area reduces the electrode imped-
ance, equivalent current amplitudes can be achieved with a lower electrode poten-
tial, lessening the chance for electrode and tissue damage. Multiple strategies have 
been applied to create nanoscale topography to increase the electrochemical surface 
area of electrodes for improving stimulation outcomes [108–115]. However, there 
are limitations to the beneficial effects of increasing electrochemical surface area. 
As surface roughness and porosity (or the presence of surface pores, leading to a 
spongelike morphology) increases, interfacial charge transfer characteristics will 
eventually become dominated by pore ionic resistance instead of by surface area. 
This is due to the fact that in order to access surface area deep within pores, ionic 
current is forced to penetrate an increasing thickness of restrictive channels which 
impede ion motion [116].

The penetration depth of a sinusoidal AC waveform into a surface pore of known 
size can be theoretically expressed as
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where r is the pore radius (cm), κ is the electrolyte conductivity (1/Ω cm), Cd is the 
surface capacitance (F/cm2), and ω is the angular frequency of the waveform (rad/s) 
[116]. Note that as this function is dependent on the frequency content of the stimula-
tion waveform, there will be an increasing degree of frequency dispersion within the 
electrode or a nonuniformity of interfacial electrical characteristics with changing 
frequency [116]. In essence, this phenomenon leads to a reduction of theoretically 
available surface area, especially for higher frequency stimuli. It is important to note 
that in practice, actual stimulation waveforms often consist of square-wave pulses 
and thus possess multiple frequency components, which substantially complicates 
theoretical assessments of waveform penetration and frequency dispersion.

In order to better understand the influence of pore length and ionic diffusion 
resistance on electrode properties, the interface may be characterized as a “trans-
mission line” equivalent circuit model (see Fig. 4.6c), where the interface is broken 
down into a simple and idealized set of circuit elements which approximate its real- 
world behavior. In this model, ionic diffusion resistance is represented by a series of 
resistors that increase in number with the depth of the pore [116, 117]. As expressed 
in (4.5) above, for a particular stimulation frequency, exposed surface area in this 
transmission line beyond the depth λ cannot contribute to charge transfer, suggest-
ing that further increases to film surface area will provide no additional benefit [116]. 
In practice, this means that attempts to create better stimulating electrodes simply by 
increasing surface roughness and porosity to finer degrees will eventually negatively 
impact charge transfer properties (electrochemical surface area will begin to decrease 
even though actual surface area continues to increase) (Fig. 4.6d).

This reduced effectiveness of increasing electrochemical surface area has the 
potential to be magnified when the electrode is implanted in vivo, as the reactive 
tissue encapsulation may clog pores along the electrode surface, further restricting 
ionic diffusion [118]. In fact, the encapsulating influence of the inflammatory tissue 
that chronically develops around an implanted electrode has the potential to 
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overwhelm the performance improvement provided by surface area enhancements. 
This was observed in cardiac pacing electrodes, where one study demonstrated that 
stimulation thresholds increase by 193 % between the third and eighth week of 
implantation for platinized electrodes, compared to nearly unchanged (18 %) 
threshold increase observed from steroid-releasing electrodes designed to dampen 
local inflammation [119]. Similar impedance peaking has been observed in cortical 
recording electrodes during the initial 2 weeks of implantation in both cortical 
recording [120–122] and DBS electrodes [123]. Therefore, in implanted systems, 
benefit of nanostructuring electrode surfaces may be found not only for optimizing 
electrical characteristics but also for controlling the local tissue response.

4.2.6  Limitations of Traditional Stimulation Electrodes

Current limitations for implantable electrical stimulation microelectrodes include 
the need for surface areas that are sufficiently large to maintain a low charge density 
per phase and low electrode potentials, especially for the viability of long-term 
electrical stimulation. Microelectrodes with low geometrical surface area in theory 
have more specificity in accessing small populations of neurons, but are more likely 
to reach high charge densities (Q/A) that damage the electrode (Sect. 4.2.1) or damage 
the tissue (Sect. 4.2.4) prior to reaching thresholds necessary to elicit physiological 
responses. This is one reason that current clinical electrical stimulation systems use 
electrodes with high geometric surface area electrodes for neural stimulation.

As a result of the large geometric size of conventional stimulation electrodes, 
activating specific neuronal populations is difficult. For example, in cochlear 
implants, 8–22 large stimulation electrodes are implanted to replace 16,000 hair 
cells to activate underlying auditory nerve cells. This drastically reduces the amount 
of information that can be extracted from a perceived sound (16,000 channels of 
information are reduced to 8 channels). Despite this limitation, the cochlear implant 
remains amongst the most successful neural stimulation systems and can restore 
speech perception in most subjects [124].

In addition to challenges of activating specific and small neuronal populations, it 
is more difficult to position a large stimulation electrode to target specific regions of 
an individual neuron to achieve a specific effect (i.e., cathodic excitation, anodic 
excitation, anodic block, cathodic block, anodic break excitation, high-frequency 
block). Cell somas of neurons in the body are relatively large, but many axons from 
distant neurons pass between the cell bodies, forming a complex and dense mesh. 
Electrical stimulation using large microelectrodes tends to activate both nearby neu-
ronal axon hillocks (somas) (orthodromic activation) and distant neurons with axons 
that pass through the stimulated region (antidromic and orthodromic activation) 
[62, 125]. This leads to a physiologically unnatural form of activation. Similarly in 
the peripheral nervous system, bundles of nerves contain autonomic and somatic 
nerves; broad activation of both of these pathways with a large electrode results in 
physiologically unnatural activation. It is important to note that functionally distinct 
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neural networks that reside in the same region (such as inhibitory pathways) can be 
unnaturally activated during electrical stimulation.

This broad combination of activation and block of excitatory and inhibitory 
neurons is further complicated by the fact that the charge density is not evenly dis-
tributed across the surface of the electrode during stimulation. Following Coulomb’s 
law, like charges on the electrode during each phase of the electrical stimulation 
repel each other. Charges are then more concentrated at the edges of the stimulation 
electrode in what is referred to as the “edge effect” [126, 127] (Fig. 4.7). Because of 
this, even when relatively safe stimulation parameters are followed, irreversible 
redox reaction may still occur at the edges which may lead to corrosion of the elec-
trode and damage of the tissue, as well as facilitate the delamination of the electrode 
sites from around its edges.

4.2.7  Challenges for Nanostructured Stimulation Electrodes

Micro-/nanostructured stimulation electrodes increase the effective or electro-
chemical surface area of the electrode. In addition, nanostructured materials may be 
employed to design surfaces that more evenly distribute charges by essentially making 
the entire electrode’s geometric surface an “edge.” Arrays of micro- and nano-sized 
stimulation electrodes would also allow “current steering” to pattern the electrical 
field generated by simultaneously stimulating a combination of nearby electrodes 
with cathodic and anodic pulses.

As the stimulation electrode features become nanometer/angstrom scale, the 
nanoscale ultrastructures may become more susceptible to corrosion and degrada-
tion due to the “edge effect,” impacting long-term in vivo applications. Additionally, 
when nanostructured electrodes are implanted into the tissue, proteins and cells 
can seal off porous structures, reducing the benefit provided by increased electro-
chemical surface area. However, if the nanostructured electrodes can be positioned 

Fig. 4.7 Edge effect. Charge density distribution during electrical stimulation around (a) a planar 
high-perimeter electrode and (b) a planar circular electrode. The charge densities are preferentially 
distributed towards the edges of the electrode [126]. (c) Polypyrrole (PPy) electrochemically 
deposited on an octagonal recording site. Eight teardrop segments of PPy preferentially grew from 
the corners of the octagon, and an absence of coating can be found at the very center of the 
electrode
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optimally (i.e., adjacent to the axon hillock or have nanostructures that bind to 
neurons), lower currents may be necessary for efficacious neural stimulation, which 
could also lead to improved tissue safety and extended battery life [67]. Specific 
targeting of a neuron or a region of neurons in vivo has not been explored exten-
sively, in part due to the lack of opportunity: (1) safe and efficacious subcellular-
sized stimulation electrodes for long-term implantation have yet to be demonstrated; 
(2) knowledge of the complex brain network is limited, leaving investigators to 
speculate on the precise subcellular neural targets; (3) technologies for cellular and 
subcellular level mapping of the nervous system are still maturing to enable targeting 
of specific neuronal regions for in vivo and clinical applications; and (4) methods 
and techniques for minimally damaging delivery (for both the electrode and 
implanted tissue) of micro-/nanostructured electrode in vivo are still to be devel-
oped for many of the emerging technologies demonstrated in vitro (Fig. 4.8). 
Parallel advancement in these technologies will create new opportunities and appli-
cations for stimulation electrodes in basic neuroscience and clinical applications.

4.3  Micro- and Nanostructures for Electrical Stimulation

The successful application of micro-/nanostructured stimulation electrodes must 
meet several key design parameters to minimize the negative outcomes discussed 
previously: (1) electrodes must be able to deliver sufficient charge to nearby 

Fig. 4.8 In vivo challenges. Astroglial reactivity (GFAP) to chronically implanted probes (white 
arrow) increases with respect to implantation proximity to major vasculature (red arrow; EBA 
with >25 μm diameters). Scale bar indicates 100 μm. This suggests that microstructures in the 
brain may be associated with chronic performance. Decreasing the probe’s profile as well as avoid-
ing key vascular microstructures during insertion may be critical in targeting charge transfer cou-
pling with specific neuron(s) or subcellular structures [134]. Adapted with permission from [134] 
© (2012) Nature Publishing Group
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neurons to evoke an efficacious response and (2) irreversible faradic charge transfer 
must be minimized to limit corrosion, dissolution of the electrode, electrolysis of 
water into gas, and degradation of electrical characteristics. This is particularly 
important at the sharpest and thinnest edges of electrode materials due to the “edge 
effect” charge distribution. (3) Materials need to be nontoxic to the cells and tissue. 
This need eliminates materials that undergo spontaneous faradic reactions in the 
body such as cobalt, copper, iron, silver, and germanium, while mildly reactive 
materials such as molybdenum, nichrome, and tantalum require careful consider-
ation [128–132]. For chronic in vivo applications, additional parameters require 
consideration: (1) nanostructures must be delivered to the target tissue region in a 
minimally damaging manner for both the nanostructures and the tissue [133, 134] 
and (2) ejected nanoparticles and ions from the electrode must be nontoxic to the 
tissue. The remainder of this chapter explores conventional and leading-edge nano-
structured electrodes for electrical stimulation of the neural tissue.

It should be noted that the fabrication of micro electrodes often utilizes multiple 
layers of metal, usually as adhesion layers for the electrode site or the insulation 
material. If the multiple layers of the metal are exposed to the electrolyte, either 
by design, corrosion of electrode edge, or cracking of the insulation, it creates a 
galvanic cell in which metal surfaces corrode irreversibly over time. In addition, 
during electrical stimulation, multilayered materials may result in differential 
expansion, leading to mechanical delamination over many stimulation cycles.

It should also be noted that diameters of individual atoms are on the angstrom 
scale (1010 m), and therefore nanostructures cannot be made smaller due to this 
limitation.

4.3.1  Nanotextured Metal and Metal Oxide Electrodes

Nanotextured electrodes aim to increase the electrochemical surface area of smooth 
metal electrodes. Often, this is done by growing a metal oxide film. Perhaps the 
most common, micro-/nanostructured stimulation electrodes are activated iridium 
oxide electrodes [104]. Activated iridium oxide film (AIROF) is formed by applying 
electrical pulses to iridium electrodes in the presence of a buffer solution [135] 
(Fig 4.9a, b). As a result, a thin film of iridium on the surface of the electrode is 
oxidized to iridium oxide. AIROF is pseudocapacitive with a particularly unique 
ability to transition between Ir+4 and Ir+3 and has a rough surface texture which 
improves its charge injection capacity [88, 136]. The roughness and surface texture 
can be somewhat controlled by the type of buffer, pulse parameter, and number of 
pulses during activation [137].

Iridium oxide can also be electrodeposited (EIROF) onto the surface of the 
electrode to improve charge injection capacity [138]. However, because AIROF and 
EIROF are generated in a solvent (usually water), the iridium oxide on the surface 
is hydrated, which reduces the density and stability of the oxide layer drastically 
compared to pure iridium oxide crystals [139, 140]. Additionally, activation and 
electrochemical deposition often result in fragile nanostructured oxide growth, 
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particularly on the edges, due to high charge density caused by the edge effect. 
In contrast, sputtered iridium oxide films (SIROF) are produced by sputtering depo-
sition of iridium in an oxygen plasma [141] (Fig. 4.9c–f). While the ejection of 
iridium ions during electrical stimulation can still be observed, SIROF-coated 
microelectrodes have been demonstrated to have improved charge injection proper-
ties (charge injection limit of 0.7–4 mC/cm2) and stability from delamination com-
pared to AIROF after prolonged stimulation cycles [142] (Fig. 4.9g). Moreover, 
SIROF properties can largely depend on deposition parameters such as deposition 
power and oxygen concentration, which may be further explored [83, 143].

Like iridium, platinum is a pseudocapacitive material. Platinum black, or finely 
powdered platinum so-named because of its dark color, is a material that is often 
electrochemically deposited onto smooth platinum surfaces to improve surface 
characteristics of neural microelectrodes [136]. While the surface morphology and 

Fig. 4.9 Metal. (a) Iridium film imaged with SEM (top) and AFM (bottom). (b) AIROF film 
imaged with SEM (top) and AFM (bottom). (c) SEM of SIROF surface and the edge of a fractured 
SIROF sample (d) showing columnar microstructures [329]. (e, f) AFM of SIROF surface with 
topographical features >150 nm. The contrast scale with 256 gray scale correspond to 100 nm (e) 
and 25 nm (f) [329]. (g) The effect of charge injection and charge density per phase of the electrode 
on the electrode damage after 1.26 million stimulation pulses was passed at 50 Hz with varying 
current amplitude and pulse width. (h) SEM of uncoated tungsten microwire [144]. (i, j) SEM of 
wires electrodeposited with Pt black with ultrasonication (i) and without (j) [144]. (k) SEM show-
ing electrochemical deposition current densities (left, 25 nA; right, 250 nA) and gold plating solu-
tion concentration impact gold nanoflake structures. (l) SEM of nanoflake stimulation electrode 
[146]. (m) TEM of (l) from a cross-sectional view. (n) SEM of platinized Pt black electrode sur-
face. (o) SEM of nanovoid Pt electrode surface electrochemically deposited in reverse micelle 
solution. (a, b) Reproduced with permission from [328], © (2013) Elsevier. (g) Reproduced with 
permission from [142] © (2010) Elsevier. (k) Adapted with permission from [145] © (2003) 
Elsevier. (l, m) Reproduced with permission from [146], © (2010) IOP Publishing. All rights 
reserved. (n, o) Adapted with permission from [147], © (2010) American Chemical Society

T.D.Y. Kozai et al.



93

electrical properties are enhanced, platinum black microelectrodes are typically 
unstable for reasons similar to those discussed with EIROFs [139, 144]. This has 
limited their popularity for chronic electrical stimulation applications (and electro-
chemical sensing). One method applied to improve the platinum black nanotexture 
is to electrochemically deposit the platinum within an ultrasonicating bath [144] 
(Fig. 4.9h–j). The ultrasonication process tends to break off unstable nanostruc-
tures generated due to the edge effect and thus maximizes the growth of stable 
nanostructures on the microelectrode. This method can be adapted to the electro-
chemical deposition of any nanostructured electrode, but it should be noted that 
some microelectrode substrates, such as thin crystalline silicon, will shatter during 
ultrasonication.

Other emerging techniques aim to deposit metals using conditions that generate 
nanostructures. For example, gold nanoflakes have been electrochemically depos-
ited onto thin-film recording sites to generate three-dimensional multi-crystallized 
structures under specific deposition currents and solution concentrations [145, 146] 
(Fig. 4.9k–m). Electrochemical deposition of platinum in a reverse micelle (with 
micelles consisting of a hydrophilic core and hydrophobic shell) surfactant solution 
also generates nanostructured microelectrode surfaces which were observed to 
increase charge injection limit from 0.05–0.15 to 3 mC/cm2 [83, 91, 147, 148] 
(Fig. 4.9n, o). As expected, these structures reduce impedance and allow for depo-
larization of neurons using a lower voltage. Due to the edge effect, ultrathin and 
ultrasharp nanostructures may be more susceptible to mechanical and electrochemical 
degradation in vivo; however, lower electrical currents and more selective effica-
cious neural stimulation may be achieved with these nanostructured microelec-
trodes. Their stability over prolonged stimulation in vivo will need to be extensively 
characterized to understand these trade-offs and limitations.

As described in an earlier chapter, nanostructured coatings on metals like 
platinum and iridium can be used to detect neurotransmitters and pH in the brain 
[137, 149, 150]. These detection methods utilize a small electrical potential to detect 
redox reactions of target molecules at the surface of the microelectrode. While these 
devices can be effective in acute experiments, there are many challenges in design-
ing long-term implantable nanobiosensors, including but not limited to faradic deg-
radation and biofouling. Nevertheless, these micro-/nanotextured metals have 
demonstrated feasibility in favorably extending electrical stimulation properties and 
in some cases extending functionality to chemical detection.

4.3.2  Capacitive Nanostructured Electrodes

Capacitive electrodes are attractive for electrical stimulation [151–153], particularly 
because they are capable of preventing or limiting faradic reactions. Several exam-
ples of capacitive electrodes include tantalum/tantalum pentoxide and titanium 
nitride [83, 85, 151–154]. One challenge with capacitive microelectrodes (with a 
reported charge injection limit of 0.02–0.9 mC/cm2) is delivering enough current for 

4 Nanostructured Coatings for Improved Charge Delivery to Neurons



94

efficacious stimulation. Another challenge is materials with a high dielectric constant 
can compromise band gaps during high current stimulation which leads to larger 
faradic leakage currents1 [152, 155].

One of the earliest capacitive electrode materials explored was tantalum/tantalum 
pentoxide (Ta/Ta2O5). As mentioned earlier, tantalum is known to be reactive in the 
brain tissue. This reactivity is prevented by polarizing the electrode or applying 
high positive voltage bias, particularly during the interpulse period to prevent toxic 
faradic reactions [156]. Despite the fact that Ta2O5 has both a high band gap and 
dielectric constant [157, 158], additional obstacles limit the extensive adoption of 
Ta/Ta2O5 electrodes. Because the charge injection is completely capacitive, it relies 
entirely on ion diffusion for charge transfer. In order to reach efficacious charge 
injection values, the electrode must have a fractal surface geometry (Fig. 4.10a) 
[152, 153]. Improving the electrochemical surface area of Ta/Ta2O5 electrodes has 
been explored by increasing its porosity. However, the limiting factor was observed 
to be the ion flow rate through the nanopores [159, 160].

Similarly, titanium/titanium dioxide (Ti/TiO2) electrodes have faced challenges 
in adoption for neural stimulation electrodes. TiO2 semiconductor microelectrode 
sites separated by <10 nm from electrode traces to prevent leakage currents have 
been demonstrated in vitro to depolarize neurons that are in contact with the elec-
trode surface through weak stimulation currents [161]. One concern is the possibil-
ity that if TiO2 nanoparticles are expelled from the electrode site, they could cause 
a deleterious reactive response in the brain [162].

Alternatives to Ta2O5 and TiO2 surfaces include capacitive silicon field-effect 
transistor electrodes with conductive p-doped silicon (silicon which has been posi-
tively charged through the addition of dopants such as boron) separated from the 

1 Band gaps in solid materials describe an energy range where electrons cannot exist and refers to 
the energy gap between the material’s valence band and conduction band in insulators (large band 
gap) and semiconductors (smaller band gaps). Materials with very small or no band gaps (because 
the valence band and conduction band overlap) are conductors. At high stimulation currents, band 
gaps can be compromised, turning good capacitive electrodes (with high charge injection limit) 
into faradic electrodes.

Fig. 4.10 Capacitive stimulation electrodes. (a) Ultrastructured tantalum/tantalum oxide elec-
trode. (b) Schematic of planar silicon capacitive electrodes using a thin 10 nm oxide dielectric 
layer. A bias voltage is applied to the n-typed silicon giving rise to a blocked p–n junction. 
Electrical stimulation applied to the p-type silicon transfers charge into the electrolyte [163].  
(c) Highly fractal titanium nitride electrodes surface with porous features imaged from the top 
[116]. (d) Cross-sectional scanning electron microscopy image of titanium nitride electrodes from 
the side showing the long porous structure. (a) [153] (c, d) Reproduced with permission from 
[116] © (2005) The Electrochemical Society
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tissue electrolyte with a thin silicon oxide layer that is nanometers in thickness 
(Fig. 4.10b) [163–165]. As is the case with Ta2O5 and TiO2, the currents these 
devices are capable of delivering are small and require the cell to be in contact with 
the electrode surface, which is difficult to accomplish in vivo due to the presence of 
other cell types, extracellular matrix, and protein adsorption.

Sputtered titanium nitride (TiN) microelectrodes have demonstrated good bio-
compatibility and relatively high charge injection capacities, which has made them 
the preferred electrode material for many stimulation electrode applications [117, 
156, 166–168]. While their charge injection capacity is lower than other pseudoca-
pacitive metals, TiN demonstrates a wider safe voltage range to avoid electrolysis of 
water into gas [83]. As with other electrodes, highly porous surface geometries 
increase the capacitive surface area and charge injection capacity (Fig. 4.10c, d).

In general, capacitive electrode materials have been favorably viewed, as charge 
injection does not occur through irreversible faradic process and their generally 
broader range of safe stimulation voltages. However, their use in microelectrodes 
has been limited due to their lower charge injection limits.

4.3.3  Three-Dimensional Nanostructured Electrodes

Advances in nanofabrication technology have enabled the development of solid- state 
nanostructured electrodes. Advanced three-dimensional nanostructures allow inter-
facing and charge delivery to neurons in new ways. For example, gold nanoparticles 
(20 nm) have been adsorbed onto positively charged surfaces pretreated with polyeth-
yleneimine [168]. Electrical stimulation of the resulting gold nanoparticle surface led 
to a five- to tenfold increase in neurite outgrowth of PC12 neuronal cells in culture, 
demonstrating the synergistic effect of electrical and topographical signal [168].

Gold mushroom-shaped microelectrodes (gMμE) or functionalized gold-spine 
electrodes are cell culture electrodes that protrude from the cell culture substrate 
[169]. The 1–1.5 μm tall mushroom-shaped protrusions are functionalized and 
coated with an engulfment-promoting peptide [170] (Fig. 4.11a–b). The peptide 
initializes phagocytosis of the protrusion by the neuron. An actin ring then forms 
around the stalk of the mushroom-shaped protrusion thereby creating a tight seal. 
When neurons or cardiac muscle cells lay on gMμE or ~150 nm diameter platinum 
nanowires (1.5 μm tall), small electrical pulses through the electrode can cause 
electroporation of the cells (using high-density electrical pulses to generate ionic 
pores in the cell membrane) [171–174]. During electroporation, sharp and sparsely 
spaced nanopillars can penetrate the cells before the membrane repairs itself allow-
ing for intracellular recording and stimulation.

Titanium (IV) nitride (Ti3N4) and tungsten micro-nail electrodes (1.2 μm 
diameter) also enable high-density arrays for extracellular electrical stimulation 
[171, 175] (Fig. 4.11c–e). While the high density may not allow for intracellular 
penetration, it does enable electrical stimulation of individual cells or even different 
regions of cells.
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Other vertical nanowire electrode arrays with the dimensions of ~150 nm diameter, 
3 μm length, and 2 μm pitch have also been developed for cell culture applications 
[176]. These nanowires are made from a degenerately doped silicon core encapsu-
lated by silicon dioxide insulation and capped with a titanium/gold electrode tip. 
The membrane potential of these nanowires can change immediately upon current 
injection (200–400 pA), suggesting that the current electroporated the membrane 
enough to penetrate the cell [176]. Neurons with vertical nanowire electrode arrays 
(VNEA) penetrating into the cell body were visually confirmed with confocal 
microscopy. VNEA have demonstrated the ability to control membrane potential 
through the injection of a 200 pA current as well as the capacity to generate action 
potentials through a ~4.5 V, 5 ms monophasic pulse.

One important note is that as recording sites reach the nanoscale, impedance 
increases and higher voltages may be necessary to elicit a neural response. This may 
be less important for the lifetime of cell cultures, but it generates an additional 
design challenge for long-term in vivo implantation, particularly in terms of mini-
mizing faradic reactions. The careful consideration of charge injection, charge 
injection density, and surface area will need to be balanced to prevent damage to the 
cells and electrode over time.

At the nanoscale extreme, boron nitride nanotubes (BNNT) have been used to 
electrically stimulate cells from within [177]. Once the cells engulf and internalize 
the BNNT, the piezoelectric property of BNNT allows for the transduction of exter-
nal ultrasound stimulation into intracellular electrical stimulation. For in vivo appli-
cations, care must be taken to titrate the toxicity level of the nanotubes to effective 
dosage for efficacious stimulation.

Three-dimensional nanostructures have enabled interfacing with cells in new 
ways, such as tight cellular coupling, intracellular penetration, and wireless excita-
tion of neurons. However, additional research, evaluation, and engineering are 
necessary for in vivo and long-term applications, such as the stability of the cell 
after electroporation, degradation of electrode characteristics after stimulation, 
corrosion and dissolution of electrode material on tightly coupled cells, insertion 

Fig. 4.11 (a) SEM of a gMμE. (b) TEM of a PC12 cell engulfing a gMμE. Scale bar is 500 nm. 
(c) SEM image of VNEA shows metal-coated tips (white) and insulating silicon oxide (blue). (d) 
SEM image of a rat cortical cell on top of a VNEA pad (scale bar, 2.5 μm), showing nanowires 
interfacing with the cellular membrane (inset; scale bar, 2.5 μm). (e) Neuronal action potential 
measured by a patch pipette showing reliably evoked action potential requires large voltage pulse 
(≫1 V) to the VNEA. (a) Reproduced with permission from [170] © (2009) IOP Publishing. All 
rights reserved. (b) [174]. (c–e) [176]
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method, and mechanical stability of the nanostructures after implantation. 
Nevertheless, these nanostructured stimulation electrodes demonstrate early feasi-
bility and versatility over traditional electrodes as well as new opportunities for 
basic neuroscience research.

4.3.4  Nanostructured Intrinsically Conductive Polymers

Electrodes modified with conducting polymers (CPs) have been shown to exhibit 
stimulation performance characteristics that are greatly improved over unmodified 
probes, including increases to both CSC and charge injection limit. CP coatings 
accomplish this by extending the effective surface area of the electrode as well as by 
introducing additional faradic charge transfer mechanisms. The stimulation perfor-
mance of these coatings can be further improved through nanostructuring tech-
niques which greatly extend the effective surface area of the films. With careful 
consideration of electrode design and stimulation paradigms, these mechanisms 
will simply involve the transport of ions into or out of the polymer coating without 
degrading the polymer or damaging the surrounding tissue.

CPs are polymeric macromolecules that feature an uninterrupted π-conjugated 
backbone that becomes electrically conductive upon oxidation [178, 179]. The oxidized 
polymer is coupled with one or several counterion dopants during synthesis, which 
end up distributed throughout the polymer film and ionically bound to cationic cen-
ters along the oxidized backbone, maintaining charge balance [179, 180]. Several 
examples are shown in Fig. 4.12a, with the most commonly studied being polypyr-
role (PPy) [181, 182], poly(3,4-ethylenedioxythiophene) (or PEDOT), and their 
derivatives [183–187]. Polypyrrole has seen frequent use due to its ease of growth 
and low toxicity [188, 189]. PEDOT, despite possessing a monomer with lower but 
still acceptable aqueous solubility, exhibits greatly improved chemical and electro-
chemical stability over polypyrrole [183–185, 190]. Due to these advantages, 
PEDOT has been the subject of much recent development. The stability of PEDOT 
is critical for in vivo stimulation applications as it imbues the coating with a resis-
tance to biological reducing agents, electrochemical breakdown, and conductivity 
loss from chronic stimulation [183, 184, 191, 192].

Conducting polymers may be either chemically or electrochemically synthesized 
[179, 180], often deposited onto surfaces as a film but also more recently into 
three- dimensional structures such as hydrogels [193] or tissue scaffolds [194]. 
Electrochemical deposition, the most common method, is generally performed 
by immersing the electrode in an aqueous mixture of monomer and dopant and 
applying a voltage which surpasses the oxidation potential of the monomer. As the 
monomer oxidizes, it polymerizes through addition and precipitates onto the elec-
trode while incorporating the dopant as a counterion [179, 182]. Electrodeposition 
can be performed galvanostatically or potentiostatically, with each method produc-
ing varying morphology and properties depending on electrode substrate, geometry, 
and dopant [182, 183, 195]. Figure 4.12b depicts an example of the contrast in 
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Fig. 4.12 Intrinsically conducting polymers in neural stimulation. (a) Chemical structures of the 
reduced forms of the most commonly used CPs in neural engineering. (b) Surface morphology of 
PEDOT following galvanostatic (top) or potentiostatic (bottom) electropolymerization. Note that 
in this study, galvanostatic deposition produced a smooth, uniform coating, while potentiostatic 
produced a discontinuous, nodular coating (SB = 20 μm). (c) “Cauliflower-like” surface morphol-
ogy typically observed in electrodeposited polypyrrole or PEDOT doped with polystyrene sulfo-
nate (SB = 1 μm). (d) Nanofibrous morphology of PEDOT nanotubes prepared by electrodepositing 
PEDOT over sacrificial PLLA nanofibers (SB = 1 μm). (e–g) Representative surface textures of 
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microstructural surface morphology achieved by coating PEDOT using either 
galvanostatic (top) or potentiostatic (bottom) methodology, with the former producing 
a smoother and more robust coating. It should be noted that these results are unique 
to this particular combination of electrode and coating conditions and that different 
conditions may produce very different final morphologies.

Altering the deposition parameters and dopants, or coating the surface of tem-
plates or nanotextured substrates, enables fine control over the nanostructure of 
coatings and their resulting electrical properties and stimulation performance. The 
polyanionic dopant polystyrene sulfonate (PSS) has seen popular use due to excel-
lent coating characteristics [182, 196]. Large dopants such as PSS are typically 
trapped and immobilized within the bulk of the CP; in vitro electrochemical quartz 
crystal microbalance (EQCM) studies have verified that polyanionic dopants such 
as PSS (MW: 100,000) [197] remain within CP films as the CP is reduced and that 
the ionic flux into and out of the film in such systems consists of small cations which 
associate with the polyanionic species. It is important to consider the size of the 
dopant molecules, as smaller dopants tend to leach out of the CP matrix over time, 
leading to loss of conductivity. CPs doped with smaller ions usually perform well in 
static, diffusion-driven in vitro environments; however, they can rapidly fail in 
dynamic systems such as in vivo, where ion concentrations are actively driven by 
many types of cells.

When applied to metal-based biopotential electrodes, CP coatings have produced 
substantial changes to their electrical characteristics, including reduced impedance, 
increased CSC, and increased charge injection limit [133, 181, 183–185, 198–202]. 
The reduced impedance (often by one or two orders of magnitude at 1 kHz) is in part 
due to the greatly increased effective surface area of the electrode, with the rough 
and porous CP coating acting as an electronic extension of the metal electrode 
underneath. CP coatings have been observed to form a variety of surface morpholo-
gies, from cauliflower like (Fig. 4.12c) to nanofibrous (Fig. 4.12d), with the mor-
phology being a product of many factors including monomer chemical structure, 
dopant and electrolyte selection, reagent concentration, and polymerization method 
[181–184, 203]. Figure 4.12 exhibits typical surface morphologies of electrodepos-
ited polypyrrole (e), PEDOT (f), and polyaniline (g). Note the fine granular surface 
morphology of polyaniline compared to the rough, cauliflower-like surface of typical 
polypyrrole and PEDOT surfaces.

Fig. 4.12 (continued) polypyrrole (SB = 20 μm), PEDOT (SB = 5 μm), and polyaniline (PANI) 
(SB = 500 nm). (h) Detail image of PEDOT nanotube, showing hollow interior left by sacrificial 
PLLA nanofiber (SB = 500 nm). (i) Porous nanostructure generated by electropolymerization of 
PEDOT around polystyrene nanobeads, which were later dissolved (SB = 2 μm). (j) Self-assembled 
rectangular tube nanostructure in PEDOT following electropolymerization in β-naphthalenesulfonic 
acid (SB = 5 μm). (a) Reproduced with permission from [330], © (2007) Elsevier. (b, c) Adapted 
with permission from [183] © (2003) Elsevier. (d) Adapted with permission from [234] © (2008) 
Elsevier. (e) Adapted with permission from [181] © (2001) Elsevier. (f) Adapted from [185].  
(g) Adapted with permission from [331] © (2010) Elsevier. (h) Adapted with permission from 
[305] © (2006) John Wiley and Sons. (i) Adapted with permission from [201] © (2004) Elsevier. 
(j) Adapted with permission from [235] © (2011) Elsevier
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The reduced impedance is also due to the increased electrode CSC, which also 
leads to improved stimulation performance. The increase in CSC is generated by the 
inherent redox activity of the conducting polymer film in addition to the high capac-
itive surface area. It should be noted that these enhancements to electrode imped-
ance and charge storage characteristics come despite oxidized CPs possessing much 
lower electrical conductivity than typical metal substrates; a typical example is 
PEDOT doped with PSS, which in the solvent dimethyl sulfoxide exhibits a conduc-
tivity of 8*102 S/m [204] compared to platinum which possesses a bulk conductivity 
of 9.4*106 S/m. This indicates that the changes to electrode performance following 
CP coating are not due to bulk CP electrical properties but are instead the result of 
changing interfacial characteristics. Interestingly, thin films of PEDOT doped with 
PSS on thin film Pt electrodes exhibited linear increases of CSC with increasing 
deposition charge (and thus coating thickness) until a plateau was reached [184]. 
This suggests that improving film performance only by way of increasing coating 
thickness will eventually yield diminishing returns [184]. One potential explanation 
for this phenomenon is that thicker films possess a lower doping level and a greater 
number of defects.

Different values of charge injection limit have been observed in PEDOT-coated 
electrodes depending on the electrode substrate material, including 2.3 mC/cm2 
(on platinum microelectrodes) [184], 3.6 mC/cm2 (on tin-doped indium oxide elec-
trodes) [205], and 15 mC/cm2 (on PtIr or Au microelectrodes) [206]. These are 
comparable to values obtained from IrOx and Ti3N4 (0.9–4 mC/cm2) [135, 155, 207] 
and much higher than thin-film Pt or PtIr alloy (0.05–0.15 mC/cm2) [91, 148]. The 
higher charge injection limit of PEDOT-coated electrodes compared to Pt is partly 
due to the lower impedance but is also due to the redox activity of PEDOT, which 
may contribute to the charge injection capacity by providing additional mechanisms 
for charge transfer across the electrode/electrolyte interface. However, the extent of 
this contribution is limited depending on the stimulation parameters. In the case of 
pulses containing very high-frequency components, the redox reactions may not 
proceed at a fast enough rate to play a significant role in facilitating charge transfer. 
Polypyrrole-coated electrodes exhibit poor charge injection properties compared to 
PEDOT, with injection limit being dependent on the dopant employed [208].

Although CP coatings such as PEDOT have showed substantially improved elec-
trode stimulation properties, a number of limitations need to be addressed before 
clinical translation can occur [180]. PEDOT coatings doped with PSS were observed 
to exhibit cracking or delamination in over 20 % of the electrodes following 2 weeks 
of in vitro stimulation with incidence increasing as coating thickness increased 
[184]. This could be the result of substantial volume changes and mechanical strain 
during electrical stimulation due to the electrochemical conversion of the polymer 
and the resulting mass transport of dopants and water [179, 180]. Electrochemical 
characteristics have also been observed to degrade following chronic use, particu-
larly after periods of long-term stimulation. Polypyrrole films doped with PSS lose 
up to 95 % of their conductive character following 16 h of constant polarization 
(400 mV), while PEDOT films subjected to similar stimulation suffered an 11 % 
reduction [192]. Despite this observed mechanical breakdown and electrochemical 
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breakdown, CPs have exhibited increased resistance to electrochemical breakdown 
compared to IrOx. Galvanostatically deposited (6 nA) PEDOT coatings doped with 
PSS were observed to remain stable at current densities beyond those known to 
cause extensive delamination in IrOx coatings [185]. PEDOT coatings subjected to 
chronic pulsing stimulation (20 nC 25 Hz charge-balanced square wave) in vitro 
exhibited a mean time-to-failure of 127 million pulses before voltage excursion 
exceeded water window limitations [209]. However, while PEDOT coatings are 
substantially more electrochemically stable than polypyrrole, they have still been 
observed to exhibit degradation (and resulting conductivity loss) following long peri-
ods of exposure to air, with the degradation rate increasing with elevated temperature 
[210] or the presence of a platinum catalyst [211]. While this degradation will only 
occur over long, multi-month periods of time in typical storage conditions, PEDOT 
degradation in vivo has not been well studied and should thus be a subject of consid-
eration. Also, while the biocompatibility and neurotoxicity of many CP films have 
been well characterized in cell culture [183, 189, 212, 213], the chronic tissue response 
to coated surfaces in vivo has not been extensively evaluated, particularly in the 
CNS [202]. CP degradation rates due to stimulation or long-term exposure in vivo 
may in practice be substantially shorter than values determined in vitro above.

A significant advantage of CP coatings in neural electrode applications is their 
capacity for modification with bioactive agents, either through doping or surface 
binding. Such agents can provide intriguing possibilities for modulating cellular 
interaction and tissue response. Bioactive molecules that have been incorporated 
into CPs include laminin peptides [214–217], silk fibronectin [214], hyaluronic acid 
[218, 219], heparin [219], adenosine triphosphate (ATP) [220], collagen [221], 
dexamethasone [222], and neurotrophic proteins such as neurotrophin 3 (NT-3) 
[223–226], brain-derived neurotrophic factor (BDNF) [227], and nerve growth fac-
tor (NGF) [216, 221]. Dopant chemistry has been shown to have an impact on poly-
pyrrole biocompatibility and surface properties and is known to play a large role in 
film nanotexture, hydrophobicity, conductivity, and stability [196]. As an example, 
PSS was found to produce films with a high degree of roughness, hydrophilicity, 
stability, and in vitro biocompatibility, but yielded conductivity an order of magni-
tude lower than tosylate, an alternative dopant [196]. Also, the incorporation of 
large dopant macromolecules (i.e., proteins) results in substantial consequences in 
terms of coating nanostructure and mechanical properties, with protein-doped 
PEDOT coatings reported to be brittle and powdery in nature with reduced mechan-
ical stability [216].

A number of alternative CPs have been explored in neural stimulation applica-
tions, with encouraging nanostructural possibilities. Polyaniline (PANI) has gener-
ated interest following the determination of the biocompatibility of the emeraldine 
salt form [228]. In addition, ex vivo testing of PANI-coated stimulation electrodes 
in rat retina revealed reduced protein adsorption, as well as stable coating morphol-
ogy following 6 months of in vitro stimulation compared to bare platinum controls 
[229]. Within this study, PANI was polymerized using an oxidative addition reaction, 
yielding a rough nanoparticulate morphology. It was noted that PANI imparts a high 
degree of corrosion resistance to the underlying metal through the formation of a 
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passivating compound at the interface that is capable of reducing oxygen through 
catalysis [229]. Polydopamine, a biomimetic material inspired by the versatile adhe-
sion capability of mussels [230], is a self-assembling polymer capable of adhering to 
a very broad assortment of organic and inorganic materials and nanotextures through 
the expression of both catechol- and amine-binding groups. These groups provide 
both versatile surface adhesion and a mechanism for grafting a variety of substances 
to the polydopamine surface, including metals and bioactive macromolecules [230]. 
While not intrinsically conducting, polydopamine has been explored as a coating 
for neural devices as a simple means to functionalize commonly employed materi-
als [231]. Coated samples were functionalized with polylysine and hippocampal 
neurons were cultured on the surfaces for both biocompatibility and neural recording 
and stimulation. The neurons attached to these surfaces and extended robust net-
works, and both recording and stimulation were successful [231].

Significant development of novel nanostructures of CP coatings has been carried 
out in order to optimize electrical performance through the maximization of effec-
tive surface area. Polypyrrole and PEDOT nanotube coatings have been synthesized 
through the encapsulation of sacrificial poly(l-lactic acid) nanofibers within elec-
trochemically deposited CP [232, 234]. Following CP polymerization, the poly(l- 
lactic acid) core is dissolved using dichloromethane, leaving behind a hollow tube. 
After coating, a 95.8 % 1 kHz impedance decrease in polypyrrole nanotube-coated 
electrodes and a remarkable 99.5 % impedance decrease in PEDOT nanotube- 
coated electrodes were observed compared to bare iridium electrodes. This consti-
tuted a 400 % greater reduction than conventional non-nanotube PEDOT films 
[232]. The electrode CSC also increased from 0.1 mC/cm2 for bare iridium to 
240 mC/cm2 for conventional PEDOT film and to 392 mC/cm2 for the PEDOT 
nanotube coating. PEDOT nanotube-coated electrodes were additionally implanted 
into rat cortex for chronic in vivo impedance and recording performance assessment 
and performed similarly or better than uncoated sites for each measure [233]. A dif-
ferent morphology may be produced by electrodepositing PEDOT or polypyrrole 
onto a template of sediment-deposited polystyrene latex nanobeads, which can be 
dissolved with toluene following CP polymerization [201] (Fig. 4.12i). The result-
ing coating features a network of nanoscale interconnected spherical voids with 
greatly enhanced surface area [201]. Alternatively, methods have been found to 
produce self-assembled CP nanostructures, such as the generation of rectangular 
polypyrrole nanotubes on electrodes following electrodeposition within 
β-naphthalenesulfonic acid [235] (Fig. 4.12j). CPs have also been successfully 
incorporated into nanofibrous neural tissue regeneration scaffolds, typically as a 
copolymer with a mechanical reinforcing or biodegradable material such as 
poly(lactide-co-glycolide) (PLGA) [236] or polycaprolactone [237], though many 
combinations have been explored [189, 227, 238–246]. The CP provides the scaf-
fold with a degree of electrical conductivity through which electrical stimuli may be 
applied [247].

In summary, conducting polymers, through their unique combination of conduc-
tivity, electrochemical activity, and processability, have proven to provide substan-
tial benefits when applied to stimulation electrodes. However, while these coatings 
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have been well characterized in vitro as reviewed above, their utility within chronic 
in vivo applications has only been evaluated to a limited degree. In practice, their 
chronic performance will likely be strongly dependent on the degree that the inflam-
matory tissue encapsulation counteracts or negates the benefits supplied by their 
increased electrochemical surface area. Future work in CP coating development 
should focus on both improving electrochemical properties and modulating chronic 
tissue response and protein adsorption.

4.3.5  Carbon

Carbon material’s unique properties at nanoscale dimensions have renewed interest 
for neural stimulation electrodes. As discussed in previous chapters, graphene is 
composed of strong carbon–carbon sp2 bonds, which are also potential sites for 
chemical functionalization. Popularity for graphene as an electrode material has 
increased due to its low sheet resistivity, good mechanical characteristics, and 
capacitive charge transfer.

In cell culture, low-voltage electrical stimulation through graphene electrodes 
has promoted cell–cell interactions [248]. Here, two large sheets of graphene were 
placed on polyethylene terephthalate substrates. Neuroblastoma cells were cultured 
between the graphene electrodes, and subthreshold voltage stimulation pulses 
(4.5 mV/mm biphasic) were applied. The subthreshold stimulation delivered 
through these graphene sheets resulted in morphological changes in the neurons and 
promoted neuron–neuron coupling demonstrating graphene electrode’s charge 
injection ability to induce changes in neurons [248].

Carbon nanotubes (CNTs) are sheets of graphene rolled into a small tube. This 
makes CNT one of the mechanically strongest and the best conductive materials cur-
rently available [249–251], with charge injection limits reported up to 3 mC/cm2 [252, 
253]. Impedance spectroscopy analysis has shown that CNT electrodes have nearly an 
order of magnitude higher capacitive charge transfer capacity, as well as over eight 
orders of magnitude greater resistance than traditional metals, indicating minimized 
faradic reactions [254]. Additionally, CNTs can be closed-ended or hollow, which can 
allow ions to flow into the tubes [255]. Hollow CNTs (diameter > 0.5 nm) can allow the 
passage of ions which drastically increases the surface area for the electrode’s double-
layer capacitance [256–258]. For these reasons, CNTs demonstrate far less faradic 
reaction during stimulation and improved capacitive charge transfer over tradi-
tional metals including titanium nitride [254, 259]. Careful consideration is needed 
when selecting the type of CNT and/or the underlying substrate material as it is 
possible to cause faradic reactions on the underlying substrates. The hollow tubes 
may facilitate the reversibility of the faradic reaction by confining its diffusion, but 
it is possible that with large diameter hollow CNT coatings enough irreversible 
faradic reaction on the underlying substrate can eject the carbon nanotubes.

It is also important to note that the electrical properties of carbon nanotubes 
depend largely on diameter (n,m) indices (the orientation of the graphene when it is 
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rolled into a tube) and whether it is single walled (SWNT), double walled (DWNT), 
or multiwalled (MWNT) [257, 260, 261] [For (n,m); CNTs are metallic (n = m), 
quasi-metallic (n-m = 3I, where I is an integer), semiconducting (all others)]. Various 
forms of carbon nanotube electrodes have demonstrated feasibility in cell cultures 
and tissue slices with better charge injection capacity and capacitive charge transfer 
properties than other electrode materials, such as TiN [254, 262, 263] (Fig. 4.13a–d) 
or even PEDOT and IrO2 [264].

Dense CNT meshwork electrodes have been deposited onto glass surfaces by 
first functionalizing CNTs with a 1, 3-dipolar cycloaddition reaction followed by 
annealing at 350 °C under N2 after extensive washes [265]. These electrodes dem-
onstrated the ability to stimulate neurons grown on top of the SWNT mesh and 
raised the possibility that parts of the SWNT may be intimately contacting the cell 
membrane, though further investigation is necessary.

Fig. 4.13 CNT nanostructured microelectrodes. SEM images of 1/8 diameter electrodes with 
electrode site made from (a) carbon nanotube (CNT), (b) stainless steel (SST), and (c) titanium 
nitride (TiN). (d) Table showing capacitive (constant-phase element; CPE) and electrolyte resis-
tance (Rp) of (a)–(c) calculated from circuit modeling with impedance spectroscopy data [254]. (e) 
CNT pillar electrode schematic of the cross section (not to scale); (f) a 50 μm diameter CNT pillar 
electrode [253]. SEM micrograph of VACNF electrode arrays at 45° perspective view: (g) as- 
grown VACNFs on electrodes and (h) a similar sample after PPy coating in solution and then dried 
in the air [266]. (i) CV (1 V/s) and (j) phase angle (Φ) of 38.5 μm2 electrode sites with blunt carbon 
fiber (solid line: CSC = 0.6 mC/cm2, CSCC = 0.24 mC/cm2), 50 nC deposition of PEDOT/PSS 
(dashed line: CSC = 11 mC/cm2, CSCC = 5.5 mC/cm2), and 400 nC deposition of PEDOT/PSS 
(dash-dot line: CSC = 46 mC/cm2, CSCC = 23 mC/cm2). (i) CV insert shows carbon has very flat 
profile indicating very limited faradic charge transfer. (j) Large Φ also supports the fact that carbon 
is more dominated by capacitive charge transfer [133]. (a–d) Adapted with permission from [254], 
© (2007) American Chemical Society. (e, f) Adapted with permission from [253] © (2006) 
American Chemical Society. (g, h) Reproduced from [266] © (2009) Springer. (i, j) Adapted from 
[133], © (2012) The Author(s)
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Another type of CNT pillar microarrays composed of 40 μm tall CNTs have been 
grown vertically on 50 μm × 50 μm electrode sites using a catalytic thermal chemi-
cal vapor deposition system have also been investigated [253] (Fig 4.13e, f). These 
CNT pillars showed charge injection limits comparable to traditional metals and 
elicited neural activity through electrical stimulation.

More recently, vertically aligned carbon nanofiber (VACNF) has been grown on 
a Pt recording site insulated with 400 nm-thick silicon nitride [266]. VACNF 
(2–4 μm tall, 100–250 nm diameter) was grown using nickel island catalysts that 
were later removed. The resulting microbrush arrays (MBA) had better electrical 
characteristics than comparable tungsten or platinum electrodes as evidenced by a 
lower voltage response to stimulation currents (Fig. 4.13g). However, VACNF 
MBAs were not able to evoke field potential waves without first being coated with 
PPy/KCl at 1.5 V for 120 s (Fig 4.13h) [266].

Some CNTs result in stronger cellular adhesion and more extensive neurite 
growth [252, 267, 268]. However, difficulties related to implanting these micro-/
nanostructured electrodes into the body in a minimally damaging way as well as 
addressing the health concerns of toxicity from loose CNTs have been encountered 
[269]. To this end, chronically implantable 4–8 μm carbon fiber electrodes have 
been developed [133, 270]. While the electrical properties of these electrodes are 
mostly capacitive and do not show any redox peaks between −0.6 and 0.8 V, their 
CSC and charge injection capacity are relatively limited compared to traditional 
metals and conductive polymers, demonstrating again that pseudocapacitive charge 
transfer is much more efficient than capacitive charge transfer (Fig. 4.13i, j).

4.3.6  Layer-by-Layer-Assembled Composites

Layer-by-layer (LbL)-assembled thin-film composites are tightly alternating mono-
layers of oppositely charged materials. The assembly is based on the principle of 
charge interaction, which was originally introduced for polyelectrolytes by Decher 
et al. in 1992 [271] independently of the earlier version of the same technique intro-
duced by Iler [272]. All material surfaces have net charge once immersed in solu-
tion due to oxidation, hydrolysis, and preferential adsorption of ions. When a 
negatively charged surface is immersed in a solution of positive polyelectrolyte, 
such as poly(dimethyldiallylammonium chloride) (PDDA), the positive electrolyte 
absorbs onto the surface. After rinsing with water to remove all of the loosely bound 
polyelectrolyte, the net charge on the surface would be positively charged from the 
remaining monolayer of polyelectrolyte. This surface could then be immersed in a 
solution with a negative polyelectrolyte and the net charge on the surface would 
reverse to negative. With a cyclic process, a multilayer film of alternating polyelec-
trolyte monolayers can be deposited on the surface with controlled structure and 
thickness (Fig. 4.14a). This process is not limited to polyelectrolytes. Many nano-
materials are dispersed in solution with a net charge and could be used as a compo-
nent in the LbL assembly process creating textures and nanostructures based on the 
nanomaterial [273]. Because of the multilayer nature of the LbL process, it allows 

4 Nanostructured Coatings for Improved Charge Delivery to Neurons



106

homogenous high loading of nanoscale components in the material matrix. With 
fairly simple instruments, LbL assembly can also easily control coating thickness 
with nanoscale accuracy, incorporate different material components, and adjust 
other relevant properties to achieve multiple functionalities. It is especially relevant 
for biological applications where tailored mechanical, electrical, and biological 
properties are required. Therefore, LbL assembly is one of the most versatile methods 
for preparation of nanostructures on various surfaces.

Moreover, LbL-assembled nanostructures have many electrochemical advantages 
for neural stimulation by significantly increasing the electrochemical surface area of 
the stimulating electrode, thus enhancing the charge–transport capability [274]. 
Since LbL assembly is a bottom-up fabrication method, it can be applied to a variety 

Fig. 4.14 (a) Schematics of the LbL assembly process. (b) Optical image of direct-write lithogra-
phy patterned CNT LbL nanocomposite. Scale bar 10 μm [186]. (c) CSC of the LbL, IrOx, and 
PEDOT electrodes coatings over 300 cyclic voltammetry scanning cycles [281]. (d–f) SEM images 
of the different electrodes coatings after 300 cyclic voltammetry scanning cycles [281]. SEM 
images reveal a nearly intact surface on the CNT-coated electrode (d) and a slightly and exten-
sively cracked surface for the (e) PEDOT- and (f) IrOx-coated electrodes, respectively. Scale bars 
are 5 μm. (g) SEM image of LbL-assembled Au NP/PDDA film [283]. (h) Impedance measure-
ment showing improved electrical characteristics of Au NP LbL film over CNT LbL films [283]
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of electrode surfaces. The versatility of the LbL system offers opportunities to fabricate 
nanostructures with various nanocomposites of most diverse composition and 
nanoscale organization incorporating metal nanoparticles (NPs), semiconductor 
NPs also known as quantum dots (QDs), and carbon nanotubes (CNTs). Selecting 
nanomaterials based on unique electrical and optical properties allow for flexibility 
in different modes of neural stimulation (direct current or photostimulation). 
Freestanding film from LbL assembly cannot only retain excellent electrochemical 
properties but also offer mechanical flexibility and unusually high strength [275]. 
Flexible neural electrodes are believed to play an important role in improving 
chronic in vivo tissue integration [133, 276, 277]. Recent work indicates that 
LbL- assembled film can be successfully patterned with lithography techniques 
[278] opening new opportunities for designing neural electrodes (Fig. 4.14b).

CNTs have electrical properties, chemical stability, and desirable dimensions to 
create nanostructures suitable for neural modulation. They have drawn much atten-
tion for neural interface applications for the past decade. LbL-assembled CNT 
nanostructures combine excellent electrical conductivity, biocompatibility, and 
strength to advance neural interface applications. A single-walled carbon nanotube 
(SWNT)/polyelectrolyte LbL film successfully supported and stimulated neuro-
blastoma/glioma hybrid cells (NG108) [279, 280]. In a systemic comparison study, 
LbL-assembled CNTs showed lower impedance and higher CSC compared to elec-
trochemically deposited PEDOT and iridium oxide. After 300 fast-charging cycles, 
the CNT film retained 95 % of its CSC without any surface cracks compared to 
PEDOT and iridium oxide, which showed minor or major cracks, respectively [281] 
(Fig. 4.14c, d). The structural stability of the LbL CNT nanostructures is related to 
the homogenous high loading of CNT in the polymer matrix and the close interac-
tion between each nanoscale layer. The homogenous loading of CNT in the polymer 
matrix enables the development of materials that are mechanically strong and flex-
ible. Flexibility of the implantable neural electrode is believed to be a critical 
parameter for in vivo implantation and prevents glial encapsulation of the nano-
structure electrode site [277]. A recent study showed that LbL CNT nanostructure 
could be successfully fabricated into mechanically flexible neural electrodes by 
optical lithography techniques [282].

Similar to CNTs, metallic NPs may also be used to create high electrochemical 
surface area nanostructures with excellent electrical properties (Fig. 4.14g). Gold 
NPs have been investigated in many other areas of biomedical research including 
drug delivery, photothermal therapy, and biomedical imaging. The advantages of 
gold NPs include lower cytotoxicity and facile synthesis. In a recent study [283], 
densely packed gold nanoparticle LbL nanostructures were fabricated with PDDA. 
The electrochemical properties were measured with specially designed electrodes. 
The results indicated that densely packed gold NP nanostructures have better elec-
trochemical performance than SWNT nanostructures with respect to impedance and 
CSC. The gold NP nanostructures improved the electrochemical properties by 
enhancing the electrical conductivity of the nanostructures and increasing interfacial 
capacitance. In terms of structural stability, gold NP nanostructures retained the 
same percentage of the CSC as CNT nanostructures after 500 fast-charge cycles.
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LBL-assembled nanostructures have demonstrated superior electrochemical 
performance over other materials. Nevertheless, the next-generation devices for 
neural stimulation require not only outstanding electrical performance but also 
the ability to facilitate and promote cell growth. One of the advantages of LbL-
assembled nanostructures is their ability to control composition and surface proper-
ties to promote cell growth and enhance biocompatibility, while maintaining 
electrical performance.

To illustrate the biocompatibility of the LBL-assembled nanostructure, previous 
work indicates that LbL-assembled SWNT nanostructures support the growth and 
differentiation of neural stem cells [279]. Unlike common model cell lines, neural 
stem cells are very sensitive to their culture environment and other physical and 
chemical signals. Here, the SWNT nanostructures did not alter the progression of 
neural stem cell differentiation. To further demonstrate the versatility of the LbL 
method, extracellular matrix protein (laminin) was incorporated as a complemen-
tary layer into the LbL film with SWNTs to create biocompatible nanostructures 
[284]. By creating a laminin/SWNT composite, cell adhesion was enhanced through 
the adhesion-promoting nature of laminin and the nanoscale features of the SWNTs. 
This example demonstrated the successful differentiation of neural stem cells and the 
ability to stimulate the neural cells. It also illustrates how LbL-assembled nanostruc-
tures could be an excellent tool for multifunctional engineering of nanostructures.

Other than improving cell adhesion and biocompatibility, one can further incor-
porate other functional components into the LBL-assembled nanostructures. With 
this approach, it is possible to prepare biologically active neural modulation devices. 
To demonstrate this concept, a plasmid DNA layer was deposited on top of the elec-
trically active LbL CNT nanostructure [285]. The plasmid DNA on the CNT nano-
structure transfected neural cells with greater efficiency compared to traditional 
solution-based methods. Collectively, these examples showcase that the LBL 
assembly method can create multifunctional nanostructures to neural applications.

4.3.7  Carbon Nanotube Reinforced Conductive  
Polymer Blends

Recent advancements in CP coatings for neural stimulation electrodes have focused 
on overcoming various limitations, including poor mechanical resilience, adhesion 
strength, and electrochemical stability. One approach is the addition of CNTs as a 
dopant, with the goal of providing mechanical reinforcement, increased surface 
area, and improved electrical characteristics. Both single-walled and multiwalled 
CNTs have been incorporated, generally following an acid bath, which cleaves and 
functionalizes the CNTs to create negatively charged functional groups for ease of 
doping. CNTs have been successfully incorporated into both polypyrrole [286–288] 
and PEDOT [289–293] using electrochemical deposition, where the film is deposited 
using a solution of monomer and functionalized CNTs. As the coating is deposited, 
CNTs become trapped and enveloped within the polymer, creating an open, 
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nanofibrous architecture that contrasts greatly with the typical cauliflower-shaped 
morphology of non-CNT coatings [286].

Fig. 4.15a and b show typical nanofibrous surface morphologies of polypyrrole 
and PEDOT co-doped with MWNTs and the anti-inflammatory corticosteroid dexa-
methasone; note the similarity of textures despite differing synthesis methods (poly-
pyrrole coated galvanostatically at 500 μA, PEDOT coated potentiostatically at 
1.2 V). Both MWNT-doped polypyrrole and PEDOT coatings exhibit a very high 
degree of porosity which greatly increases surface area. Despite the morphological 
similarity between the two coatings, PEDOT has demonstrated substantially 
increased electrochemical and chemical stability compared to polypyrrole as 
described in Sect. 4.3.4, making it the more suitable of the two in vivo [183, 192, 
209]. Deposition time influences nanostructure as well, with Fig. 4.15c demonstrat-
ing the cross-sectional morphologies of PEDOT/SWNT coatings of identical com-
position but different deposition charge (left, 200 nC; right, 800 nC). Note that 
increased deposition charge produces both increased bulk coating thickness and 
increased size of surface features. It is also important to note that different final 
coating nanostructures can be attained by changing the size of the CNTs incorpo-
rated. Smaller CNT-doped PEDOT results in a typical cauliflower-like morphology 
following electrodeposition [292] (OD: <8 nm, length: 0.5–2 μm, Fig. 4.15d), com-
pared to the open nanofibrous morphology using larger CNTs [294] (OD: 20–30 nm; 
length, 10–30 μm, Fig. 4.15e).

CNT-doped coatings have demonstrated improved performance in terms of both 
electrochemical properties and mechanical resilience. The charge injection limit of 
SWNT-doped polypyrrole was shown to increase 50 % over PSS-doped polypyrrole 
from 8 to 12 mC/cm2 and retained 92 % of its capacity following stimulation testing 
[288]. MWNT-doped PEDOT demonstrated an over 200 % increase in charge injection 
limit compared to PSS-doped PEDOT, from 2.6 to 8.4 mC/cm2, and maintained over 
97 % of its capacity poststimulation [292]. Each case demonstrated a substantial 
increase in electrochemical stability compared to non-CNT-doped-conducting poly-
mer. The increased charge injection performance observed following CNT doping is a 
consequence of several mechanisms, including increased coating surface area, CNT 
electrical conductivity, and the additional charge transfer mechanism of small cationic 
molecules entering the coating to serve as counterions against the trapped anionic 
CNTs when the CP is reduced and neutral. These attributes provide the coating with 
substantial capacitive and faradic character in both oxidized and reduced states [286]. 
Mechanical stability tests following both acute and chronic stimulation, as well as 
chronic soaking, revealed MWNT-doped PEDOT (PEDOT/MWNT) exhibited none of 
the delamination or cracking that are typical of PEDOT coatings [291].

4.3.8  Photoelectric Stimulation Electrodes

The photocurrent effect or photoelectric effect is a well-known phenomenon 
for semiconductor materials and is widely utilized in photovoltaic technology. 
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Light energy excites an electron in the valence band to conduction band and gener-
ates an electron–hole pair. The electron transfer happens through electrons in the 
conduction band flowing to an electron acceptor. Other electrons combine with the 
holes in the semiconductor to generate a current flow. This electrical current gener-
ated from a wireless light source can in turn electrically stimulate nearby neurons to 
elicit a physiological response.

Fig. 4.15 Surface morphology of conducting polymer films doped with carbon nanotubes. (a) 
Nanofibrous latticelike nanostructure of polypyrrole co-doped with acid-functionalized CNTs and 
the drug dexamethasone. Note the large degree of porosity, which greatly enhances coating surface 
area (SB = 3 μm). (b) Similar nanofibrous nanostructure of PEDOT co-doped with CNTs and dexa-
methasone (SB = 2 μm). (c) Contrast in cross-sectional coating thickness and morphology of CNT- 
doped PEDOT electropolymerized to a total charge of 200 nC (right) and 800 nC (left), 
demonstrating the increased coating thickness and surface pore size with greater deposition time 
[290]. (d) “Cauliflower-like” surface created by small (OD, <8 nm; length, 0.5–2 μm) MWNT 
dimensions (SB = 0.5 μm). (e) Open, nanofibrous surface created by large (OD, 20–30 nm; length, 
10–30 μm) MWNTs (SB = 2 μm). (a–c) adapted from [290]. (d) adapted with permission from 
[293] © (2013) Elsevier. (e) Adapted with permission from [292], © (2011) Elsevier
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(100)-oriented boron-doped (p-doped) silicon wafers have been used to electrically 
stimulate nearby neurons with a laser [295]. When a negative voltage is applied to 
p-type silicon, major carriers become depleted from the surface. Upon illumination 
with a laser pulse, photogenerated currents are driven to the surface. The voltage 
bias (−0.4 to −1.4 V), laser intensity, and laser pulse duration can be tuned to control 
the amount of photocurrent generated. Similarly, p-i-n and p–n thin-film photo-
diode2 nanostructures have been applied to artificial retina [296].

On the other hand, a high-density cell culture array of TiN microelectrodes can 
be activated by a 150 nm-thick amorphous silicon photoconductor switch [297]. 
The switch is activated by a laser passing through the underlying transparent indium 
tin oxide (ITO) electrode trace. While the switch is activated by the laser, electrical 
current can be conducted from the underlying ITO trace to the TiN electrode site. 
Thin-film ITO are mostly transparent conductors that have been used in cell culture, 
although they are attracting attention due to emerging optical applications covered 
in other chapters [298, 299]. A challenge with in vivo electrical stimulation with 
ITO is the oxidization of the material, which results in darkening of the film and a 
dramatic rise in impedance [300].

Semiconductor nanoparticles or quantum dots (QDs) are a unique class of nano-
materials that are both optically and electrically active. Thus, photocurrent can be 
generated and utilized for neural stimulation by QDs. Moreover, due to the quantum 
confinement effect, QDs can be tailored to respond to specific wavelengths of light 
as compared to bulk semiconductor materials. By combining both the photoelectric 
and quantum confinement effect, nanostructures can be engineered to stimulate neu-
rons with specific spectral and electrical responses. By applying LbL assembly of 
mercury telluride (HgTe) nanoparticles and PDDA, polyelectrolyte-nanostructured 
films have been created with photostimulation capabilities [301] (Fig. 4.16a–c). 
The nanoscale features can be clearly observed under atomic force microscopy 
(Fig. 4.16b). Neuroblastoma/glioma hybrid cells (NG108) were successfully cul-
tured and differentiated on the HgTe/PDDA film (Fig. 4.16d, e). While stimulating 
with a 532 nm laser, depolarization of the differentiated cells on HgTe/PDDA sur-
face was observed, as measured with a standard patch clamp setup (Fig. 4.16f).

Although initial work utilized HgTe, PbSe photoelectric nanoparticles have been 
coated on the inside of glass pipettes more recently [302]. These NPs adhere to the 
glass surface, partially due to their low solubility. When the pipette is stimulated 
with an infrared light, it generates a current that is funneled through the small pipette 
opening to depolarize nearby neurons.

Photoelectric stimulation has demonstrated proof of concept; however, the min-
iaturization of implantable lasers, stability of the electrode, and/or toxicity of the 
materials have limited its adoption. Addressing these concerns will be critical in 
engineering next-generation chronically implantable photoelectric stimulation 
electrodes.

2 p–n diode is two adjoining p-doped and n-doped semiconductor. p-i-n diode has a lightly doped 
intrinsic semiconductor layer separating the p-doped and n-doped layer.
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4.3.9  Drug-Eluting Nanostructures

4.3.9.1  Mechanism

CPs, in addition to reducing electrode impedance and increasing CSC and safe 
charge injection limit, also feature the ability to release bioactive substances on 
demand. These substances can include anti-inflammatory drugs, neurotrophic or 
neuromodulatory agents, and neurotransmitters. CPs are able to reversibly “switch” 
from an oxidized state to a reduced state following electrical stimulation. This 
change results in a number of immediate physical and electrical transitions within 
the polymer due to changes to the electronic configuration of the backbone and the 
mass transport of ions into or out of the film [179, 303, 304]. These transitions, 
which manifest in the form of changes to polymer conductivity, volume, and elastic-
ity, may be harnessed to create controlled drug-releasing mechanisms [179, 304] 
including through (1) the drug incorporation into the coating as the dopant itself, 
leading to release through ionic repulsion as the polymer reduces [179, 303, 304]; 
(2) the volume change of the film releasing loosely bound macromolecules such as 
proteins from the coating surface [223, 224]; and (3) the volume change creating a 
“squeezing” action as the coating shrinks, expelling drug trapped within nano- 
reservoirs in the coating [305].

The most extensively studied form of drug release from CPs involves the incor-
poration of the drug as a dopant itself [179, 303, 304]. As discussed previously in this 
chapter, oxidized CPs incorporate an anionic dopant to maintain charge balance [179] 

Fig. 4.16 (a) Schematics of the photoinduced stimulation of neurons by the layer of nanoparticles. 
(b) AFM image of the nanoparticle layers before adhesion of neurons. (c) Kinetics of the photoin-
duced current in the NP layer. (d) Optical microscopy of the patch clamp contacting the neuron 
under investigation. (e) SEM of one of the cell’s neuritis on the LbL film. (f) Train of the trans-
membrane potential signals of neuron adhering to the NP film excited by the train of light pulses. 
Lower curve: the same signals after addition of tetrodotoxin (TTX). Adapted with permission from 
[301], © (2007) American Chemical Society
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and are capable of undergoing a reversible conversion to a reduced state when a 
voltage that crosses the redox potential of the polymer is applied (Fig. 4.17a). As the 
CP reduces, the backbone neutralizes, releasing the bound dopant counterions 
(Fig. 4.17b). If small enough to diffuse through the bulk polymer, the dopant will 
be driven away through electrostatic repulsion, and a portion will escape the poly-
mer into the surrounding electrolyte, producing an increased drug concentration 
around the electrode (Fig. 4.17c). However, larger dopants such as organic macro-
molecules or nanoparticles typically remain trapped and immobilized within the 
polymer [306, 307].

This method has been used to release a wide assortment of bioactive agents 
including dexamethasone [222], risperidone [308, 309], progesterone [310], dopa-
mine [129, 311], chlorpromazine [306], ATP [312], (2R)-amino-5- 
phosphonopentanoate (AP5) [313], 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) 
[313], salicylate [314], naproxen [314], N-methylphenothiazine [315], penicillin 
[316], and glutamate [317]. In addition to molecular size and steric considerations, 
requirements for drug selection include redox stability within the potential ranges 

Fig. 4.17 Drug-releasing capability of conducting polymer coatings. (a) CPs are switchable 
between an oxidized state and a reduced state upon application of an electrical stimulus which 
surpasses the polymer’s redox potential (diagram reproduced with permission from [179] © (2010) 
Elsevier). (b) When the polymer is reduced, the dopant which served as the counterion of the oxi-
dized polymer is released and diffuses out of the film. (c) Fluorescein dye release from a 
polypyrrole- coated microwire upon application of a −2 V constant stimulus
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employed for release, as well as a low effective dose for bioactivity due to the 
limited release yield of most films [179]. While the method is most suited for 
anionically charged drugs, methods have been developed to release both cationic 
[129, 306, 311] and electrically neutral [315] molecules, typically through the addi-
tion of large anionic intermediary molecules such as melanin, polystyrene sulfo-
nate, or cyclodextrin. Similar release dynamics were observed upon doping CP with 
proteins such as NT-3 [223–226], BDNF [227], and NGF [216] together with an 
anionic co-dopant. As these proteins are much too large to escape the polymer film 
if encapsulated, their release is likely the product of partially entrapped protein mol-
ecules detaching from the polymer surface during the actuation process. Recent work 
has shown the selection of the co-dopant to be crucial in determining the properties 
and performance of the final polymer [226].

4.3.9.2  Nanostructured Drug-Releasing CP Coatings

Recent advances in CP-based drug release have focused on expanding the variety of 
bioactive agents that may be incorporated as well as increasing the load and release 
capacity. One method is to introduce nanodomains into the CP [318]. This can be 
accomplished by incorporating drug (NGF) into mesoporous silica nanoparticle res-
ervoirs, which are then embedded within the CP along with the co-dopant PSS dur-
ing electrochemical deposition resulting in a CP-based composite [318] (Fig. 4.18a). 
Cell culture testing using neuronal PC12 cells verified that NGF released from the 
films was active after electrical stimulation. However, the films produced a substan-
tial amount of drug “leakage” in the absence of stimulation, although stimulation 
nearly doubled the final release quantity [318].

An alternative method is to produce a coating composed of PEDOT nanotubes, 
synthesized through the encapsulation of sacrificial PLGA nanofibers within electro-
chemically deposited CP [305]. These coatings are morphologically identical to those 
described in Sect. 4.3.4 above (Fig. 4.12h). The PLGA can be preloaded with a variety 
of bioactive agents, which remain trapped within the PEDOT tubes after the PLGA is 
dissolved. Electrical actuation of the PEDOT produces a “squeezing” action that 
forces the drug into the environment through pores and cracks in the tube walls. 
As PLGA is capable of holding a very wide assortment of drug types, this method has 
the potential to be a very flexible basis for drug release technology [305].

A similar approach is to produce a dense network of self-assembled polypyrrole 
nanowires through electrochemical deposition (Fig. 4.18b) and load drug into the 

Fig. 4.18 (continued) pore structure produced by electropolymerizing polypyrrole over colloidal 
crystalline poly(methyl methacrylate), which is then dissolved (SB = 2 μm). (h) Self-assembling 
nanowires of polypyrrole produced through electrochemical deposition with the dopant adenosine 
triphosphate (SB = 3 μm, detail inset SB = 500 nm). (a) Adapted from [318] ©, (2009) IOP 
Publishing. All rights reserved. (b) Adapted with permission from [319], © (2013) Elsevier. (c–f) 
Adapted with permission from [320] © (2009) Elsevier. (g) Adapted with permission from [309], 
© (2013) Elsevier. (h) Adapted with permission from [220] © (2011) Elsevier
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Fig. 4.18 Nanostructures of drug-eluting coatings. (a) Polypyrrole-coated silica mesoporous 
nanoparticles. The nanoscaled pores within the particles act as internal reservoirs of drug 
(SB = 400 nm). (b) Electrochemically deposited self-assembled polypyrrole nanowires. The coat-
ing is immersed in a drug solution that is drawn up into the gaps between the nanowires, which act 
as a reservoir (SB = 2 μm). (c) Representation of the synthesis steps of a nanoporous film produced 
using sacrificial polystyrene nanobeads. First, a nanobead-coated electrode is immersed into a pyr-
role solution containing drug, and polypyrrole is coated over the layered beads using electrochemi-
cal deposition (A). The polystyrene beads are then dissolved in toluene (B). Finally, an electrical 
stimulus is applied to release the contained drug (C). (d) An SEM image of the polystyrene nano-
bead template (SB = 1 μm). (e) An SEM image of the nanoporous polypyrrole film after template 
removal (SB = 1 μm). (f) Drug release quantities from the nanoporous film with and without release 
stimulation, as well as from a comparable conventionally prepared film. (g) “Inverse opal” 
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micro- and nano-sized gaps between the wires by immersing them in a droplet of 
drug solution [319]. This method was reportedly capable of holding and releasing a 
wide variety of bioactive agents (both lipophilic and hydrophilic). Passive release 
could be prevented by electrochemically overcoating the wires with a protective 
polypyrrole layer [319].

An effective way to increase the drug yield of CP coatings is to incorporate syn-
thesis techniques that maximize the surface area of the resulting film. For example, 
a nanostructured CP drug-releasing coating can be made using a polystyrene nano-
bead template [320]. After drug-loaded polypyrrole is electrochemically deposited 
over the template, the beads are selectively dissolved in toluene to leave behind an 
open, spongy architecture, which through its porosity drastically increases the 
exposed film surface area (Fig. 4.18c–e). This increased surface area results in a 
significantly increased amount of drug release compared to non-nanoporous coat-
ings [320] (Fig. 4.18f). Later work demonstrated that these pores may be filled with 
additional drug and capped using a final layer of electrodeposited CP, producing a 
network of nanostructured internal drug reservoirs [321]. Such a system is capable 
of releasing multiple types of drugs simultaneously, useful in cases where it may be 
advantageous to release two complementary agents together, such as an enzyme 
with its cofactor, a drug with an adjuvant, or a synergistic neuromodulators [321].  
A similar nanostructure may be produced by electrodepositing polypyrrole over a 
self- assembled colloidal crystal poly(methyl methacrylate) (PMMA) [309]. 
Following CP polymerization, the PMMA is selectively etched away to reveal an 
“inverse opal” three-dimensionally ordered film (Fig. 4.18g).

An alternative concept is to incorporate acid-treated multiwalled CNTs into the 
CP as a co-dopant during electrochemical deposition, after soaking the tubes in 
dexamethasone solution to load drug within [322]. The CNTs serve multiple roles 
within the film, including acting as an internal drug reservoir, reinforcing mechani-
cal stability, and providing the structural basis for an open, nanofibrous architecture 
to maximize surface area [322]. Similar films have also been produced through the 
layer-by-layer deposition of single-walled CNTs and dexamethasone-doped PEDOT 
onto a gold substrate through cysteamine binding [323]. Similarly, drug-doped CP 
can be synthesized through electrodeposition onto a nanotubular titanium substrate 
[324] or onto platinum nanopillars deposited on a gold-coated polycarbonate 
template [325]. An analogous nanofibrous morphology can be achieved with 
polypyrrole coatings upon the incorporation of much smaller dopants such as ATP 
during electrochemical deposition (Fig. 4.18h), likely through the self-alignment of 
growing polypyrrole due to hydrogen bonding with encapsulated ATP [220]. Each 
method has the result of significantly increasing both the coating surface area and 
drug release yield.

An alternative mechanism was developed which takes advantage of electropho-
retic transport through CP film to create an ion pump that drives bioactive molecules 
from an integrated reservoir into the surrounding tissue on electrical command 
[326]. These ion pumps are fabricated using multilayer photolithography whereby 
PEDOT/PSS and the photoresist SU-8 are patterned at a micron-scale resolution to 
define the functional regions of the device [213]. A key element is the overoxidation 
of a strip of PEDOT between the source reservoir and the target, rendering the 
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PEDOT electrically insulative yet ionically conductive. As a potential is applied 
across the device, ionic drug molecules are drawn electrophoretically through the 
overoxidized PEDOT, which remains porous to ionic flow due to the open nano- 
architecture of polymeric material [231]. Nanopores and channels between the 
polymeric macromolecules allow for the passage of small molecules to the target.

Despite these advances, a number of critical challenges remain that limit the incor-
poration of this technology into clinical devices and applications. While the timing of 
release is controllable to a fine degree, the drug load of even the more advanced high-
surface area CP films is limited due to lack of reservoir for refill. In vivo application has 
been limited to a small number of studies, and the chronic stability and release per-
formance of the coatings within living tissue has not yet been extensively assessed. 
Also, attention must be applied to ensure that the coating selected for use is compatible 
both mechanically and electrochemically with the electrical stimulation paradigm 
employed, as the coating materials are electroactive by nature.

4.4  Summary

Electrical stimulation can be used to activate or modulate neuronal activity and, to a 
lesser extent, to promote neurite growth, neural regeneration, and cell differentiation. 
While many fields and clinical applications have developed around the application 
of electrical stimulation, a major current challenge is to understand the physiology 
of high spatial resolution neural stimulation within a dense, highly networked, and 
complex nervous system. In order to achieve high spatial resolution neural stimulation, 
subcellular-sized stimulation electrodes with the ability to target specific neurons 
will be needed.

The development of subcellular neural stimulation microelectrodes have been 
limited by irreversible faradic reactions and increased impedance as the electrodes 
become increasingly small. This can be compensated by using stable nanostruc-
tured electrodes to increase electrochemical surface area. However, there are limita-
tions as ion diffusion may become the confining factor in nanostructured electrodes. 
For chronic in vivo applications, additional considerations must be made for delivery 
to target tissue regions in a minimally damaging manner for both the nanostructures 
and the tissue as well as preventing biofouling and glial scar formation. Preventing 
biofouling and glial scarring will be necessary for maintaining the advantages of 
high electrochemical surface area, particularly for the high-frequency content of the 
electrical stimulus. Advances in nanostructured stimulation electrode technologies 
will create new opportunities and applications for electrical stimulation in vitro and 
in vivo basic neuroscience and clinical applications.
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5.1            Introduction 

 Cellular function and response has been a signifi cant subject of human fascination 
since time immemorial and a major fi eld of study that has improved understanding 
of the mechanics of the human body. Specifi cally the functioning of electrogenic or 
electrically active cells is of particular interest as these cells control several impor-
tant physiological functions such as visualization, locomotion, and activities of key 
organs such as the brain, heart, eyes, ears and the spinal cord. Advances in both 
engineering (including microelectronics, signal processing, microelectronic and 
biomedical packaging techniques, and micromachining technologies) and biology 
(including electrophysiology, neuroscience, cardiology, etc.) have contributed 
toward a better understanding of this fi eld by introducing instrumentation and 
devices capable of interfacing with cells and tissue. This chapter summarizes the 
technological achievements in the development of one such instrument which has 
been fundamental toward electrical interfacing with biological constructs—three-
dimensional microelectrode arrays (3-D MEAs), also called 3-D multielectrode 
arrays or 3-D micromachined probes. These electrode arrays are utilized in stimu-
lating and recording applications both in vitro (outside the body) and in vivo (within 
the body) from neural tissue, neural cultures, neuromuscular tissue, cardiac tissue, 
cardiac cultures, 3-D cocultures of electrically active cells, stem cell cultures, and 
cultured networks of various electrically active cells (e.g., retinal cells). 

 If we consider neuroscience as an example area of interest (since most of the 
tools described in this chapter have a neuroscience focus), most physiological 
functions controlled by the brain involve a coordinated activity of networks of cells 
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making it imperative that network activity be studied in addition to single cell activ-
ity. Studying such single cell activity has dominated the fi eld for a long time with 
tools such as wire electrodes, tetrodes, glass micropipette electrodes, and patch 
clamps [ 1 – 4 ]. In fact to this day, these tools serve the very important function of 
studying isolated ion channels in a single cell (with high fi delity). These ion channels 
are responsible for controlling the various signaling pathways in a cell. 

 Microelectrode arrays (MEAs) can be considered both complimentary and 
 competitive to the tools such as wire electrodes and patch clamps. Network-level 
activity and  extracellular  measurements can be performed with MEAs, while 
patch clamps and micropipette electrodes measure  intracellular  electrical signals. 
Specifi cally, MEAs are tiny electrodes arranged in a geometrically repeatable fash-
ion either in two dimensions (2-D) or three dimensions (3-D). In some cases addi-
tional functionality such as multiplexing circuitry or microfl uidic ports are 
integrated with these electrodes. Research has demonstrated that network-level 
activity and how “cells talk to one another” are the key to understanding not just 
the healthy state of various organs (such as the brain and the heart) but also to 
understanding the  various disease states [ 5 – 7 ]. MEAs are tools that enable such an 
understanding. 

 Since the 1960s, MEAs have become an invaluable tool for scientifi c discovery 
and medical advancement. Because they can actively manipulate and monitor cel-
lular activity at both the single cell and tissue level, these tools provide extraordi-
nary insight into complex neural interactions [ 8 ]. Today, fi rst-generation MEAs are 
used in applications as far ranging as drug screening, biosensing, cardiac pacing, 
and epilepsy research [ 9 ,  10 ]. For example, MEAs were instrumental in the land-
mark discovery of spontaneous waves in the developing retina [ 11 ]. They have also 
been used to investigate the role of extracellular stimulation in the suppression of 
epileptic activity [ 5 ,  12 ] and in the study of novel plasticity mechanisms in cultured 
neural networks [ 13 – 15 ]. Recently, in a wide variety of tissue and culture preparations, 
MEAs have shown great promise for drug screening [ 16 ,  17 ]; safety pharmacology 
[ 18 – 20 ]; biosensing [ 21 ,  22 ]; detection of chemical, biological, and environmental 
toxins [ 9 ,  23 ]; detection of biohazards and bioterrorism agents [ 24 ]; neural pros-
thetics [ 25 ,  26 ]; and acting as bioelectrodes for measurements of various biopoten-
tials such as electromyographic signals, electrocardiographic signals, and nerve 
conduction studies [ 27 – 29 ]. 

 Figure  5.1  summarizes the application areas for 2-D and 3-D microelectrode 
arrays. It can be inferred from the fi gure, the application space for 3-D MEAs spans 
a wide variety of areas in life sciences making these tools indispensable for advances 
in several fi elds.

   This chapter summarizes the advances in the microfabrication technologies used 
to develop 3-D MEAs. These devices have been fabricated out of traditional sub-
strates such as silicon and glass as well as nontraditional substrates such as parylene, 
SU-8, various metals, polyimides, etc. A variety of both traditional and nontradi-
tional approaches are enumerated. The focus of the chapter is in the micromachin-
ing technological advancements and not the applications that have been developed 
with MEAs. Readers are referred to the various papers cited in the text for details of 
the applications that have been developed using these tools.  
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5.2     Silicon Probes as 3-D MEAs 

 Prof. Kensall Wise’s group at the University of Michigan (Ann Arbor, MI, USA) 
and Prof. Richard Normann’s group at the University of Utah (Salt Lake City, UT, 
USA) have been at the forefront of 3-D MEAs for in vivo and in vitro applications 
utilizing silicon probes. Since the introduction of the fi rst integrated circuits (ICs) 
in the early 1960s, silicon-based technologies have been applied toward biomedi-
cal applications. Some of this early work was performed in the development of 
reading aid for the blind [ 30 ], blood fl ow monitoring [ 31 ], and implantable pres-
sure sensors [ 32 ]. 

 Silicon-based technologies have been pursued by both the Michigan and Utah 
groups (and others) due to the several advantages that these technologies have to 
offer—(a) highly developed microfabrication processes that can produce probes 
with high yields; (b) batch fabrication on silicon wafers; (c) the ability to create a 
dense set of microelectrodes that permit acute and semi-chronic single unit and 
 cellular network recordings and stimulation; (d) the ability to be complementary 
metal-oxide semiconductor (CMOS) compatible for on-chip electronics integration; 

  Fig. 5.1    Application space for 3-D MEAs ( top left , [ 37 ], 2-sight) ( center left , reproduced with 
permission from [ 19 ], © (2003) Springer) ( bottom left , [ 23 ]; reproduced with permission from 
[ 24 ], © (2001) Elsevier)       
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(e) the ability to integrate site selection, amplifi cation, and multiplexing circuitry in 
close proximity to the probe arrays; and (f) the ability to wirelessly transfer infor-
mation from hundreds of these channels [ 25 ]. 

5.2.1     The Michigan Probes 

 Prof. Kensall Wise started applying silicon-based technologies toward the creating 
of thin-fi lm electrodes for single unit recordings in the nervous system when he was 
a graduate student at Stanford University under the direction of Prof. James Angell 
in 1966. This microprobe was designed specifi cally for extracellular biopotential 
measurement in the brain and consisted of a gold electrode formed on a silicon 
dioxide (SiO 2 ) surface, which was defi ned on a silicon carrier [ 33 ,  34 ]. The insula-
tion in this process was also fabricated from a photolithographically defi ned layer of 
SiO 2 . Silicon etching which was revolutionary at that time was being used by Bell 
Telephone Laboratories and was adapted in the original Michigan probe process to 
defi ne silicon mesas on which the electrodes were defi ned. The technological 
achievements of such a process (given that it was performed in the 1960s) are very 
impressive. From the original silicon wafer (~50 μm), silicon etching was performed 
to a depth of 25–35 μm on which 2 μm recording sites were defi ned photolitho-
graphically. Figure  5.2  depicts a schematic of a neural probe and an optical image 
of the fi rst silicon probe as a 3-D MEA and one of the fi rst micromachined arrays 
that were created anywhere. These probes were utilized in recording extracellular 
action potentials for the auditory cortex of cats (Fig.  5.3 ).

    This technology was the earliest prototype for a micromachined probe but was not 
something that could be repeated in a reproducible fashion. Over the next few decades, 
the development of etch stops, deep reactive-ion etching (DRIE), and anisotropic 
silicon etching amongst other techniques has created a wide variety of Michigan 
probes and dramatically advanced this technology. Additionally three- dimensional 
stacking or assembly technologies were developed to truly fabricate 3-D MEAs with 
integrated on-chip electronics and wireless data transmission. 

 Boron diffusion to defi ne etch stops in silicon was one of the key technological 
breakthroughs that allowed for arbitrary defi nition of probe thicknesses to less than 
15 μm [ 35 ,  36 ]. Conductors such as polysilicon, metal silicides, or metals ranging 
from gold to tantalum to platinum to iridium are used to defi ne metal tracks and as 
recording sites in the various Michigan probe microfabrication processes. The 
choice of the recording site depends on the fabrication process and the charge deliv-
ery of the material used. Gold, platinum, and iridium (iridium oxide) are common 
choices for recording and stimulation sites on the Michigan probes [ 37 ]. 

 A combination of silicon dioxide and silicon nitrides deposited utilizing a 
chemical vapor deposition (CVD) process defi ned the insulation in this process. 
The relative proportions of the nitride and oxide in the insulation layer are key to 
achieving a composite insulator whose thermal expansion coeffi cient approximately 
matches that of silicon. This is performed in order to minimize warpage of the 
structure. Figure  5.4  depicts a very basic fabrication process fl ow that details the key 
steps used in the fabrication of the Michigan probes.
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  Fig. 5.2    Schematic of a neural probe and the earliest demonstration of a micromachined neural 
probe ( left , [ 25 ];  right , [ 37 ])       

  Fig. 5.3    One of the earliest demonstrations of the functioning of a neural probe. Signal recorded 
from the auditory cortex of a rat [ 25 ]       
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   Ethylenediamine pyrocatechol (EDP) is used as the selective etchant that dissolves 
the bulk of the wafer and stops at the boron-diffused silicon areas thus serving as the 
release process for the probes [ 36 – 39 ]. It does not attack any of the other materials 
used in the microfabrication of the probes. This fabrication technique is versatile 
to produce arbitrary 2-D probe shapes and site confi gurations with dimensions 
controlled to an accuracy of ±1 μm. 

 In order to fabricate fl exible probes for applications such as a cochlear implant, 
the probe fabrication has been adopted with multiple boron diffusions in specifi c 
areas to realize probes that are ultrathin (nanometers) to less than 5 μm in thickness 
[ 39 ,  40 ]. 

 Both integrated (a CMOS process integrated with the probe fabrication) and 
hybrid approaches have been taken by Michigan researchers to integrate on-chip 
circuitry with the probes themselves. A simplifi ed process fl ow for this CMOS 
integrated fabrication process fl ow is depicted schematically in Fig.  5.5 . This integrated 
approach overcomes the external leads issue, which is one of the most diffi cult 
problems with any 3-D MEA fabrication, but comes at the expense of a more com-
plicated microfabrication process [ 37 ,  41 ]. Typically a standard CMOS process is 
fi rst implemented on standard silicon wafers (or silicon-on-insulator (SOI) wafers) 
with recording/stimulation site metallization performed as one of the last steps in 
the CMOS fabrication. Finally the fi eld dielectrics are trimmed away, and the 
silicon in the fi eld area is recessed using a dry etch. The wafer is typically thinned 
to around 150 μm and then released in EDP. Optical micrographs of Michigan probe 
arrays with CMOS circuitry are shown in Fig.  5.6 . Michigan probe arrays with 
CMOS circuits are depicted in Fig.  5.7 .

     In order to develop a truly three-dimensional electrode array with multiple 2-D 
probe shanks and thousands of recording sites, Michigan researchers have devel-
oped several techniques. Some commonalities between these techniques are the 
integration of a gold beam electroplating process at the end of probe fabrication 
[ 42 ]. These electroplated gold beams are soft enough to be bent with the aid of 
micromachined assembly devices (which are also constructed on silicon wafers). 

Selective Boron diffusion 
into silicon wafers

Deposition of metal layers and 
stress-compensated insulation layers

Deposition of 
microelectrodes

Final release in EDP

a b

c d

Optical image of a Microfabricated 
Michigan Probe

  Fig. 5.4    The key steps in the microfabrication of Michigan probes ( left ) and an optical micrograph 
of a fabricated Michigan probe ( right ) [ 25 ]       
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Ultrasonic wire-free wedge bonding is performed to attach the gold pads of the 
probe arrays with landing pads of a platform created for assembling multiple probe 
arrays [ 43 ]. Simpler stacking methodologies and more involved dynamic motion-
based techniques have been developed to automate this process. Examples of fully 
assembled 3-D Michigan probe arrays are shown in Fig.  5.8 . More recently simple, 
rapid folding-based techniques have been demonstrated to fabricate 3-D MEAs 
from planar shanks [ 44 ].

   The monitoring of electrical activity of the neural network is further enhanced by 
the ability to monitor and control the chemical “microenvironment” surrounding 
neural tissue. This fi rst step in achieving such control is adding microfl uidics to the 
Michigan probes. Papageorgiou et al. [ 45 ] demonstrate that by adding one mask to 
the standard Michigan probe fabrication process, microchannels can be created. 
The combination of a shallow (2 μm deep) unmasked boron etch stop followed by a 
DRIE step is utilized to create a grid of holes or slots through the etch stop region 
on top of the intended channel region. The microchannels are then formed utilizing 
either a dry or wet silicon etch to undercut this grid of slots. The channel access 
holes are subsequently sealed using a CVD layer of silicon dioxide and silicon 
nitride. Normal probe process to form interconnects and stimulation/recording sites 

  Fig. 5.5    The key steps in a CMOS integrated Michigan probes fabrication process [ 37 ]       
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occur afterward. Figure  5.9  depicts a schematic of Michigan probe arrays with inte-
grated microfl uidics and SEM images of probes with such channels.

   Michigan probe arrays are well characterized for in vivo applications including 
retinal prosthesis, cochlear implants, and fundamental neural interfacing studies. 
The probe fabrication process has proved widely successful providing over 7,000 
arrays (up until 2004) to researchers worldwide resulting in over 350 publications 
[ 25 ]. NeuroNexus has commercialized the Michigan probe array process and cites 
roughly 1,000 publications (from 2005 to 2013) where their probes have been uti-
lized [ 46 ]. Figure  5.10  presents a few examples of the data (from the paper refer-
ences in this chapter) collected from the Michigan probe arrays, which have been 
used exhaustively in cochlear implants and neural prosthetic applications.

5.2.2        The Utah Array 

 The fi rst reported microfabrication processing details for the now well-established 
Utah Electrode Array (UEA) comes from Campbell et al. in 1991 [ 47 ]. It reports a 

  Fig. 5.6    Optical micrographs of fabricated Michigan probes without CMOS circuits integrated. 
SEM images of single unit probes.  Bottom right  and  top left , [ 37 ],  bottom left , [ 25 ],  top right , [ 44 ]       
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microfabrication process that has remained remarkably consistent over the years [ 26 ] 
that has the following major steps: (a) thermomigration of p+ silicon into n-type 
silicon wafers, (b) a combination of mechanical and chemical micromachining to 
achieve sharp microneedles or 3-D microelectrodes in the p+ silicon areas, (c) metal 
defi nition to create active recording sites and contact pads, and (d) encapsulation 
processes. 

 The thermomigration process is carried out by defi ning aluminum pads on the 
bottom side of a silicon wafer with a lithographic approach. A silicon–aluminum 
eutectic is driven through the thickness of the wafer with a created temperature 
gradient [ 47 ,  48 ]. This process creates p+ islands, which are isolated to the region 
of the aluminum defi nition and isolated from one another due to the n-type sub-
strate. Aluminum pads are defi ned for fi nal packaging of the arrays at the bottom 
of the wafer such that each pad overlaps one island. The nominal design for the 
Utah array is a 10 × 10 microneedle structure that is roughly 1–1.5 mm tall. In 
recent years, up to roughly 8 mm tall needles have been reported with similar 
 processes [ 49 ]. 

 In order to create the 3-D microneedles across the thickness of the silicon 
wafer, a dicing process is used to create hatched grooves in the silicon wafer as 

  Fig. 5.7    Optical micrographs of CMOS integrated, fully assembled Michigan probes [ 37 ]       
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  Fig. 5.8    Assembly processes involved in the fabrication of Michigan probes and the resulting 
assembled probes.  Left  and  top right  [ 42 ];  center right  and  bottom right  [ 44 ]       

  Fig. 5.9    Schematic and SEM images of Michigan probes with integrated microfl uidic ports [ 45 ]       
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  Fig. 5.10    Spike counts on four specifi c channels on a 3-D array implanted in the auditory cortex 
of a guinea pig ( top left ); neural discharges from fi ve recording sites in the inferior colliculus of a 
guinea pig before and after the injection of a neurotransmitter agonist and control ( left ); single unit 
activity recorded from two different channels from a guinea pig auditory cortex ( top right ).  Top left  
[ 44 ];  left  [ 37 ];  top right  [ 42 ]       

shown in Fig.  5.11 . Sometimes a layer of glass is deposited onto these grooves 
in silicon to effectively isolate the 3-D microelectrodes. Isotropic silicon etching 
is then carried out in a solution of 5 % hydrofl uoric acid (HF) and 95 % nitric 
acid (HNO 3 ) [ 47 ]. Both static and dynamic modes of etching have been demon-
strated to create various shapes and sizes of the silicon microelectrodes as shown 
in Fig.  5.12 .

    For the defi nition of recording sites on the individual 3-D microelectrodes, a 
couple of techniques are reported—rudimentary metal foil isolation followed by the 
deposition of gold and platinum in a sputter coater [ 47 ,  48 ] and photoresist masked 
metal sputtering (metals like gold, platinum, and iridium are reported as recording 
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sites for Utah arrays) followed by the deposition of parylene-C and etching of the 
parylene layer using a photoresist mask to de-insulate just the tips of the 3-D MEAs 
[ 51 ]. Figure  5.13  illustrates SEM images of the tips of Utah arrays after de- insulation 
with the techniques described above. Additionally Fig.  5.13  depicts SEM images of 
Utah arrays with slanted electrodes at various heights.

   Encapsulation of the arrays is accomplished using silicon dioxide, silicon 
nitride, polyimide, and Parylene-C [ 49 ,  52 ]. For de-insulating the tips of the 3-D 

  Fig. 5.11    Top and side views of a basic process fl ow for the Utah array microfabrication process. 
Reproduced with permission from [ 48 ], © (1992) Springer       
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electrodes, rudimentary techniques such as aluminum foil attachment and etching 
of the polymer in a reactive-ion etch (RIE) to more sophisticated fl ooding of the 
array with photoresist with thickness controlled using spin speeds have been 
demonstrated. 

 These arrays have been successfully inserted in several studies for neural, retinal, 
and motion-based prosthetic applications. The Utah array was originally developed 
as means of restoring limited but useful sight to individuals with profound blind-
ness but has since been applied to produce a sit-to-stand maneuver and other prom-
ising prosthetic applications. Figure  5.14  depicts some of these promising 
applications. Blackrock Microsystems [ 53 ] has been able to successfully commer-
cialize this rather complicated process and also provides electronics to interface 
with these arrays.

  Fig. 5.12    Silicon    microneedles of various shapes and sizes created using the Utah array microfab-
rication process.  Top (right  and  left) , reproduced with permission from [ 48 ] © (1992);  bottom , 
reproduced with permission from [ 50 ], © (1998) Elsevier       
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5.2.3        EU NeuroProbes 

 European Union’s consortium has been working toward a solution for silicon-based 
intracortical 3-D microelectrodes. This project is called the European NeuroProbes 
consortium (  www.neuroprobes.org    ). It was a 4-year integrated project funded by 
the European Commission with technology development happening in the following 
institutes: Interuniversity Microelectronics Center (IMEC), Belgium; Department 
of Microsystems, IMTEK, University of Freiburg, Germany; Hahn-Schickard- 
Gesellschaft Institute of Micromachining and Information Technology (HSG-
IMIT), Germany; Institute of Microtechnology (IMT), University of Neuchatel, 
Switzerland; and Malardalen University, Sweden [ 55 ]. 

 The goal of the EU NeuroProbes effort was to overcome some of the limitations 
of the Utah arrays and Michigan probes by developing a 3-D implementation of the 
probe arrays conducive to chronic applications [ 55 ] by the development of a platform 
with emphasis on elegant assembly that would allow for electrode sites for recording 
and stimulation of cortical neurons, biosensors for monitoring glutamate and dopamine, 
and integrated microfl uidic channels for sampling or drug delivery [ 56 ]. 

  Fig. 5.13    SEM images of the completed Utah array 3-D MEAs.  Top  [ 51 ];  bottom  [ 54 ]       
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 One of the fi rst papers out of this effort comes from Kisban et al. [ 57 ]. This paper 
describes the fabrication of single-shaft probes with a pitch of 500 μm and lengths 
of 2, 4, and 8 mm, respectively. To facilitate insertion into the brain tissue, a sharp 
tip with an opening angle of 17° and a tapered shaft of 0.5°, 0.3°, and 0.1°, respec-
tively, was designed. The thickness of the probes is targeted to be around 120 μm to 
provide suffi cient mechanical stiffness for insertion into brain tissue. Each shaft 
comprises of eight circular electrodes with a 20 μm diameter and a tip electrode 
made of platinum. Figure  5.15  represents a basic process fl ow for these silicon 
probes. The process starts with the deposition of 500 nm of stress-compensated 
dielectrics on both sides of a 300 μm-thick silicon wafer. An additional 1.5 μm 
thick Plasma Enhanced Chemical Vapor Deposition (PECVD) SiO2 is deposited on 
the backside of the wafer. The next step is to defi ne metal tracks and the  electrodes 
using a lift-off process. The metal track consists of Ti (30 nm), Au (200 nm), 
Pt (100 nm), and Ti (30 nm), respectively. The metallization is electrically isolated 

  Fig. 5.14    Schematic of a cortex-based artifi cial vision systems with the Utah array electrodes 
implanted in the primary visual cortex ( top left  [ 26 ]); 285 superimposed recordings of action 
potentials from a cat’s sciatic nerve recorded when the cat’s ankle was fl exed and extended ( top 
right  [ 26 ]); summary of the recruitment properties of the Utah array and conventional electrodes 
both measured on the cat sciatic nerve ( bottom  [ 54 ])       
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with a second stress-compensated PECVD layer, which is defi ned using an RIE etch 
and a HF dip. DRIE is now performed from the backside (after an RIE etch of the 
dielectric layer) to defi ne the probe shaft to its fi nal thickness of around 100 μm. 
A perforated handle wafer is attached to the front side of the wafer during this pro-
cess. Front-side processing is performed to release the probe shaft as the fi nal step. 
This includes removal of the dielectrics with an RIE step and silicon release using a 
DRIE step. As in the backside-etching step, a handle wafer is used for this step as 
well. Figure  5.16  depicts optical and SEM images of the silicon probe arrays. 
A custom ribbon cable is fabricated utilizing two layers of polyimide (PI) with an 
intermediate layer of metal. The silicon probe array and the PI cable are brought 
together using a gold bump bonding process (Fig.  5.16 ). Completed devices are 
depicted in Fig.  5.17 . Herwik et al. [ 58 ] describe a variation of this process to 
include electroplated gold leads for packaging purposes.

     Aarts et al. [ 60 ] report a  slim-base platform  technology for assembly of the EU 
NeuroProbes. This technology utilizes a DRIE-etched silicon groove onto which the 
silicon probes are assembled. Electroplated gold is used as the bonding material 
between the platform and the probe arrays, which are positioned onto the platform 
using a fl ip-chip bonder. Figure  5.18  depicts the schematic, SEM, and optical 
images of such a platform technology used in assembling the EU NeuroProbes.

   Microfl uidic ports are integrated with the probes as described by Spieth et al. 
[ 62 ]. Individual probe shafts have an area of 250 × 250 μm 2 , and this includes a 
microfl uidic channel with a cross section of 50 × 50 μm 2 . The basic process fl ow for 
this integration is depicted in Fig.  5.19 . First a two-step DRIE process defi nes the 

  Fig. 5.15    Basic process fl ow for the EU NeuroProbes approach to the fabrication of silicon 3-D 
MEAs [ 57 ]       
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fl uidic channel and the outer shape of the probes. The fl uidic channel is shaped in 
the second step with the bonding of a ground silicon wafer. The entire wafer is then 
passivated on both sides and platinum electrodes are defi ned. The electrodes are 
passivated to defi ne the insulation layer and fi nally thinned down from the bottom 
side to defi ne a probe shape. Topside silicon etching is also performed to defi ne the 
fl uidic outlet ports. Figure  5.20  depicts SEM images of the constructed devices.

  Fig. 5.16    Optical and SEM images of the fabricated probe arrays ( top left  and  right ). Gold bump 
bonding process for packaging ( bottom right ).  Left  [ 57 ];  top right  [ 59 ];  bottom right , reproduced 
with permission from [ 58 ], © (2009) IOP Publishing. All Rights reserved       

  Fig. 5.17    Optical images of assembled probe arrays with fl exible polyimide cables.  Left  [ 57 ]; 
 right  [ 59 ]       
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    CMOS electronics have been integrated with the EU NeuroProbes as reported by 
the EU NeuroProbes research team [ 64 ,  65 ]. The  active probe  comprises a 100 μm 
thick, 4 mm long probe realized using DRIE etching of silicon. It comprises 188 
electrodes (20 μm diameter with a pitch of 40 μm) arranged in two columns along 

  Fig. 5.18    Schematic, optical, and SEM images of assembled probe arrays with a high-throughput 
assembly technology.  Top left  and  top right  [ 60 ],  bottom  [ 61 ]       
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  Fig. 5.19    Fabrication process fl ow to integrate fl uidic ports into the EU NeuroProbes. Reproduced 
with permission from [ 62 ], © (2011) Springer       
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the 4 mm probe. The CMOS circuitry is fabricated as the fi rst step in the construction 
of these active probes. The post-CMOS fabrication is based on the standard EU 
NeuroProbes process. The four-mask process for the deposition and patterning of 
the electrodes, bonding pad metallization and structuring of the probe shafts are 
depicted in Fig.  5.21 . In the fi rst step the passivation layer for the CMOS substrate 
is opened up to connect to the electrodes and bonding pads realized in post-CMOS 
metallization. This metallization (300 nm of Pt sandwiched between 30 nm thick 
Ti adhesion layers) is sputter deposited and patterned using lift-off. Following the 
post-CMOS metallization, stress-compensated silicon oxide and silicon nitride 
layer stacks are deposited on both sides of the wafer utilizing a PECVD step. 
The topside passivation is patterned using RIE etching, and the top Ti layer is wet 
etched using 1 % Hydrofl uoric Acid (HF) to expose the Platinum (Pt) elec-
trodes. The backside passivation is additionally patterned using an RIE process, 
and the probes are released using DRIE to defi ne a fi nal thickness of 100 μm. A short 
DRIE step follows from the front side to complete the release of the probes. 
Figure  5.22  depicts optical micrographs of the  active probe  array.

    The EU NeuroProbes project has extended the application platform of this 
technology for surface electromyography [ 28 ] and the integration of amperometric 
biosensors on the probe shafts for in vivo monitoring of choline and glutamate in 
the brain [ 66 ]. The former uses a suspended etch mask technology which utilizes 
ICP etching of silicon both anisotropically and isotropically to create microneedles 

  Fig. 5.20    SEM images of EU NeuroProbes with integrated fl uidic ports. Reproduced with permis-
sion from [ 63 ], © (2011) IOP Publishing. All rights reserved       
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as depicted in Fig.  5.23 . Interconnects are formed utilizing through wafer etching of 
vias from the backside and metallization (sputter deposition followed by electro-
plating). The application described by Frey et al. [ 66 ] involves the same fabrication 
process described by Aarts et al. [ 60 ] and Herwik et al. [ 57 ] which has been 

  Fig. 5.21    Simplifi ed four-mask process to build EU NeuroProbes on CMOS wafers, using 
 post- CMOS MEMS processing [ 65 ]       

  Fig. 5.22    Optical images of an active probe array fabricated using post-CMOS MEMS processing [ 65 ]       
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described earlier but has a modifi ed probe design. The probe consists of two shanks 
that are 8 mm in length and have a cross section of 250 μm × 250 μm (height × width). 
The dimensions of the probe were chosen with the application in mind. Each shank 
is connected to a common rectangular probe, which comprises the fl uidic ports of 
25 μm × 50 μm. The shanks comprise fi ve platinum electrodes that are placed around 
the fl uidic ports and have a pitch of 200 μm. The electrodes are 50 μm × 150 μm and 
are recessed by 10 μm to protect a biosensitive membrane subsequently immobi-
lized on the electrodes. One of the electrodes acts as a reference.

   Compared to the Utah arrays and the Michigan probes, both of which have been 
around for a lot longer than the EU NeuroProbes, the applications developed with 
these devices are limited but impressive. The in vivo micrograph of the EU 
NeuroProbes during experimentation and examples of recordings obtained from 
them are illustrated in Fig.  5.24 .

5.2.4        Some Other Major Silicon-Based Approaches 

 Apart from the three major silicon-based three-dimensional microelectrode array 
fabrication approaches—Michigan probes, Utah arrays, and EU NeuroProbes—
which have been widely published and utilized in a variety of applications, several 
other researchers have reported other novel silicon-based technologies to fabricate 
3-D MEAs. Some of these approaches are briefl y described below. 

 Koo et al. [ 67 ] describe a clever utilization of the crystalline structure of silicon 
to achieve sharp pyramidal tips that have been utilized as 3-D MEAs. In this process 
the electrode areas on a silicon wafer are fi rst defi ned using a plasma-enhanced 
chemical vapor deposition (PECVD) layer of tetraethyl orthosilicate (TEOS) and 
silicon nitride. Multiple RIE and DRIE steps are carried out with the TEOS 
and photoresist acting as hard masks to defi ne the vertical dimensions of the 3-D 
electrodes. Thermal oxidation is then performed to protect the sidewalls of the 

  Fig. 5.23    SEM image of the utilization of suspended etch mask technology to create silicon 
microneedle electrodes ( left ). Packaging these microneedle electrode arrays on a fl ex circuit 
( right ) [ 28 ]       
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electrodes followed by a potassium hydroxide (KOH) etch to defi ne the 3-D pyramids 
taking advantage of the fact that the etching stops on the {1 1 1} plane as shown in 
Fig.  5.25 . The electrical pathways are created in the last step after removal of the 
masking layers (with a 49 % hydrofl uoric acid etch) by sputter deposition of a 
Ti/Au layer and photolithographic defi nition. The 3-D electrodes are constructed in 
an 8 × 8 array roughly 50 μm tall with a 120 μm pitch between electrodes.

   Kusko et al. [ 68 ] report the fabrication of a 5 × 5 array of 3-D microelectrodes by 
the defi nition of a silicon dioxide/photoresist mask that is carefully undercut by 
silicon etching—a combination of wet and dry etching—DRIE process to defi ne 
micropillars fi rst followed by a KOH sharpening to achieve pyramidal tips and 
DRIE followed by an isotropic silicon etch to create conical tips. The contact metal-
lization and recording sites are then defi ned by lift-off techniques on 3-D electrodes 
followed by the deposition of a PECVD silicon dioxide layer and defi nition of the 

  Fig. 5.24    Photograph of the NeuroProbes made ready for implantation and action potentials 
recorded from individual recording sites in an array ( top left , reproduced with permission from 
[ 58 ], © (2009) IOP Publishing. All rights reserved); action potentials from regularly fi ring motor 
units in the biceps brachii muscle ( bottom  [ 28 ]); response of the microprobes to choline and 
dopamine ( top right , reproduced with permission from [ 66 ], © (2011) IOP Publishing. All rights 
reserved)       
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recording sites lithographically. Three-dimensional microelectrodes that are ~35 μm 
tall with singular microelectrode tip sharpness of less than 500 nm are achieved 
using this process as shown in Fig.  5.26 .

   Du et al. [ 69 ] describe a silicon-based process where they utilize double-side 
thin silicon wafer processing and a carrier wafer to get around handling fragile 
wafers. So instead of an etch stop used in the Michigan probe approach, this 
approach uses a 25–50 μm silicon substrates as starting point for MEA fabrication. 
A 500 μm thick silicon or Pyrex or quartz wafer is used as the carrier in this pro-
cess. The ultrathin silicon substrate is mounted on the carrier wafer, and metal is 
defi ned using a lift-off process. For insulation a 2 μm thick parylene layer is con-
formally deposited (room temperature vapor deposition process) and defi ned using 

  Fig. 5.25    Schematic of the passivation plane where the silicon etching stops ( left ) and SEM image 
of the defi ned single microneedle electrode ( right ). Reproduced with permission from [ 67 ], 
© (2006) Elsevier       

  Fig. 5.26    Combination of wet and dry silicon etching to undercut a silicon dioxide/photoresist 
mask to achieve really sharp nanometer scale tips for 3-D microelectrodes [ 68 ]       
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photolithography and RIE etching. Additionally this approach lends itself to the 
fabrication of identical probes on both sides of the ultrathin silicon wafers. Probes 
fabricated utilizing this approach are depicted in Fig.  5.27 .

   Hanein et al. [ 70 ] describe an interesting DRIE etching followed by RIE sharp-
ening and interfacing with a polyimide fl ex circuit-based approach for the fabrica-
tion of intracellular 3-D MEAs. They utilize highly conductive p-type silicon wafers 
and fabricate protection pillars around 3-D electrodes in the DRIE step. These pro-
tection pillars completely etch away during the isotropic RIE sharpening process 
(utilizing a SF 6  plasma) leaving behind ~230 μm-tall 3-D microelectrodes that are 
electrically routed using a fl ex circuit. Figure  5.28  depicts SEM images of the pro-
tection pillars with the central 3-D electrode after the etching steps. These are com-
pletely etched away leaving behind sharp (~200 nm tips) 3-D microelectrode.

   Chu et al. [ 71 ] create 3-D MEAs on SOI wafers of various thicknesses by defi n-
ing the microelectrodes on the device layer fi rst, followed by ICP etching of silicon 
to create micropillars which are then sharpened by either a dry, isotropic XeF 2  etch 
or a wet isotropic Hydrofl uoric Acid/Nitric Acid/Acetic Acid (HNA) etch. The 
metal traces are protected during the entire process, which can prove to be diffi cult. 
Thermally grown SiO 2  acts as the insulation, and it is removed on the bond pads and 
the top of the 3-D electrodes by a carefully controlled wet etch. 

  Fig. 5.27    Silicon probes fabricated with the utilization of ultrathin silicon wafers and performing 
double-side fabrication. Reproduced with permission from [ 69 ], © (2009) IOP Publishing. All 
rights reserved       
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 One of the more interesting fabrication approaches to integrate on-chip silicon 
probes and silicon dioxide microtubes is reported from Toyohashi University of 
Technology (Toyohashi, Japan). The researchers at this university have successfully 
developed a process by which they  grow  silicon and oxide microtubes on-chip uti-
lizing a vapor–liquid–solid (VLS) method [ 72 – 74 ]. Interconnection materials such 
as tungsten, tungsten silicide, titanium nitride, and titanium are used to ensure that 
the Si and SiO 2  probes make contact with the Metal Oxide Semiconductor Field 
Effect Transistors (MOSFETs) that are fabricated in the fi rst step of the process 
(Fig.  5.29 ). The MOSFETs are fabricated utilizing a standard 5 μm CMOS process. 
For the formation of the silicon probes, a 160 nm gold fi lm was selectively depos-
ited as a catalyst. VLS growth was carried out in a gas source molecular beam epi-
taxy (MBE) system with Si 2 H 6  gas while heating the substrate to 680 °C. An Au–Si 
alloy is formed fi rst by heating the substrate before the VLS growth. Phosphorous 
thermal diffusion can be carried out to reduce the resistivity of the probes. In order 
to create the microtubes, a silicon dioxide layer was grown on the tubes utilizing 
PECVD. This oxide is patterned utilizing standard photolithography, followed by 
wet etching, and once the gold–silicon alloy is removed, a XeF 2  etch is utilized to 
remove the silicon in the tube to create silicon dioxide-coated microtubes. The probes 
and microtubes are shown in Fig.  5.30 . The probes and tubes are typically ~3 μm in 
diameter and ~30 μm in height.

5.3          Metal, Glass, and Polymer Probes as 3-D MEAs 

 Even though silicon has been the major material for the fabrication of three- 
dimensional MEAs, researchers in the last 15 years have looked to other materials 
due to several reasons: (a) costs associated with clean room microfabrication; 
(b) many universities may not have access to a high-class clean room; (c) end users 
of this tool (neuroscientists, physicians, cardiologists, toxicologists, pharmacolo-
gists, etc.) are very familiar with materials like polymers and biocompatible metals. 

  Fig. 5.28    Silicon probes fabricated with the utilization of ultrathin silicon wafers and performing 
double-side fabrication. Scale bar is 100 μm on the  left  and 50 μm on the  right . Reproduced with 
permission from [ 70 ], © (2003) IOP Publishing. All rights reserved       
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  Fig. 5.29    Process fl ow for the fabrication of Si and SiO 2  probe arrays utilizing the VLS technique. 
Reproduced with permission from [ 74 ], © (2008) IOP Publishing. All rights reserved       
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Thus MEMS technologies developed on these materials are more likely to enjoy 
easy adoption and (d) many of the materials mentioned enjoy superior properties 
(such as mechanical stiffness comparable to tissue/cell networks and biocompatibil-
ity) to interface with cell cultures and tissue as compared to silicon. 

 Examples of such nonconventional approaches include glass micromachining, 
micromolding-based approaches, SU-8 micromachining, polyimide microma-
chining, electrical discharge micromachining, parylene-based approaches, etc. 
Some of these approaches are detailed below. 

5.3.1     EDM-Based 3-D MEAs 

 Electrical discharge machining (EDM) is a process that makes use of computer- 
aided design (CAD) that runs under computer numerical control (CNC) and is capable 
of batch processing. It is used to generate intricate features with high aspect ratios 
and is capable of machining a large variety of conductive materials. 

 Fofonoff et al. [ 75 – 77 ] describe the use of EDM technology toward the micro-
fabrication of 3-D MEAs. A zinc-coated brass wire and the work piece (made of 
suitable metals) form the basic materials in this process. An initial cut through one 
plane perpendicular to the EDM wire was fi rst made followed by a cut in the orthog-
onal direction. This group from the Massachusetts Institute of Technology 
(Cambridge, MA, USA) along with collaborators at the University of Chicago 
(Chicago, IL, USA) and Brown University (Providence, RI, USA) report the fabri-
cation of 3-D MEAs from a variety of conductive materials—titanium, titanium–
aluminum–vanadium alloy, stainless steel, and tungsten carbide as shown in Fig.  5.31 . 

  Fig. 5.30    Optical image of a MOSFET with regions of Si and SiO 2  nano-probe arrays (SEMs) 
on the  right . SEM images of the microprobes on the  left . Reproduced with permission from [ 74 ], 
© (2008) IOP Publishing. All rights reserved       
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They report fabricating a variety of arrays with heights ranging from 1 to 5 mm and 
electrode widths ranging from 80 μm onward with interelectrode spacing ranging 
from 170 to 500 μm. They also report the fabrication of arrays with roughly 1,150 
electrodes using this EDM technique. An etching step follows the EDM step where 
boiling hydrochloric acid (HCl) was utilized to not only prevent oxidation of the 
metals but also provide a suitable surface fi nish. The EDM wire 3-D MEA is subse-
quently electroplated with acid gold strike and platinum. The 3-D MEA was further 
insulated with parylene-C chosen due to its excellent biocompatibility [ 78 ] 
[Specialty Coating Systems Inc. 2013]. Parylene can additionally be deposited 
conformally at room temperature. The insulation was exposed at the tips of the 
microelectrodes utilizing laser micromachining. A Resonetics Excimer laser was 
utilized for this purpose. This laser micromachines polymers at 248 nm by chemical 
ablation (breaking of bonds).

5.3.2        Glass-Based 3-D MEAs 

 Metz et al. [ 79 ] and Heuschkel et al. [ 80 ] report what is probably one of the fi rst 
approaches to batch fabricate integrated 3-D MEAs  on-chip  (3-D MEAs built 
monolithically on a substrate using surface/bulk micromachining processes) spe-
cifi cally targeted at in vitro neural applications. A simplifi ed process fl ow for such 
a technique is depicted in Fig.  5.32 , and it begins with the deposition of chromium 
on fl oat glass substrates. The substrates are 700 μm thick, and the deposition is 
carried out utilizing a sputtering process at high temperatures (455 °C). The deposition 
is followed by the defi nition of the chromium layer (used as a mask for subsequent 

  Fig. 5.31    SEM images electrical discharge machining (EDM)-based 3-D MEAs [ 77 ]       
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etching) using standard photolithography. The glass substrate was subsequently 
etched in a 10 % HF solution till the chromium mask was completely undercut and 
dethatched itself from the glass substrate. These researchers found out that chro-
mium deposited at high temperatures was resistant enough to HF to carry out the 
etching. The HF etch step resulted in ~60 μm tall pyramidal structures that eventually 
will serve as the 3-D microelectrodes. Figure  5.33  depicts SEM images of such 

Glass

Micro-pyramids created by 
wet etching

Metal 

SU-8 

Chromium and photoresist 
mask

  Fig. 5.32    Process fl ow for glass etching-/undercutting-based 3-D MEAs [ 79 ]       

  Fig. 5.33    SEM images of the microfabricated MEA ( left ) and a tissue slice placed on the MEA 
( right ). Reproduced with permission from [ 80 ] © (2002) Elsevier       
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electrodes and an optical image of a tissue slice on a 3-D MEA. In the next step, 
metal tracks were deposited and patterned to defi ne a layer of titanium/platinum on 
the microelectrodes. The fi nal step was the deposition and patterning of a 5 μm layer 
of SU-8 which serves as the insulation layer for the 3-D MEA. These 3-D MEAs are 
developed in an 8 × 8 matrix and are typically 40 × 40 μm 2  in area and have a pitch 
of 200 μm.

5.3.3         Polyimide- or Kapton-Based 3-D MEAs 

 Polyimide or Kapton is a popular material to construct 3-D MEAs, and these MEAs 
are typically designed to be implantable. The properties of polyimide that make it 
attractive are (a) mechanical fl exibility; (b) electrically insulating properties; (c) 
surface chemistry amenable to modifi cation and preparation that allow a host of 
bioactive organic species to be absorbed or covalently bonded to the surface of the 
material; (d) acceptable low gas permeability; (e) acceptable vapor transmission 
rates; and (f) biocompatibility [ 81 ]. 

 Rousche et al. [ 82 ] demonstrate one such polyimide probe where the probe fabri-
cation involves surface micromachining of photosensitive polyimide and chromium/
gold metal layers. The metal layers are sandwiched between two layers of polyimide. 
Both layers are in between 10 and 20 μm thick, which makes these probes suitable for 
fl exible applications. A RIE step with O 2  plasma is performed before the deposition of 
metal and the spin coating of the insulation layer of polyimide. This step serves to 
roughen the underlying layer for successful adhesion of the layer deposited on top. 
Several 2-D and 3-D probes have been fabricated with electrode sizes ranging from 
20–40 μm × 20–40 μm with shaft lengths up to 1.5 mm. Silicon is used as the carrier 
substrate, and the fi rst step is the growth of a thermal layer of SiO 2  (0.5 μm thick). This 
layer serves as the release layer after probe fabrication. 

 Owens et al. [ 83 ], Boppart et al. [ 84 ], and Stieglitz et al. [ 85 ] also report similar 
fabrication processes for the fabrication of implantable 3-D MEAs constructed out 
of polyimide. Figure  5.34  depicts probes fabricated using this approach.

   Tekuchi et al. from the University of Tokyo [ 86 ] report a similar approach where 
the third dimension for the probe is attained by bending the in-plane metal out of 
plane using a manual motion. Even though the mechanical match to tissue is vastly 
improved as compared to silicon or glass due to lower modulus of elasticity of poly-
imide, stiffness for insertion still remains an issue. A couple of researchers have 
investigated the strengthening of these probes using either a 5–10 μm thick silicon 
backbone or a molybdenum backbone [ 87 ,  88 ].  

5.3.4     Parylene-Based 3-D MEAs Probes 

 Parylene belongs to the thermoplastic polymer family and was developed by Union 
Carbide in 1965 and has found its way into several industries such as PCBs due to 
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superior mechanical, chemical, biological, and thermal properties [ 78 ]. Additionally 
parylene can be deposited at room temperature making it ideal for low-temperature 
applications. Prof. Yu-Chong Tai’s group at California Institute of Technology 
(Pasadena, CA, USA) has been leading the charge in the development of parylene- 
based 3-D MEAs. 

 Prof. Tai’s group has been working in this area since 1999. Some of these efforts 
have been in the area of realization of neural cages [ 89 ,  90 ] that are fabricated with 
a multilayer parylene etching process utilizing multiple layers of photoresist as sac-
rifi cial layers. The neural cage acts as a “housing” structure for individual neurons 
with electrodes located right underneath the cage to stimulate and record from a 
neuron. Figure  5.35  depicts the SEM of one such cage.

   Rodger et al. [ 91 – 93 ] report the development of a parylene MEMS technology 
for a retinal prosthetic system. High-density electrodes are fabricated on a parylene 
substrate with multiple layers of parylene deposition and etching with intermediate 
metallization processes. Additionally a parylene-based packaging technology has 
been developed to integrate the high-density array with an external CMOS chip for 
data processing [ 91 ,  94 ]. Figure  5.36  depicts a collage of parylene-based retinal 
MEAs and the packaging technologies associated with interfacing an ASIC with 
such a high-density probe.

  Fig. 5.34    Optical images of various approaches toward the microfabrication of polyimide-based 
3-D MEA probes.  Top left  and  top right  [ 82 ];  bottom . Reproduced from [ 85 ], © (1999) The 
Author(s)       
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5.3.5        Three-Dimensional MEA Work at the Georgia Institute 
of Technology 

 Prof. Mark G. Allen’s group at the Georgia Institute of Technology (Atlanta, GA, 
USA) has been working on the development of 3-D MEAs since the early 1990s. 
There are several reported technologies (all with metals or polymers or SU-8) devel-
oped both by Prof. Allen’s group and Prof. Frazier’s group from 1993 onward. 

  Fig. 5.35    SEM images of neural cages with microelectrodes located right below these cages 
fabricated by the MEMS group at the California Institute of Technology.  Left , reproduced with 
permission from [ 89 ], © (1999) Elsevier;  right  [ 90 ]       

  Fig. 5.36    Collage of parylene-based 3-D MEAs with and without a custom ASIC integrated for 
retinal prosthesis.  Top left ,  top right,  and  center left  [ 94 ];  center right  and  bottom , reproduced with 
permission from [ 83 ], © (2008) Elsevier       
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 Frazier et al. [ 95 ,  96 ] report the fabrication of in-plane microelectrodes utilizing 
silicon as the substrate material onto which metallic probes are electroplated. 
The process begins with the doping of one side of the silicon wafer with boron to 
create a 4–6 μm thick p+ diffused layer. A 300 nm silicon nitride layer is then 
deposited on both sides of the wafer. The silicon nitride is patterned and etched on 
the undoped side to defi ne the electrode area. This area is then etched anisotropi-
cally using a 20 % KOH solution, and the boron layer serves as an etch stop for the 
etching. The processing turns to the front side of the wafer now, and a seed layer of 
Ti/Cu is deposited on the silicon nitride layer. Polyimide is then spun coated and 
defi ned as an electroplating mold onto which several metallic probes can be electro-
formed. Gold, silver, nickel, copper, and combinations of these metals have been 
electroplated. The polyimide layer is then removed using a KOH solution, followed 
by the removal of the underlying seed layers used for electroplating. Silicon nitride 
insulation is then deposited and defi ned to open the recording sites. The probes are 
fi nally released by backside etching of the p+ membrane and the silicon nitride 
(Fig.  5.37 ). These probes are 15–20 μm in thickness, 25 μm in width, and roughly 
1 mm long.

   O’Brien et al. [ 97 ,  98 ] report a fl exible microelectrode array (FMA) that can be 
sewn through a nerve for stimulation and recording from neural tissue applications. 
They utilize a glass substrate as the handle wafer on which the FMA is created. First 
a 10 μm × 10 mm long photolithographically defi ned gold metal traces are encapsu-
lated within two layers of polyimide that are cured at 300 °C for 1 h to attain fi nal 
mechanical strength. A sacrifi cial titanium mask is then defi ned. This Ti mask will be 

  Fig. 5.37    One of the earliest demonstrations of metallic probes serving as 3-D MEAs fabricated 
on a silicon wafer using electrodeposition processes on a polyimide mold. The silicon wafer is 
etched in the fi nal step to release the 3-D MEAs [ 95 ]       
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used to defi ne the FMA’s outline, bond pads, and recording/stimulation sites. The rigid 
insertion piece of the device is then constructed by electroplating a metal layer using 
a thick photoresist mask. The photoresist layer is then removed followed by the 
removal of the metal seed layers. An RIE process is then utilized to defi ne the record-
ing sites and bond pads on the top polyimide layer. The FMA is released from the 
handle glass substrate by etching the Ti mask and immersing in DI water. Figure  5.38  
depicts an optical micrograph of the released FMA inserted in a gelatin model.

   Rowe et al. [ 99 ,  100 ] report an active 8 × 8 3-D microscaffold with integrated 
microelectrodes and microfl uidic ports for culturing of neurons in vitro. The 3-D 
microscaffold consists of a silicon orifi ce plate above, which an 8 × 8 array of SU-8 
micro-towers extends. The height of the micro-towers with integrated electrodes and 
fl uidic channels extends to 1 or 1.5 mm from the silicon orifi ce plate as depicted in 
the schematic in Fig.  5.39 . The SU-8 towers with the electrical and fl uidic function-
alities are fabricated in an  in-plane  fashion using a series of processes as described 
below. First a chromium release layer was deposited on a silicon wafer followed by 
the creation of the outer walls of the SU-8 towers utilizing a photolithographically 
defi ned layer of 5 μm SU-8. The outer wall layer houses the fl uidic ports (20 × 20 μm 2 ) 
and electrodes (15 × 15 μm 2 ). Next 23 μm gold tabs were electrodeposited using a 
thick layer of AZ 4620 photoresist. The gold leads were then patterned and wet 
etched and subsequently insulated with a second 5 μm layer of SU-8. The hollow 
channel was defi ned in the next step utilizing a sacrifi cial layer of AZ 4620. A third 
SU-8 layer that is 75 μm thick was then defi ned to fabricate the outer wall of the 
SU-8 micro-tower. An intermediate layer of parylene-C is used to separate the SU-8 
and the sacrifi cial resist layer. In the fi nal release steps, the exposed parylene- C is 
etched using an RIE process, followed by the release of the towers by dissolving the 
sacrifi cial resist and lifting the towers off the substrate using chrome etch. The towers 
are then manually packaged into a DRIE-etched silicon orifi ce plate. Figure  5.40  
depicts images of the microfabricated and assembled towers.

  Fig. 5.38    Optical micrograph of a fl exible microelectrode arrays (FMAs) fabricated on a 
polyimide substrate and inserted in a gelatin model [ 98 ]       
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  Fig. 5.39    Schematic of an 8 × 8 3-D SU-8 scaffold with integrated microelectrodes and microfl uidic 
ports [ 100 ]       

  Fig. 5.40    SEM ( top ) and optical ( bottom ) images of the fabricated and assembled micro-towers 
with electrical and fl uidic functionalities [ 100 ]       
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    Choi et al. [ 101 ] and Rajaraman et al. [ 102 ] report an SU-8-based active 3-D 
microscaffold technology with microelectrode and microfl uidic functionalities. Their 
strategy is split into two different fabrication steps—(a) fabrication of micro-towers 
intended for electric or electric and fl uidic functionalities and (b) addition of the 3-D 
microelectrode functionality in the second step. These 3-D coupled microfl uidic, 
microelectrode MEAs have been utilized in a variety of in vitro network electro-
physiological applications involving 2-D and 3-D cultures of neurons and tissue 
slices [ 103 ,  104 ]. 

 Figures  5.41  and  5.42  depict the process fl ow for the fabrication of micro-towers. 
A novel “double-side” exposure technology of SU-8 is developed to fabricate the 
micro-towers in two steps. In the fi rst step the base of the micro-towers is fabricated 
on a chrome plate (with features designed for bottom-side exposure) with a 100 μm 
thick layer of SU-8. A second layer of SU-8 (~500 μm thick) is then cast on the fi rst 
layer without developing this layer. Bottom-side exposure of SU-8 is carried out 
with a larger UV energy dose. This exposure energy is coupled into SU-8 through 
the designed features in the chrome mask. Both layers are simultaneously devel-
oped thus defi ning ~500 μm tall SU-8 towers on a SU-8 substrate. These micro-
towers are then individualized, and seed layers of Ti/Cu (30 nm/900 nm) are coated 
onto the towers. Parylene-C is then conformally coated onto the metallized micro-
towers. This parylene layer is subsequently laser micromachined using a UV laser 
to defi ne metal traces in 2-D and 3-D. Nickel is then electrodeposited onto the laser 
micromachined metal track areas to defi ne the 2-D and 3-D microelectrodes. 

Glass Uncrosslinked SU-8
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  Fig. 5.41    Process fl ow for the fabrication of micro-towers utilizing a double-side exposure of 
SU-8 technology [ 101 ,  102 ]       
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Figure  5.43  depicts images of the micro-towers and metal defi ned on the micro- towers. 
Thus, utilizing nonconventional microfabrication technologies such as “double-side” 
SU-8 exposure, laser micromachining, and electroplating, 3-D MEAs are created in 
a monolithic fashion with electrodes as tall as 500 μm and above. These devices are 
further packaged utilizing traditional approaches, and a thick insulation (parylene-
C) is conformally deposited over 2-D and 3-D topographies to allow for cell cul-
tures to seed onto a friendly material (parylene-C). Platinum is further electroplated 
in the last step to defi ne the recording sites (process steps, images not shown).

     Metal transfer micromolding (MTM) technology is an ideal technological plat-
form for 3-D MEAs. It is a technology that has been pioneered by Prof. Allen’s 
group [ 106 ] that has been used as a platform for the microfabrication of microneedles, 
RF MEMS components fl ow sensors, cellular scaffolds, and 3-D MEAs. 

 Rajaraman et al. [ 29 ,  105 ] report two different microfabrication approaches 
as shown in Figs.  5.44  and  5.45  for in vitro and in vivo 3-D MEAs respectively. 
The former starts with the exposure of pyramidal tips on 700 μm SU-8 utilizing 
inclined UV lithography. A silicon wafer is used as a carrier substrate on which the 
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  Fig. 5.42    Process fl ow for the fabrication of micro-towers utilizing a double-side exposure of 
SU-8 technology. These steps depict the fabrication of the microelectrodes on the micro-towers. 
[ 101 ,  102 ]       
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microfabrication is performed. A second layer of SU-8 (100 μm thick) is spin coated 
and exposed with the metal interconnect pattern without developing the fi rst layer. 
Both layers are simultaneously developed after a postexposure bake in order to 
obtain a two-layer SU-8 rigid mold. PDMS micromolding is carried out twice to 
create a fl exible mold with the same pattern as the rigid mold. A layer of Cr/Au is 
used as the intermediate release layer between the two materials. To defi ne the 
microelectrodes, a Au/Cr layer is deposited on the PDMS mold using either an 
e-beam or fi lament evaporator. Metal transfer is achieved by bringing a high-surface 
energy plate in contact with the PDMS mold. Metal is patterned at this step to create 
2-D and 3-D microelectrodes (up to a height of 500 μm is reported). Once the metal 
is patterned, the target polymer is cast into the patterned PDMS mold and pro-
cessed. The fi nal 3-D MEA structure is demolded in the last step with patterned 
microelectrodes. For the in vivo 3-D MEAs, the metal interconnect lithography step 
is eliminated, as each demolded array is a separate electrode in itself. Figure  5.46  
depicts SEM and optical images of 3-D MEAs constructed with the metal transfer 

  Fig. 5.43    SEM of the micro-towers fabricated utilizing double-side exposure technology ( top ). 
SEM and optical images of the 3-D microelectrodes defi ned on these towers ( bottom ). Reproduced 
with permission from [ 104 ], © (2007) IOP Publishing. All Rights Reserved       
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  Fig. 5.44    Process fl ow for the fabrication of 3-D MEAs utilizing metal transfer micromolding 
technology [ 105 ]       
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  Fig. 5.45    Process fl ow for the fabrication of in vivo 3-D MEAs utilizing metal transfer micro-
molding technology. The master structure ( a ) can be fabricated using different techniques—
inclined rotational exposure of SU-8 or double-side exposure of SU-8 followed by RIE sharpening. 
Reproduced with permission from [ 29 ], © (2011) IOP Publishing. All Rights Reserved       

  Fig. 5.46    SEM and optical micrographs of the 3-D MEAs fabricated utilizing the metal transfer 
micromolding technology for in vitro and in vivo applications.  Bottom left  and  bottom right , repro-
duced with permission from [ 29 ], © (2011) IOP Publishing; ( top left  and  top right ) [ 105 ]       
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micromolding technology. For the in vitro 3-D MEAs, a parylene layer is conformally 
evaporated on a packaged device and patterned using laser micromachining to defi ne 
the fi nal electrode structure. The approach also reports the development of platinum 
electroplating on a packaged device to demonstrate low-impedance microelectrodes 
(results not shown).

     Such metal-, polymer-, and SU-8-based technologies are becoming more popular 
with end users of these devices. Though not as thoroughly characterized as the 
silicon devices, several applications have been built on these devices. Examples of 
data acquisition from polymer-, glass-, SU-8-, and metal-based 3-D MEAs are 
depicted in Figs.  5.47  and  5.48 . These images show the effi cacy of these MEAs in 
biological experimentation.

5.4          Concluding Remarks 

 Microelectrode arrays (MEAs) are important tools for scientifi c discovery and med-
ical advancement. Over the past 45 years, several three-dimensional MEA technolo-
gies have been developed and characterized worldwide. These technologies 

  Fig. 5.47    Fundus photograph of a parylene 3-D MEAs tacked to a retina ( top left , reproduced with 
permission from [ 92 ] © (2008) Elsevier); comparison between a single electrode in a planar and 
3-D glass MEA showing much better spike signal acquisition in a rat hippocampal tissue slice ( top 
right , reproduced with permission from [ 80 ] © (2002) Elsevier Heuschkel); spike recording from 
the cortex of a mouse using the EDM 3-D MEA ( bottom left  [ 77 ])       
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traditionally emanated from the IC fabrication industry, and hence many of the early 
processing techniques are based on using silicon as a substrate. To this day silicon- 
based 3-D MEAs remain the most well-characterized tools with extensive commer-
cial and academic applications reported by several groups. As silicon technology 
continues to develop, so does the development of new and innovative fabrication 
methodologies for the construction of 3-D MEAs. 

 In the last 15 years, non-silicon-based approaches have gained a lot of traction. 
One of the big attractions toward moving away from silicon is familiarity of materials 
such as polymers for the end users of this technology. Several 3-D MEA microfab-
rication technologies have been reported on glass, metal, polyimide, parylene, 
SU-8, PDMS, and other polymer substrates. Though not as well characterized as 
silicon-based 3-D MEAs, the application development on these tools has increased 
in the last 5 years. 

 This chapter summarizes advances in both traditional silicon based and non-
traditional Micro-Electro-Mechanical Systems (MEMS) approaches to the fabrica-
tion of 3-D MEAs. These MEAs will continue to serve as very important tools that 
have led to dramatic advances in the areas of neuroscience, prosthetics, pharmacol-
ogy, diagnostics and implantable devices.     
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  Fig. 5.48    Examples of applications developed on the Georgia Tech 3-D MEAs. An in vitro hippo-
campal neuronal culture on an SU-8 3-D MEA ( top left  [ 100 ]); action potential recordings from 
several electrodes utilizing MTM 3-D MEAs and tissue slice electrophysiology ( top right  [ 105 ]); and 
comparison of EMG data acquired on test human subjects between a MTM 3-D MEA and standard 
wet electrodes ( bottom , reproduced with permission from [ 29 ], © (2011) IOP Publishing)       

 

S. Rajaraman



177

   References 

    1.   Galvani, L.: De Viribus Electricitatis in Motu Musculari Commentarius. In: De Bononiensi 
Scientiarum et Artium Instituto atque Academia Commentarii, vol. VII, Bononiae, Ex 
Typographia Instituti Scientiarum (1791)  

   2.    Chowdhury, T.K.: Fabrication of extremely fi ne glass Micropipette Electrodes. Journal of 
Scientifi c Instruments  2 (12), 1087–1090 (1969)  

   3.    Gray, C.M., Maldonado, P.E., Wilson, M. et al.: Tetrodes markedly improve the reliability 
and yield of multiple single-unit isolation from multi-unit recordings in cat striate cortex      . 
J. Neurosc. Meth.  63 (1–2), 43–54 (1995)  

    4.    Fishman, H.M.: Patch Voltage Clamp of a Squid Axon Membrane. Journal of Membrane 
Biology  24 (3–4), 265–279 (1975)  

     5.    Chiappalone, M., Casagrande, S., Tedesco, M., Valtorta, F., Baldelli, P., Martinoia, S., 
Benfenati, F.: Opposite Changes in Glutamatergic and GABAergic Transmission Underlie 
the Diffuse Hyperexcitability of Synapsin I-Defi cient Cortical Networks. Cerebral Cortex 
 19 (6), 1422–1439 (2009)  

   6.    Cao, Z., Hulsizer, S., Tassone, F., Tang, H.T., Hagerman, R.J., Rogawski, M.A., Hagerman, 
P.J., Pessah, I.N.: Clustered burst fi ring in FMR1 premutation hippocampal neurons: amelio-
ration with allopregnanolone. Hum. Mol. Genet.  21 (13), 2923–2935 (2012)  

    7.    MacLaren, E.J., Charlesworth, P., Coba M.P., Grant, S.G.: Knockdown of mental disorder 
susceptibility genes disrupts neuronal network physiology in vitro. Mol. Cell. Neurosci. 
 47 (2), 93–99 (2011)  

    8.    Morin, F.O., Takamura, Y., Tamiya, E.: Investigating neuronal activity with planar microelec-
trode arrays: Achievements and new perspectives. Journal of Bioscience and Bioengineering 
 100 , 131–143 (2005)  

     9.    McConnell, E.R., McClain, M.A., Ross, J., LeFew, W.R. and Shafer, T.J.: Evaluation of 
multi-well microelectrode arrays for neurotoxicity screening using a chemical training set. 
NeuroToxicology  33 (5), 1048–1057 (2012)  

    10.    Lignani, G., Raimondi, A., Ferrea, E., Rocchi, A., Paonessa, F., Cesca, F., Orlando, M., 
Tkatch, T., Valtorta F., Cossette, P., Baldelli, P., and Benfanati, F.: Epileptogenic Q555X 
SYN1 Mutant Triggers Imbalances in Release Dynamics and Short-Term Plasticity. Hum. 
Mol. Genet.  22 , (11), 2186–9219 (2013)  

    11.    Wong, R.O.L., Meister, M., Shatz, C.J.: Transient Period of Correlated Bursting Activity 
During Development of the Mammalian Retina. Neuron  11 , 923–938 (1993)  

    12.    Wagenaar, D.A., Madhavan, R., Pine, J., Potter, S.M.: Controlling bursting in cortical cultures 
with closed-loop multi-electrode stimulation. Journal of Neuroscience  25 , 680–688 (2005)  

    13.    Haustein, M.D., Reinert, T., Warnatsch, A.: Synaptic transmission and short-term plasticity 
at the calyx of Held synapse revealed by multielectrode array recordings      . Journal of 
Neuroscience Methods  174 (2), 227–236 (2008)  

   14.    Bastrikova N., Gardner, G.A., Reece, J.M.: Synapse elimination accompanies functional 
plasticity in hippocampal neurons. Proceedings of the National Academy of Sciences  105 (8), 
3123–3127 (2008)  

    15.    Jimbo, Y., Tateno, T., Robinson, H.P.C.: Simultaneous induction of pathway-specifi c potentia-
tion and depression in networks of cortical neurons. Biophysical Journal  76 , 670–678 (1999)  

    16.    Dunlap, J., Bowlby, M., Peri, R.: High-throughput electrophysiology: an emerging paradigm 
for ion-channel screening and physiology. Nature Reviews Drug Discovery  7 (4), 358–368 
(2008)  

    17.    Chiappalone, M., Vato, A., Tedesco, M.B., Marcoli, M., Davide, F., Martinoia, S.: Networks 
of neurons coupled to microelectrode arrays: a neuronal sensory system for pharmacological 
applications. Biosensors & Bioelectronics  18 , 627–634 (2003)  

    18.    Easter, A., Bell, M.E., Damewood, J.R., Redfern, W.S., Valentin, J-P., Winter, M.J., Fonck, 
C., Bialecki, R.A.: Approaches to Seizure Risk Assessment in Preclinical Drug Discovery. 
Drug Discovery Today  14 (17–18), 876–884 (2009)  

5 Micromachining Techniques for Realization of Three-Dimensional…

http://apps.webofknowledge.com.prx.library.gatech.edu/full_record.do?product=WOS&search_mode=GeneralSearch&qid=3&SID=4BS6eoJPTgzN3PNgqia&page=11&doc=105
http://apps.isiknowledge.com.proxy.library.emory.edu/full_record.do?product=WOS&search_mode=GeneralSearch&qid=8&SID=1CEND7JjhnELen5aK@h&page=1&doc=2


178

    19.    Stett, A., Egert, U., Guenther, E., Hofmann, F., Meyer, T., Nisch, W., Haemmerle, H.: 
Biological application of microelectrode arrays in drug discovery and basic research. 
Analytical and Bioanalytical Chemistry  377 , 486–495 (2003)  

    20.    Meyer, D.A., Carter, J.M., Johnstone, A.F., Shafer, T.J.: Pyrethroid Modulation of 
Spontaneous Neuronal Excitability and Neurotransmission in Hippocampal Neurons in 
Culture. Neurotoxicology  29 (2): 213–225 (2008)  

    21.    Martinoia, S., Bonzano, L., Chiappalone, A.: In vitro cortical neuronal networks as a new 
high-sensitive system for biosensing applications. Biosensors and Bioelectronics  20 (10), 
2071–2078 (2005)  

    22.    Gholmieh, G., Courellis, S., Fakheri, S., Cheung, E., Marmarelis, V., Baudry, M., Berger, T.: 
Detection and classifi cation of neurotoxins using a novel short-term plasticity quantifi cation 
method. Biosensors & Bioelectronics  18 , 1467–1478 (2003)  

     23.    Kovacs, G.T.A.: Electronic sensors with living cellular components. Proceedings of the IEEE 
 91 (6), 915–929 (2003)  

     24.    DeBusschere, B.D., and Kovacs, G.T.A.: Portable cell-based biosensor system using inte-
grated CMOS cell-cartridges. Biosensors and Bioelectronics  16 , 543–556 (2001)  

          25.    Wise, K.D.: Silicon microsystems for neuroscience and neural prostheses. Engineering in 
Medicine and Biology Magazine, IEEE  24 (5), 22–29 (2005)  

       26.    Normann, R.A.: Technology Insight: future neuroprosthetic therapies for disorders of the 
nervous system. Nature Clinical Practice Neurology  3 (8), 444–452 (2007)  

    27.    Griss, P., Enoksson, P., Tolvanen-Laakso, H.K., Merilainen, P., Ollmar, S., and Stemme, G.: 
Micromachined Electrodes for Biopotential Measurements. IEEE Journal of 
Microelectromechanical Systems  10 (1), 10–16 (2001)  

      28.    Ruther, P., Lapatki, B., Trautmann, A., and Paul, O.: Micro Needle Based Electrode Arrays 
for Surface Electromyography. Mikrosystemtechnik Kongress, October, Dresden, Germany. 
VDE Verlag, Berlin, Offenbach, Germany (2007)  

        29.    Rajaraman, S., Bragg, J.A., Ross, J.D., and Allen, M.G.: Micromachined Three-Dimensional 
Electrode Arrays for Transcutaneous Nerve Tracking. Journal of Micromechanics and 
Microengineering  21 (8), 085014 (2011)  

    30.    Plummer, J.D., and Meindl, J.D.: Micropower Electronics for a Reading Aid for the Blind. 
IEEE J. Solid State Circuits  7 (2), 111–119 (1972)  

    31.    Allen, H.V., Knutti, J.W., and Meindl, J.D.: Integrated circuits for an Implantable Pulsed 
Doppler Ultrasonic Blood Flowmeter. IEEE J. Solid State Circuits  13 (6), 853–863 (1978)  

    32.    Samaun, Wise, K.D., and Angell, J.B.: An IC Piezoresistive Pressure Sensor for Biomedical 
Instrumentation. IEEE Trans. Biomed. Engr.  20 (3), 101–109 (1973)  

    33.   Wise, K.D., Angell, J.B., and Starr, A.: An Integrated Circuit Approach to Extracellular 
Microelectrodes. Proc. of Intrl Conf. on Med and Bio Engr., 14–15 (1969)  

    34.    Wise K.D., and Angell, J.B.: A Low-Capacitance Multielectrode Probe for Use in Extracellular 
Neurophysiology. Biomedical Engineering, IEEE Transactions on  BME-22 (3), 212–219 
(1975)  

    35.    Najafi , K., Wise, K.D., and Mochizuki, T.: A High Yield IC-Compatible Multichannel 
Recording Array. IEEE Transactions on Electron Devices  32 (7), 1206–1211 (1985)  

     36.    Hoogerwerf, A.C., and Wise, K.D.: A Three-Dimensional Microelectrode Array for Chronic 
Neural Recording. IEEE Trans. Biomed. Engr.  41 (12), 1136–1146 (1994)  

           37.    Wise, K.D., Anderson, D.J., Hetke, J.F., Kipke, D.R., and Najafi , K.: Wireless implantable 
microsystems: high-density electronic interfaces to the nervous system. Proceedings of the 
IEEE  92 (1), 76–97 (2004)  

   38.   Bell T.E., Wise, K.D., and Anderson, D.J.: A fl exible micromachined electrode array for a 
cochlear prosthesis. Solid State Sensors and Actuators, 1997. TRANSDUCERS ‘97 Chicago., 
1997 International Conference on  2 , 1315–1318 (1997)  

     39.   Bell T.E., and Wise, K.D.: A dissolved wafer process using a porous silicon sacrifi cial layer 
and a lightly-doped bulk silicon etch-stop. Paper presented at the Eleventh Annual 
International Workshop on Micro Electro Mechanical Systems. MEMS 98. pp. 251–256, 
25–29 January 1998  

S. Rajaraman



179

    40.    Huang, C., and Najafi , K.: Fabrication of Ultrathin p++ Silicon Microstructures using Ion 
Implantation and Boron Etch Stop. IEEE Journal of MicroElectroMechanical Systems 
(JMEMS)  10 , 532–537 (2001)  

    41.   Ghovanloo, M., Beach, K., Wise, K.D., and Najafi , K.: A BiCMOS Wireless Interface Chip 
for Micromachined Stimulating Microprobes. IEEE EMBS Conference on Microtechnologies 
in Medicine and Biology, pp. 277–282, 2–4 May 2002  

      42.    Bai Q., Wise, K.D., and Anderson, D.J.: A high-yield microassembly structure for three- 
dimensional microelectrode arrays. Biomedical Engineering, IEEE Transactions on  47 (3), 
281–289 (2000)  

    43.   Ghovanloo, M., and Najafi , K.: A Three-Dimensional Microassembly Structure for 
Micromachined Planar Microelectrode Arrays. Proc. IEEE EMBS Conf., pp. 112–115 (2005)  

       44.    Merriam, M.E., Srivannavit, O., Gulari, M.N., Wise, K.D.: A Three-Dimensional 64-Site 
Folded Electrode Array using Planar Fabrication. IEEE Journal of Microelectromechanical 
Systems.  20 (3), 594–600 (2011)  

     45.    Papageorgiou, D.P., Shore, S.E., Bledsoe, S.C., Wise, K.D.: A Shuttered Neural Probe with 
On-Chip Flowmeters for Chronic in-vivo Drug Delivery. IEEE Journal of 
Microelectromechanical Systems  15 (4), 1025–1033 (2006)  

    46.   NeuroNexus (2013)   http://www.neuronexus.com      
       47.    Campbell, P.K., Jones, K.E., Huber, R.J., Horch, K.W., and Normann, R.A.: A Silicon-based, 

3-Dimensional Neural Interface - Manufacturing Processes for an Intracortical Electrode 
Array. IEEE Transactions on Biomedical Engineering  38 (8), 758–768 (1991)  

       48.    Jones, K.E., Campbell, P.K., and Normann, R.A.: A Glass Silicon Composite Introcortical 
Electrode Array. Annals of Biomedical Engineering  20 (4), 423–437 (1992)  

     49.    Sharma, A., Rieth, L., Tathireddy, P., Harrison, R., Oppermann, H., Klein, M., Topper, M., 
Jung, E., Normann, R., Clark, G., and Solzbacher, F.: Long-term in-vitro Functional Stability 
and Recording Longevity of Fully Integrated Wireless Neural Interfaces based on the Utah 
Slant Electrode Array. Journal of Neural Engineering  8 , 045005 (2011.)  

    50.    Rousche, P.J., Normann, R.A.: Chronic Recording Capability of the Utah Intracortical 
Electrode Array in a cat sensory cortex. Journal of Neuroscience Methods  82 , 1–15 (1998)  

     51.    Bhandari, R., Negi, S., Rieth, L., Normann, R.A., and Solzbacher, F.: A novel masking 
method for high aspect ratio penetrating microelectrode arrays. J. Micromech. Microeng.  19 , 
035004 (8pp) (2009)  

    52.    Nordhausen, C.T., Maynard, E.M., and Normann, R.A.: Single unit Recording Capabilities of 
a 100 Microelectrode Array. Brain Research  726 , 129–140 (1996)  

    53.   Blackrock Microsystems Inc. (2013)   http://www.blackrockmicro.com      
     54.    Brenner, A., Stein R.B., and Normann, R.A.: Selective Stimulation of Cat Sciatic Nerve using an 

Array of Varying Length Microelectrodes. Journal of Neurophysiology  85 , 1585–1594 (2001)  
     55.   Neves, H.P., and Ruther, P.: The NeuroProbes Project. NeuroProbes Consortium Report, (2007)  
    56.    Stieglitz, T., Rubehn, B., Henle, C., Kisban, S., Hervik, S., Ruther, P., and Schuettler M.: 

Brain-Computer Interfaces: an Overview of the Hardware to Record Neural Signals from the 
Cortex. Prog. In Brain Research  175 (20), 297–315 (2009)  

        57.   Kisban, S., Herwik, S., Seidl, K., Rubehn, B., Jezzini, A., Umiltà, M.A., Fogassi, L., Stieglitz, 
T., Paul, O., and Ruther, P.: Microprobe Array with Low Impedance Electrodes and Highly 
Flexible Polyimide Cables for Acute Neural Recording. IEEE EMBS, pp. 175–178, Lyon, 
22–26 August 2007  

      58.    Herwik, S., Kisban, S., Aarts A.A.A., Seidl, K., Girardeau, G., Benchenane, K., Zugaro, 
M.B., Wiener, S.I., Paul, O., Neves, H.P., and Ruther, P.: Fabrication Technology for Silicon- 
based Microprobe Arrays used in Acute and Sub-Chronic Neural Recording. Journal of 
Micromechanics and Microengineering  19 , 074008 (2009)  

     59.   Neves, H., and Ruther, P.: NeuroProbes - Development of Multifunctional Probe Arrays for 
Cerebral Applications. R&D Fact Sheet (2008)  

      60.   Aarts, A.A.A., Neves, H.P., Ulbert, I., Wittner, L., Grand, L., Fontes, M.B.A., Herwik, S., 
Kisban S., Paul, O., Puers, R.P., Ruther, P., and Van Hoof, C.: A 3D Silm-base Probe Array 
for In Vivo Recorded Neuron Activity. Proc. IEEE EMBS Conf., pp. 5798–5801 (2008)  

5 Micromachining Techniques for Realization of Three-Dimensional…

http://www.neuronexus.com/
http://www.blackrockmicro.com/


180

    61.   Aarts A.A.A.: 3D Interconnect Technology for out-of-plane Biomedical probe arrays - a 
modular approach with slim-base solutions. Dissertation, Katholieke Universiteit Leuven 
(2011)  

     62.   Spieth, S., Schumacher, A., Seidl, K., Hiltmann, K., Haeberle, S., McNamara, R., Dalley, 
J.W., Edgley, S.A., Ruther, P., and Zengerle, R.: Robust Microprobe Systems for Simultaneous 
Neural Recordings and Drug Delivery. Proc. IFMBE, pp. 2426–2430 (2008)  

    63.    Spieth, S., Brett, O., Seidl, K., Aarts, AAA, Erismis, M.A., Herwik, S., Trenkle, F., Tatzner, 
S., Auber, J., Daub, M., Neves, H.P., Puers, R., Paul, O., Ruther, P., and Zengerle, R.: A 
Floating 3D Silicon Microprobe Array for Neural Drug Delivery Compatible with Electrical 
Recording. Journal of Micromechanics and Microengineering  21 , 125001 (16pp) (2011)  

    64.   Aarts, A.A.A., Neves, H.P., Puers, R.P., Herwik, S., Seidl, K., Ruther, P., and Van Hoof, C.: 
A Slim out-of-plane 3D Implantable CMOS based Probe Array. Proc. Smart Systems 
Integration, pp. 258–263 (2009)  

      65.    Seidl, K., Herwik, S., Nurcahyo, Y., Torfs, T., Keller, M., Schuttler, M., Neves, H., Stieglitz, 
T., Paul, O. and Ruther, P.: CMOS-Based High Density Silicon Microprobe Array for 
Electronic Depth Control in Neural Recording. Proc. IEEE (2009)  

      66.    Frey, O., van der Wal, P.D., Spieth, S., Brett, O., Seidl, K., Paul, O., Ruther, P., Zengerle, R., 
and de Rooij, N.F.: Biosensor Microprobes with Integrated Microfl uidic Channels for bi- 
directional Neurochemical Interaction. Journal of Neural Engineering,  8 , 066001 (2011)  

     67.    Koo, K., Chung, H., Yu, Y., Seo, J., Park, J., Lim, J-M., Paik, S-J., Park, S., Choi, H.M., Jeong 
M-J., Kim, G.S., and Cho, D-I.: Fabrication of Pyramid Shaped Three-Dimensional 8x8 
Electrodes for Artifi cial Retina. Sensors and Actuators A  130–131 , 609–615 (2006)  

     68.    Kusko, M., Craciunoiu, F., Amuzescu, B., Halitzchi, F., Selescu, T., Radoi, A., Popescu, M., 
Simion, M., Bragaru, A., and Ignat, T.: Design, Fabrication and Characterization of a 
Low- Impedance 3-D Electrode Array System for Neuro-Electrophysiology. Sensors Journal 
 12 , 16571–16590 (2012)  

     69.    Du, J., Roukes, M.L., and Masmanidis, S.C.: Dual-side and Three-Dimensional 
Microelectrode Arrays Fabricated from ultra-thin Silicon Substrates. Journal of 
Micromechanics and Microengineering  19 , 075008 (2009)  

     70.    Hanein, Y., Schabmueller, C.G.J., Holman, G., Lucke, P., Denton, D.D., and Bohringer, K.F.: 
High Aspect Ration Submicrometer Needles for Intracellular Applications. Journal of 
Micromechanics and Microengineering  13 , S91–95 (2003)  

    71.   Chu, H-Y., Kuo, T-Y. Chang, B., Chiao, C-C., and Fang, W.: Development of the Three- 
Dimensional Multi-Electrode Array for Neural Recording. Proc. IEEE Transducers Conf., 
pp. 1804–1807 (2005)  

    72.    Harimoto, T., Takei, K., Kawano, T., Ishihara A., Kawashima, T., Kaneko H., Ishida, M., and 
Usui, S.: Enlarged Gold-Tipped Silicon Microprobe Arrays and Signal Compensation for 
Multi-site Electroretinogram Recordings in the Isolated Carp Retina. Biosensors and 
Bioelectronics  26 , 2368–7523 (2011)  

   73.   Takei K., Kawashima, T., Takao, H., Sawada, K., and Ishida, M.: Si Micro Probe and SiO2 
Micro Tube Array with NMOSFETs. Transducers 2007: The 14th International Conference 
on Solid-State Sensors, Actuators and Microsystems IEEE, pp. 1381–1384 (2007)  

      74.    Takei, K., Kawashima, T., Kawano, T., Takao, H., Sawada, K., and Ishida, M.: Integration of 
out-of-plane Silicon Dioxide Microtubes, Silicon Microprobes and on-chip NMOSFETs by 
Selective Vapor-Liquid-Solid Growth. Journal of Micromechanics and Microengineering  18 , 
035033 (2008)  

    75.   Fofonoff, T.A., Martel, S., Wiseman, C., Dyer, R., Hunter, I.W., Hatsopoulos, N.G., and 
Donoghue, J.P.: A highly fl exible manufacturing technique for microelectrode array fabrica-
tion. Engineering in Medicine and Biology, 2002. 24th Annual Conference and the Annual 
Fall Meeting of the Biomedical Engineering Society EMBS/BMES Conference, 2002. 
Proceedings of the Second Joint  3 , 2107–2108, Houston, Tx, USA, 23–26 October 2002  

   76.   Fofonoff, T.A., Wiseman, C., Dyer, R., Malasek, J., Burgert, J., Martel, S., Hunter, I.W., 
Hatsopoulos, N.G., and Donoghue, J.P.: Mechanical assembly of a microelectrode array for 
use in a wireless intracortical recording device. 2nd Annual International IEEE EMBS 

S. Rajaraman



181

Special Topic Conf. on Microtechnologies in Medicine and Biology, pp. 269–72, Madison, 
Wisconsin USA, 24 May 2002  

      77.    Fofonoff, T.A., Martel, S.M., Hatsopoulos, N.G., Donoghue, J.P., and Hunter, I.W.: 
Microelectrode array fabrication by electrical discharge machining and chemical etching. 
IEEE Transactions on Biomedical Engineering  51 (6), 890–895 (2004)  

     78.   Specialty Coating Systems Inc. (2013)   http://scscoatings.com      
     79.   Metz, S., Heuschkel, M.O., Valencia Avila, B., Holzer, R., Bertrand, D., and Renaud, P.: 

Microelectrodes with Three-Dimensional Structures for Improved Neural Interfacing. Proc. 
of 23rd Annual EMBS Intr. Conf., IEEE, 765–768 (2001)  

      80.    Heuschkel, M.O., Fejtl, M., Raggenbass, M., Bertrand, D., and Renaud, P.: A three- 
dimensional multi-electrode array for multi-site stimulation and recording in acute brain 
slices. Journal of Neuroscience Methods  114 (2), 135–148 (2002)  

    81.   DuPont Inc. (2013)   http://www2.dupont.com/Kapton/en_US/assets/downloads/pdf/summary
ofprop.pdf      

     82.    Rousche, P.J., Pellinen, D.S., Pivin, D.P., Williams, J.C., Vetter, R.J., and Kipke, D.R.: 
Flexible Polyimide-based Intracortical Electrode Arrays with Bioactive Capability. IEEE 
Trans. In Biomedical Engineering  48 (3), 361–371 (2001)  

     83.    Owens, A.L., Denison, T.J., Versnel, H., Rebbert, M., Peckerar, M., and Shamma, S.A.: 
Multielectrode Array for Measuring Evoked Potentials from Surface of Ferret Primary 
Auditory Cortex. J. Neuroscience Methods  58 (1–2), 209–220 (1995)  

    84.    Boppart, S.A., Wheeler, B.C., and Wallace, C.S.: A Flexible Perforated Microelectrode Array 
for Extended Neural Recordings. IEEE Transactions on Biomedical Engineering,  39 (1), 
37–42 (1992)  

     85.    Stieglitz, T., and Meyer, J.U.: Implantable Microsystems: Polyimide-based Neuroprostheses 
for Interfacing Nerves. Med. Dev. Technol.,  10 (6), 28–30 (1999)  

    86.    Takeuchi, S., Suzuki, T., Mabuchi, K., and Fujita, H.: 3D Flexible Multichannel Neural Probe 
Array. Journal of Micromechanics and Microengineering  14 , 104–107 (2004)  

    87.    Lee, K-K., He, J., Singh, A., Massia, S., Ehteshami, G., Kim, B., and Raupp, G.: Polyimide- 
based Intracortical Neural Implant with Improved Structural Stiffness. Journal of 
Micromechanics and Microengineering  14 , 32–37 (2004)  

    88.    Blum, N.A., Carkhuff, B.G., Charles, Jr. H.K., Edwards, R.L., and Meyer, R.A.: Multisite 
Microprobes for Neural Recordings. Biomedical Engineering, IEEE Transactions on  38 , 
68–74 (1991)  

     89.    Maher, M.P., Pine, J., Wright, J., and Tai, Y.C.: The Neurochip: A New Multielectrode Device 
for Stimulating and Recording from Cultures Neurons. Journal of Neuroscience Methods  87 , 
45–56 (1999)  

     90.    Tooker, A., Meng, E., Ericson, J., Tai, Y.C., and Pine, J.: Biocompatible Parylene Neurocages. 
IEEE Engineering in Medicine and Biology Magazine  24 , 30–33 (2005)  

     91.    Rodger, D.C., Weiland, J.D., Humayun, M.S., and Tai, Y.C.: Scalable high lead-count 
parylene package for retinal prostheses. Sensors and Actuators B  117 , 107–114 (2006)  

    92.   Rodger, D.C., Fong, A.J., Li, W., Ameri, H., Lavrov, I., Zhong, H., Saati, S., Menon, P., 
Meng, E., Burdick, J.W., Roy, R.R., Edgerton, V.R., Weiland, J.D., Humayun, M.S. and Tai, 
Y.C.: High-Density Flexible Parylene-Based Multielectrode Arrays for Retinal and Spinal 
Cord Stimulation. Solid-State Sensors, Actuators and Microsystems Conference, 2007. 
TRANSDUCERS 2007. International, pp. 1385–1388 (2007)  

    93.    Rodger, D.C., Fong, A.J., Li, W., Ameri, H., Ahuja, A.K., Guiterrez, C., Lavrov, I., Zhong, 
H., Menon, P., Meng, E., Burdick, J.W., Roy, R.R., Edgerton, V.R., Weiland, J.D., Humayun, 
M.S., and Tai, Y.C.: Flexible Parylene-Based Multielectrode Arrays for High-Density Neural 
Stimulation and Recording. Sensors and Actuators B  132 , 449–460 (2008)  

     94.    Rodger, D.C., and Tai, Y.C.: Microelectronic Packaging for Retinal Prosthesis. IEEE 
Engineering in Medicine and Biology Magazine  24 (5), 52–57 (2005)  

     95.   Frazier, A.B., O’Brien, D.P., and Allen, M.G.: Two dimensional metallic microelectrode 
arrays for extracellular stimulation and recording of neurons. Micro Electro Mechanical 
Systems, MEMS ‘93, IEEE, pp. 195–200 (1993)  

5 Micromachining Techniques for Realization of Three-Dimensional…

http://scscoatings.com/
http://www2.dupont.com/Kapton/en_US/assets/downloads/pdf/summaryofprop.pdf
http://www2.dupont.com/Kapton/en_US/assets/downloads/pdf/summaryofprop.pdf


182

    96.    Frazier, A.B., Ahn, C.H., and Allen, M.G.: Development of Micromachined Devices using 
Polyimide-based Processes. Sensors and Actuators A  45 , 47–53 (1994)  

    97.    O’Brien, D.P., Allen, M.G., and Nichols, T.R.: Flexible Microelectrode Arrays with Integrated 
Insertion Devices. Annals of Biomedical Engineering  25 (sup. 1), 58 (1997)  

     98.   O’Brien, D.P., Nichols, T.R., and Allen, M.G.: Flexible microelectrode arrays with integrated 
insertion devices. Micro Electro Mechanical Systems, 2001. MEMS 2001. The 14th IEEE 
International Conference on, pp. 216–219 (2001)  

    99.   Rowe L., Almasri, M., Fogleman, N., Frazier, A.B., and Brewer, G.J.: An active microscaf-
fold for culturing 3-D neuronal networks. Solid-State Sensors, Actuators and Microsystems, 
2005 Digest of Technical Papers. TRANSDUCERS ‘05. The 13th International Conference 
on, pp. 948–951 (2005)  

       100.    Rowe L., Almasri, M., Lee, K., Fogleman, N., Brewer, G.J., Nam, Y., Wheeler, B.C., 
Vukasinovic, J., Glezer, A., and Frazier, A.B.: Active 3-D microscaffold system with fl uid 
perfusion for culturing in vitro neuronal networks. Lab on a Chip  7 (4), 475–482 (2007)  

      101.    Choi, Y., Choi, S-O., Shafer, R.H., and Allen, M.G.: Highly Inclined Electrodeposited Metal 
Lines Using an Excimer Laser Patterning Technique. Proc. IEEE Transducers Conf. (2005). 
doi:   10.1109/SENSOR.2005.1497360      

      102.    Rajaraman, S., Choi, S.O., Shafer, R.H., Ross, J.D., Vukasinovic, J., Choi, Y., DeWeerth, S.P., 
Glezer, A., and Allen, M.G.: Microfabrication technologies for a coupled three-dimensional 
microelectrode, microfl uidic array. Journal of Micromechanics and Microengineering  17 (1), 
163–171 (2007)  

    103.   Choi, Y., Powers, R., Vernekar, V., Frazier, A.B., LaPlaca, M.C., and Allen, M.G.: High 
Aspect Ration SU-8 Structures for 3-D Culturing of Neurons. ASME International 
Mechanical Engineering Congress and Expo, Microelectromechanical Systems, Washington, 
DC, USA, 15–21 November 2003.  

     104.    Choi Y., McClain, M.A., LaPlaca, M.C., Frazier, A.B., and Allen M.G.: Three-Dimensional 
MEMS Microfl uidic Perfusion System for Thick Brain Slice Cultures. Biomedical 
Microdevices  9 (1), 15–23 (2007)  

       105.    Rajaraman, S., Choi, S-O., McClain, M.A., Ross, J.D., LaPlaca, M.C., and Allen, M.G.: 
Metal Transfer Micromolded Three-Dimensional Microelectrode Arrays for in-vitro Brain 
Slice Recordings, IEEE Journal of Microelectromechanical Systems.  20 (2), 396–409 (2011)  

    106.   Allen, M.G., Choi, S-O., Park, J-H., Wu, X., Zhao, Y., Yoon, Y-K., and Rajaraman, S.: 
Method for Making Electrically Conductive Three-Dimensional Structures. U.S. Patent 
Application No. 2008/0063866 A1 (2008)    

S. Rajaraman

http://dx.doi.org/10.1109/SENSOR.2005.1497360


183M. De Vittorio et al. (eds.), Nanotechnology and Neuroscience: Nano-electronic, 
Photonic and Mechanical Neuronal Interfacing, DOI 10.1007/978-1-4899-8038-0_6,
© Springer Science+Business Media New York 2014

    Abstract     Recent trends in the development of devices for electrophysiology 
involve the fabrication of electrodes with three-dimensional micro- and nanoprotru-
sions. These devices take advantage of the natural capacity of cells to actively inter-
act with nanostructured substrates in order to realize a more intimate cell-to-electrode 
coupling. In this chapter, we review the use of focused ion beam (FIB) technology 
as a versatile tool for fabricating nanostructures of different shape and size on top 
of freely chosen substrates. This approach allows custom design and fabrication of 
nanoprotrusions to optimize cell-to-electrode electrical coupling, while at the 
same time allowing leeway to optimize the microelectronic substrate. Examples of 
enhanced interaction of cells with nanostructures are reviewed, with respect to 
nanoprotrusion geometry and surface functionalization, to illustrate the potential of 
FIB-based deposition as a tool for realizing new types of nanostructures for neuro-
physiological measurements. Finally, the combined focused ion beam/scanning 
electron microscope is presented as a tool for investigating the physical basis for 
interactions between neuronal cell membranes and nanostructured surfaces.  

6.1         Introduction 

 The elucidation of the biophysical mechanisms of cell excitability and the encoding 
of information in neural networks is constrained by the spatiotemporal resolution at 
which the neural tissue can be studied. Accordingly, advances in neurotechnology 
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have driven new insights in neuroscience. For example, the development of sharp 
and patch electrodes for electrically accessing the interior of single cells allowed the 
investigation of electrical activity in electrogenic cells, including action potentials 
and subthreshold potentials [ 1 ,  2 ]. The development of Multi Electrode Arrays 
(MEA) for recording the activity of many single neurons simultaneously facilitated 
the study of dynamics, computation, and learning in neural networks [ 3 – 6 ] and 
provided a platform for screening the effects of drugs on neural networks [ 7 – 10 ]. 
The realization of silicon-based implantable needle chips with multiple recording 
sites (“Michigan electrodes”) [ 11 ] and of 3D arrays of microwires (“Utah arrays”) 
[ 12 ] opened the way for long-term recording and stimulation of multiple neurons in 
vivo by means of intracortical chronic implants. Other techniques such as electroen-
cephalography (EEG), electrocorticography (ECoG), magnetoencephalography 
(MEG), and functional magnetic resonance imaging (fMRI) provide signatures of 
the collective activity of large groups of neurons for studying brain function or for 
medical diagnostics [ 13 ,  14 ]. Despite the rich toolkit available to neuroscientists, 
there is still the need for new tools for electrophysiology that could enable real-time, 
highly spatially resolved recordings for long periods of time. Ideally, such tools 
should be able to record the electrical activity of a great number of neurons with 
high temporal fi delity and with low invasiveness. Such an approach could reveal how 
neural computations emerge from the coordinated activity of hundreds or thousands 
of neurons [ 13 ]. 

 The sensitivity of electrophysiology tools is a direct consequence of the nature of 
the interface between the electrode and the neural tissue. Patch-clamping produces 
high-quality recordings of transmembrane potential or currents due to the direct 
contact between the electrolyte fi lling the pipette and the cytosol and to the gigaohm 
seal between the pipette and the cell membrane [ 2 ]. However, such intimate access 
requires high mechanical stability and affects the viability of the cell. Metal extra-
cellular electrodes capacitively transduce the voltage drop caused by extracellular 
currents originating from the nearby neurons. Extracellular recordings are less inva-
sive but come at the price of low signal-to-noise ratio (SNR) and low bandwidth, 
which preclude detection of subthreshold synaptic potentials. Another limitation is 
that the extracellular signal results from the superposition of the activity of a num-
ber of neurons [ 15 ] and thus requires spike-sorting methods that can be somewhat 
subjective [ 16 ]. A one-to-one correspondence between cells and electrodes would 
be desirable to reduce or eliminate the uncertainty of reconstructing single unit 
activity. Reducing electrode size increases the spatial resolution of extracellular 
recordings, although the consequent increase of the electrode impedance negatively 
affects the SNR. This drawback can be in part overcome by increasing the effective 
surface area of the electrodes with nanoporous platinum black or Ti 3 N 4 , gold nano-
fl akes, and carbon nanotubes [ 17 – 23 ] or with conductive polymer coatings such 
as poly(pyrrole) (PPy) and poly(3,4-ethylenedioxythiophene) (PEDOT) [ 24 – 27 ]. 
For stimulating electrodes, charge-injection limit is an additional constraint to min-
iaturization. In this case, noble metals such as Ti, TiN, Pt, and iridium oxide (IrOx) 
enable higher charge-density delivery without electrode degradation or electrolysis 
of water [ 28 ]. More generally, the SNR of extracellular recordings can be increased 
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by (1) achieving a tight cell adhesion onto the electrode and by (2) increasing the 
surface area of the cell/electrode junction. Tighter adhesion increases the resistance 
to the fl ow of ionic currents in the reduced cleft between the electrode and the cell, 
thus increasing the extracellular potential (by Ohm’s law), while a more extended 
junction also leads to a higher resistance of the cleft, as well as a higher total current 
in the cleft. Previous approaches for enhancing the cell-to-substrate adhesion 
include protein coatings [ 29 ,  30 ] or topographical patterning of the electrode sur-
face [ 31 ,  32 ]. The latter can also increase the effective surface area of the junction. 
Both approaches strengthen cell adhesion and facilitate cell retention from suspen-
sion [ 33 ]. However, ultrastructural analysis of the cell-to-substrate junction reveals 
that the junction is invariably characterized by points of tight adhesion and other 
parts of the junction with higher cell-to-substrate separation [ 67 – 71 ] (see Sect.  6.4 ). 
A recent method to achieve a tight adhesion on an extended portion of membrane, 
thus producing a substantially narrower cleft, is based on the employment of mush-
room-shaped electrodes that are effectively engulfed by cells [ 34 ,  38 ], provided they 
are functionalized with a specifi c “engulfment-promoting peptide” (for a review see 
Chap.   3    ). The method exploits the tendency of cells to wrap the three-dimensional 
microprotrusions in a phagocytosis-like fashion. This was demonstrated for cul-
tured Aplysia neurons [ 36 – 39 ], cardiomyocytes [ 36 ,  42 ], and mammalian neurons 
[ 34 ,  35 ,  40 ]. The analysis of the interface revealed a reduced average distance of the 
cell membrane from the electrode surface in comparison to fl at electrode surfaces 
(see Sect.  6.4 ). In large Aplysia neurons, this increased electrical coupling revealed 
larger extracellular potentials (Fig.  6.1 ) [ 37 ] and even attenuated “intracellular” 
recordings [ 39 ]; however, these improvements in recording quality have not yet 
been demonstrated with smaller mammalian neurons.

  Fig. 6.1    Spine-shaped electrodes ( right ) enhance the neuron/electrode electrical coupling 
enabling higher amplitude recordings in comparison to fl at electrodes ( left ) [ 37 ]       
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   A more recent breakthrough was achieved by using new nanotechnology 
approaches to fabricate nanoscale devices for minimally invasive  intracellular  
recordings, which allow for much higher SNR than extracellular recordings [ 43 ]. 

 In one case (Fig.  6.2a ), nine Silicon vertical nanowires (diameter 150 nm, height 
3 μm), arranged in a 3 × 3 array (pitch 2 μm) on each of a 16 electrodes MEA, were 
realized by advanced silicon nanofabrication processes [ 44 ]. The sharpness of the 
nanowires is used to induce membrane penetration (directly or after the application 
of a voltage cycle), allowing intracellular recording from embryonic rat cortical 
neurons (Fig.  6.2a ). In another case (Fig.  6.2b ), similar-sized platinum nanopillars 
were grown on standard MEA electrodes by ion beam-induced deposition and used 
to record from cardiomyocytes extracellularly and then following transient mem-
brane electroporation intracellularly [ 45 ]. A third solution was based on scaling the 
hollow pipet electrode down to nanometer size (Fig.  6.2c ). A silicon dioxide nano-
tube (diameter 55 nm) was placed on top of the gate of a nanowire fi eld effect tran-
sistor (NwFET) [ 46 ]. After penetration into the plasma membrane of a cardiomyocyte, 
the nanotube was fi lled by a minimal quantity of intracellular liquid, thus connecting 
the NwFET with the cell interior.

   These examples make clear that “nanoprotrusions” offer the prospect of highly 
localized interfacing with cells, to enhance electrophysiological signals and reduce 
invasiveness. Among the approaches for fabricating three-dimensional micro- and 
nano-electrodes, focused ion beam (FIB) technology is a promising candidate. 
In the next sections, we review recent examples of FIB technology applied to 
nanoprotrusion- based electrodes, highlighting the versatility of FIB for fast proto-
typing of complex nanostructures and for realizing platforms for high-density, high- 
resolution neuronal recordings. We then summarize recent reports of enhanced 
interactions of cells with protruding electrodes, as related to the combination of 
protrusion geometry and surface functionalization, and we consider the use of FIB 
as a tool to probe the basis for enhanced electrical coupling at the cell-to- nanoprotrusion 
interface. In particular, we highlight the potential use of the focused ion beam/
scanning electron microscope (FIB/SEM) to resolve the ultrastructural details of the 
cell-to-substrate interface.  

  Fig. 6.2    Nanoscale electrodes for minimally invasive intracellular recordings. ( a ) Silicon vertical 
nanowires with insulated sidewalls penetrating the cell membrane. ( b ) Platinum nanopillars (on an 
insulated platinum electrode) engulfed by the cell. ( c ) Silicon dioxide nanotube penetrating the cell 
membrane for intracellular recording with an NwFET [ 43 ]       
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6.2     Focused Ion Beam Technology 

 The focused ion beam (FIB) microscope is nowadays broadly used in both material 
science and technological applications, spanning from microstructural analysis to 
nanomachining and nanofabrication [ 47 – 50 ]. It is similar to a scanning electrode 
microscope (SEM), except that an ion beam from a liquid metal ion source is 
focused and rastered on the target sample in place of a standard fi eld-emission elec-
tron beam. Like the SEM, FIB can be used for high-resolution imaging, although 
the peculiar interaction of the heavier ions with the sample material gives rise to a 
different material-related contrast [ 48 ]. Because the ions impinge on the sample 
with high kinetic energy, a certain degree of material removal is obtained during 
FIB action. This sputtering effect can be controlled with a resolution down to 
5–10 nm [ 49 ] and has been exploited for micromachining applications [ 50 ]. In addi-
tion, FIB systems equipped with injectors of gas precursors are capable of highly 
localized material deposition at the beam–substrate interaction site. Depending on 
the type of (mostly organic) precursor, both metals (W, Pt, Au, Mo, Al, Cu) and 
insulators (TEOS, TEOS/O 2 ) can be deposited with a resolution of a few tens of 
nanometers [ 49 ]. Specifi c scanning strategies can realize complex, submicron-sized 
three-dimensional structures, in particular structures with overhanging features, 
which cannot be obtained by etching from the top down [ 47 ]. Additional functional-
ity has been afforded by the development of FIB/SEM dual beam systems, with 
both ion and electron beams convergent at the sample site. With FIB/SEM systems 
it is possible to perform high-resolution, non-damaging SEM microscopy in situ 
directly after FIB milling and/or deposition. For example, SEM inspection of FIB- cut 
cross sections is commonly employed for visualization of embedded structures and 
chip-fabrication defects [ 47 ]. In Sect.  6.5 , we will describe FIB/SEM as a tool to 
inspect the cell-to-substrate interface. Moreover, the electron beam is able to deposit 
material with higher resolution (but lower material purity) than FIB, extending down 
the range of achievable nanostructure dimensions.  

6.3      Neurons Interfacing with Nanostructures 
Fabricated by Focused Ion Beam Deposition 

 In recent years, FIB-induced deposition has been employed to fabricate three- 
dimensional nanostructures on top of substrates for in vitro cell cultures, to study 
the effect of nanoprotrusions on cell viability and mobility, and on top of the elec-
trodes of MEA substrates for investigating the infl uence of the nanostructures on 
electrical coupling to electrogenic cells. Xie et al. [ 51 ] fabricated platinum nanopillars 
(diameter 150 nm, height 1 μm) on a custom MEA substrate to assess the infl uence 
of nanoprotrusions on cell motility during the fi rst few days in culture. The nanopillars 
were arranged in rings (10 μm in diameter) or in 5 × 5 square arrays (2 μm pitch), 
both on the electrode sites and on transparent open areas of the MEA to facilitate 
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optical inspection (Fig.  6.3 ). The substrate was treated with poly-l - lysine (PLL) as 
an adhesion promoter before plating embryonic cortical neurons from E18 rats.

   The authors observed that cells that had not been initially plated on nanopillars 
could migrate normally, whereas cells that were initially plated on nanopillars or 
that encountered nanopillars along their path were effectively pinned at the pillars. 
In all the reported cases, neurons showed similar viability. It was also observed that 
pinned neurons extended their projections preferentially toward nanopillars 
(Fig.  6.4a ). Sometimes, cells increased the surface of contact by developing a thin 
membrane wrapping the pillars (Fig.  6.4b ). In other cases, neurons interacted with 
nanopillars only by means of their neurites (Fig.  6.4c ). Immunostaining of actin 
fi laments followed by confocal fl uorescence microscopy revealed an intimate inter-
action between nanopillars and the cytoskeletal network (Fig.  6.4d ). There was even 
apparent bending of some nanopillars (Fig.  6.4b ), possibly due to mechanical tension 
generated by the cytoskeleton-guided process of engulfment.

   Xie et al. obtained similar results with Si and SiO 2  nanopillars fabricated with 
other techniques, indicating that the interaction of the neurons with the nanopillars 
is related to the nanopillar geometry, rather than being a material effect [ 51 ]. 

 An    important advantage of FIB technology is the ability to realize several 
three- dimensional nanostructures of different shapes and sizes on the same sub-
strate, to compare their interactions with cells. For example, Martiradonna et al. [ 52 ] 
fabricated straight nanopillars, nail-headed pillars, and sphere-headed pillars 
together on top of the recording electrodes of an MEA substrate (Fig.  6.5 ). 

  Fig. 6.3    Focused ion beam deposition of arrays of nanopillars on top of an MEA substrate to study 
the effect nanoprotrusions on cell mobility. ( a ) The arrays, located both in open areas ( cyan  and 
 orange squares ) and on the microelectrode sites ( blue arrows ), were either ( b ) ring shaped or ( c ) 
square (5 × 5) shaped. ( a ) Bright fi eld image; ( b  and  c ) SEM images. Reproduced with permission 
from [ 51 ], © (2010) American Chemical Society       
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  Fig. 6.4    Interaction of neurons with nanopillars. ( a ) A pinned neuron extending neuritis toward the 
nanopillars and ( b ) wrapping the nanopillars with the cell membrane. ( c ) A different neuron extend-
ing one of its neuritis along a ring-shaped nanopillar array. ( d ) Nanopillars ( black dots ) are embed-
ded in the immunostained actin cytoskeletal network. ( a – c ) SEM images; ( d ) confocal microscope 
image. Reproduced with permission from [ 51 ], © (2010) American Chemical Society       

  Fig. 6.5    Focused ion beam deposition of nanoprotrusions with different shapes and sizes on top 
of an MEA substrate for comparative analysis of the interaction with cultured neurons. On the  left- 
hand side , from  top  to  bottom , SEM pictures of nanopillar, nail-headed, and sphere-headed nano-
protrusions (scale bar 1 μm). On the  right-hand side , 5 × 5 arrays of different nanoprotrusions as 
fabricated on targeted pads of the MEA. Adapted with permission from [ 52 ], © (2013) Elsevier       
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Hippocampal neurons from E18 rat embryos were cultured on the modifi ed chip 
after functionalization with PLL. After 7 days in culture, cells were found to adhere 
next to the nanostructured electrodes (Fig.  6.6a ). Pillars were wrapped by neurites 
extending from neurons attached to the fl at insulating layer between the electrodes, 
and all three kinds of nanostructures readily supported cellular projections. In par-
ticular, a guiding effect was observed in the case of straight nanopillars (Fig.  6.6b ). 
Sometimes neurites were seen to form suspended bridges between adjacent pillars, 
while in other cases they contacted the underlying gold pad and were only partially 
guided by the nanostructures. In contrast, nail-headed and sphere-headed pillars 
promoted the formation of a denser network, with the neurites completely detached 
from the substrate (Fig.  6.6c, d ). These observations demonstrate that FIB technology 

  Fig. 6.6    Results of cell culturing on top of the MEA substrate processed as shown in Fig.  6.5 . ( a ) 
Top view showing the neurons agglomerating in the fl at region between the processed pads and 
extending neurites toward the nanoprotrusions. ( b ) Straight nanopillars induced a guiding effect on 
neuritis. Both nail-headed ( c ) and sphere-headed ( d ) pillars supported the formation of denser 
networks detached from the substrate. Reproduced with permission from [ 52 ], © (2013) Elsevier       
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can be used to examine the interactions of neurons with different nanostructures on 
the same substrate.

    In [ 52 ], the versatility of FIB technology was exploited to grow different struc-
tures on the microelectrodes of an active pixel sensor microelectrode array (APS-
MEA). Straight or nail-headed nanopillars were fabricated as 2 × 2 arrays (2.5 μm 
pitch) (Fig.  6.7 ). Nanostructures were made both of conductive platinum and low-
conducting silicon dioxide to distinguish the contributions of the tight attachment 
and of the reduced electrode impedance to the electrical coupling between neuron 
and electrode.

   Again, rat hippocampal neurons were cultured on the substrate after functionaliza-
tion with PLL. As exemplifi ed in Fig.  6.8a , the presence of nanoprotrusions often 
induced the placement of a single neuron on a single electrode. The engulfment pro-
cess, shown in Fig.  6.8b, c  in the case of platinum nanonails, was observed for all types 
of fabricated nanostructures.    However   , the authors could not correlate the engulfment 
of the nanostructures to a substantial enhancement of the recorrding sensitivity, differ-
ently on what observed with Aplysia neurons on  mushroom-shaped electrodes [ 37 , 
 39 ]. In fact, in this case, the enhanced electrical coupling was observed only for elec-
trodes functionalized with a specifi c adhesion-promoting peptide [ 37 ,  39 ]. This result 

  Fig. 6.7    2 × 2 Arrays of nanoprotrusions fabricated by FIB-induced deposition on top of the elec-
trodes of a high-density APS-MEA chip ( a ). Both pillars ( b ) and nail-like nanoprotrusions ( c ) were 
deposited on the same substrate. Adapted with permission from [ 53 ], © (2013) Elsevier       
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suggests that the enhancement of the neuron-to-electrode coupling can be related to the 
combination of geometric and chemical properties of the electrode.  

6.4       Geometric and Chemical Cues for the Enhanced 
Cell-to- Nanoprotrusion Interaction 

 As discussed in the previous sections, the fabrication of electrodes with nanoprotrusions 
can substantially improve neuron/electrode electrical coupling, due to the intimate 
contact resulting from the cells’ engulfi ng the nanoprotrusions. The mechanisms 
responsible for the engulfi ng are still unclear, although the engulfi ng process is 
related to the cellular regulation of adhesion, shape, and motility and is likely regulated 
by the chemical composition of the extracellular environment and the nano-to- 
micrometer-level topography of the substrate [ 54 ]. In particular, the relative roles of 
geometry (shape and dimensions) vs. surface functionalization in the engulfment of 
protruding electrodes are unclear. 

6.4.1     The Role of Coatings to Promote Adhesion 

 Cells likely use the same sensory apparatus to sense both surface adhesiveness 
and topographic features of the surface [ 55 ]. In particular, the interaction between 
cells and an artifi cial substrate is regulated by the same mechanisms with which 
cells interact with the extracellular matrix (ECM) in tissues. Indeed, a number of 
ECM molecules have been employed for cell attachment and efficient neurite 
outgrowth, such as laminin [ 56 ,  57 ], fi bronectin [ 58 ,  59 ], and collagen [ 60 ]. 

  Fig. 6.8    ( a ) SEM image of neurons attached on the surface of an APS-MEA microelectrode with 
a 2 × 2 array of nanonails ( inset  shows an as fabricated one), the  arrows  indicating the hidden 
nanonails. One of the visible neurons is pinned by the nanoprotrusions on the electrode site. ( b ) 
Section of the same cell, realized by ion milling, showing the attachment sites. ( c ) Detail showing 
the cell membrane partially engulfi ng a nanonail. Reproduced with permission from [ 53 ], © (2013) 
Elsevier       
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Also, adhesion- promoting peptides derived from laminin, containing the sequence 
Arg–Gly–Asp (RDG) [ 61 ,  62 ], have been employed for effective culturing of neurons. 
Neuronal cell adhesion is also promoted by the employment of positively charged 
polyamino acids polyornithine and polylysine [ 64 ,  65 ]. Cells also adhere to 
substrate topography on nanostructured materials. Both carbon nanotubes (CNT) 
and conductive polymers such as poly(pyrrole) (PPy) and poly(3,4-ethylenedioxy-
thiophene) (PEDOT) have been employed to enhance neuronal interfacing [ 22 – 27 , 
 73 ,  74 ]. The ability of these materials to promote neuronal adhesion and prolifera-
tion has been related to their ECM-like fi brous structure [ 75 ,  76 ]. In the context of 
neuro- electrode interfaces, many studies have characterized the neuron-to-substrate 
distance on planar electrodes, with the aim of achieving a tight junction for enhanced 
electrical coupling. Measurements of the cleft thickness of neurons or fi broblasts 
grown on laminin or fi bronectin [ 66 – 69 ], or of HEK293 cells on fi bronectin [ 70 ], to 
cite a few examples, invariably reveal that the distance between the cell membrane 
and the substrate is not homogeneous. Instead, points with close spacing (0–10 nm) 
alternate with regions with larger spacing (tens to hundreds of nanometers) and the 
frequency of tight contacts are generally independent on the type of adhesion pro-
teins. It has been suggested that the total cleft width is determined both by the thick-
ness of the adhesion protein layer and by cellular components such as the glycocalyx, 
the carbohydrate-rich layer which coats the cell surface [ 71 ,  72 ]. The glycocalyx 
may prevent a closer contact of the cell membrane to the surface by steric hin-
drance [ 63 ,  73 ], which varies along the membrane surface. Therefore, the charac-
teristics of the neuron-to-substrate interface cannot be precisely predicted, and 
biochemical treatments alone have not substantially improved electrical coupling at 
neuron/electrode interfaces.  

6.4.2     The Role of Combined Geometric and Chemical Cues 

 It is conceivable that the enhanced interfacing of micro- and nanoprotrusions could 
result from the combination of the type of ligands presented by the substrate and the 
shape that the cell membrane is forced to assume to engulf the nanoprotrusion. In the 
fi rst reports on neuronal culturing on substrates with mushroom- or spine-shaped 
protrusions, substrate functionalization with specifi c peptides appeared to be critical 
for cells to effectively engulf the nanoprotrusions [ 34 – 38 ]. PA22-2 and RGD syn-
thetic peptides, featuring two different functional sites on the laminin molecule, 
were employed to induce a “phagocytic”-like activity of mouse hippocampal 
neurons [ 35 ], Aplysia neurons [ 36 ], and cardiomyocytes [ 36 ] (Fig.  6.9 ).

   Hai et al. [ 38 ] cultured Aplysia neurons expressing fl uorescent GFP-actin on 
gold-spine substrates coated either with an RGD-based peptide (EPP) or with stan-
dard PLL. Live confocal microscopy revealed that hotspots of actin, corresponding 
to focal adhesions, were localized around the stems of engulfed spines, forming an 
“actin ring.” However, RGD-functionalized spines where engulfed more frequently 
than PLL-coated spines, and focal adhesions were more sparsely distributed in the 
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case of PLL. This result further demonstrates the importance of presenting specifi c 
ligands to the cell membrane to stimulate engulfment of the protrusions. The stron-
ger cytoskeleton remodelling around engulfed RGD-coated spines might also 
explain the reduced cleft width compared to fl at substrates, as observed with TEM 
[ 37 ]. In general, estimating the exact width of the cleft is complicated by artifacts 
related to fi xation, dehydration, embedding, and sectioning [ 37 ,  72 ]. Nonetheless, 
estimations of the cleft electrical resistance per unit area based on the measured 
cleft thickness agree with the measured improvement in extracellular recording 
quality [ 37 ]. In other cases, attenuated intracellular-like recordings were reported 
with the same geometry–ligand combination [ 39 ]. In those cases, an increased 
membrane conductance in the membrane around the protrusion was hypothesized to 
explain the observed resistive electrical coupling. The formation of such a “leaky” 
membrane was related either to a redistribution or extra activation of ion channels, 
phenomena that are known to participate in the mechano-response of cells to mem-
brane deformation [ 54 ]. Another important factor could be deformation-induced 
membrane tension, similar to experiments with gateless fi eld effect transistors 
(FETs) [ 77 ], where the application of force on the cell was able to switch the electri-
cal coupling from extracellular to intracellular. 

 The need of a specifi c peptide to stimulate the engulfment of nanoprotrusions is 
less evident in the case of mammalian neurons, as seen in Sect.  6.3  for FIB-fabricated 
nanoprotrusions (Figs.  6.4  and  6.8 ). In [ 40 ], two different peptides or PLL were 
tested for functionalization of mushroom-shaped electrodes, and all three coatings 
gave similar results in terms of distribution of cleft thickness along sectors of the 
protrusions. Moreover, a recent systematic study of the interaction of rat hippo-
campal neurons with nanopillars of varying dimensions coated with standard PLL 
found that cells readily engulf the nanoprotrusions and that the average thickness 
of the cell–protrusion junction was reduced in comparison to cells cultured on fl at 
substrates [ 78 ]. That study included nanopillars with sub-micrometer diameter. 

  Fig. 6.9    Mushroom- or spine-shaped protrusions engulfed by mammalian neurons ( left ) and car-
diomyocytes ( right ) upon substrate functionalization with laminin-derived PA22-2 or RGD-based 
peptides, respectively.  Left Reproduced with permission from  [ 35 ], © (2008) IEEE.  Right 
Reproduced with permission from  [ 36 ], © (2007) IEEE       

 

L. Sileo et al.



195

However, it is possible that very thin (<200–300 nm in diameter) vertical nanopil-
lars or nanowires penetrate through the cell membrane. A number of studies have 
reported on the ability of nanopillars and similar structures to facilitate the deliver-
ing of biomolecules into cells [ 79 – 81 ], supporting the hypothesis that thin nanopil-
lars can impale cells. In [ 46 ,  82 ], nanowire penetration was promoted by a 
phospholipid coating. In [ 44 ], PLL-coated silicon nanowires were argued to pene-
trate the cell membrane. Membrane penetration was either spontaneous or it was 
induced by a voltage pulse for membrane electroporation. The sign of nanowires 
penetrating the membrane was the possibility to change the membrane potential by 
current injection through the nanowires themselves. Also, membrane penetration 
was indirectly indicated by the shape of signals recorded with the nanowires. The 
intracellular confi guration of the nanowires was successively confi rmed by three- 
dimensional confocal reconstruction [ 44 ]. In the case of PLL-coated platinum nano-
pillars, electroporation of the cell membrane induced a temporary (several minutes) 
change in the signature of the electric signal recorded with the nanowires from 
low-level extracellular to higher-level intracellular recordings [ 45 ]. Such change 
was attributed to the formation of pores in the membrane, which allowed the nano-
pillars to contact the intracellular medium while remaining outside the cell. Sealing 
of the pores eventually restored the extracellular condition [ 45 ]. In the last two 
examples, electroporation takes advantage of the small size of nanoprotrusions and 
of their intimate contact with neurons in order to induce a large electric fi eld across 
the membrane with a small applied voltage and cause poration of the membrane, 
although it is not established if this causes nanoprotrusion penetration. Nonetheless, 
it is worth mentioning that also in the case of larger mushroom-shaped microelec-
trodes, which had been functionalized with PLL, it was possible to temporarily 
switch from an initial extracellular coupling to an intracellular-like one after the 
application of an electroporation voltage pulse [ 41 ]. In this case, the protrusions are 
tightly engulfed by the cell membrane, but retain the extracellular condition. 

 In conclusion, the precise nature of the interaction of neurons with micro- and nano-
structured electrodes is still unclear, but it likely involves geometric as well as chemical 
factors at the cell-to-nanostructure interface. To elucidate the mechanisms of the interac-
tion, it would be useful to test nanoprotrusions with shapes other than straight pillars or 
spine-shaped structures, for example, protrusions with systematically varied radius of 
curvature. For this purpose, the versatility of FIB nanofabrication can be exploited to 
produce different structures on the same substrate, to examine the mechanisms of cells-
nanoprotrusion interaction under highly  controlled conditions.   

6.5      FIB/SEM Techniques for the Analysis 
of the Neuron-to- Nanostructures Interface 

 The interaction of living cells with the surface of artifi cial materials is of general 
interest for the development of new substrates for cell culture, neuroprosthetics, and 
tissue engineering [ 31 ,  75 ]. In the context of the development of cell–sensor hybrids 
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for electrical recording from electrogenic cells, a number of techniques have been 
established to characterize this interaction at the cell-to-substrate interface, which 
ultimately determines the quality of the electrical coupling. In the course of the 
development of recording devices for in vitro electrophysiology such as MEAs and 
FET-based sensors, many studies have attempted to measure the distance between 
the cell membrane and the surface materials of the recording devices. These studies 
were conducted with optical methods such as total internal refl ection fl uorescence 
(TIRF) microscopy [ 83 ,  84 ], fl uorescence interference-contrast (FLIC) microscopy 
[ 66 – 68 ,  71 ], and confocal microscopy [ 79 ,  84 ]. Although these techniques have 
excellent resolution in depth, their lateral resolution is limited to a few hundred 
nanometers by the wavelength of light. Analyzing the details of the cell–substrate 
interaction instead requires electron microscopy. Cells cultured on specifi c substrates 
can be subjected to critical-point drying (CPD) and then imaged by scanning electron 
microscopy (SEM), with high surface detail [ 79 ,  84 – 86 ]. However, the cell–substrate 
interface is mostly hidden by the cell itself, and high tilt angle can reveal only the 
peripheral portion of the interface. Instead, the cellular ultrastructure and the details of 
the cell–substrate interface can be revealed with nanometer resolution using transmis-
sion electron microscopy (TEM) on thin sections cut on an ultramicrotome, stained 
with heavy metals and embedded in resin [ 37 ,  78 ,  87 ,  88 ]. However, cutting sections 
from samples formed by soft biological matter on hard substrates can cause distor-
tions and delamination [ 89 – 91 ]. For this reason, the substrate is usually removed by 
etching [ 37 ,  78 ] or by temperature-induced cleavage [ 30 ,  72 ] and then replaced by 
an epoxy replica, but these procedures have been applied only with glass or silicon 
substrates. An alternative is the use of a soft substrate such as PMMA [ 92 ], which can 
be sectioned by an ultramicrotome. Nevertheless, this does not solve an important 
drawback of TEM-based  investigation—that direct targeting of the region of interest 
requires time- consuming serial sectioning at different sample sites. 

 The FIB/SEM hybrid technique represents a valid alternative to these methods 
and offers specifi c advantages, depending on the histological preparation method. 
In contrast to TEM, dual beam systems allow in situ screening of large sample areas 
and precise selection of the region of interest for FIB cross-sectioning and subse-
quent SEM imaging. Slice-by-slice parallel cross sections (Fig.  6.10a ) can be per-
formed with resolution of <10 nm, and the acquired stack of images can be 
post-processed to generate a 3D reconstruction of the observed structure [ 93 ,  94 ]. 
This stepwise process can reveal the fi ne features of the cell–substrate interface, 
such as the distribution of focal adhesions, over an extended portion of the surface 
contact—or even over the entire surface. In addition, it is possible to change the 
direction of cutting during the process with the so-called pie-slice technique 
(Fig.  6.10b ), to unravel hidden structures and to better analyze complex interactions 
of the cell membrane with the substrate structures [ 93 ].

   Both the cell structure and the substrate morphology can be affected by the pro-
cedure used for sample preparation, which can induce shrinkage, fracture, and/or 
detachment. Preparation of samples for FIB/SEM investigation is typically per-
formed based on standard methods for either SEM or TEM microscopy. In standard 
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SEM preparation, cells are fi rst fi xed with glutaraldehyde (or a combination of 
glutaraldehyde and formaldehyde) to preserve cellular ultrastructure. Then, the 
sample is either dehydrated and critical-point dried or freeze-fi xed and subsequently 
freeze- dried in high vacuum [ 95 ]. Finally, the sample is coated with a conductive 
metal or carbon layer. Alternatively, since surface structure can be masked by the 
coating layer, samples can be made conductive by staining with reagents based on 
osmium tetroxide [ 96 ]. In standard TEM preparation, after chemical fi xation and 
dehydration, the sample is embedded with resin to facilitate cutting sections. FIB/SEM 
visualization of subcellular structures has been demonstrated with cells cultured 
on different substrates and then chemically fi xed, dehydrated, and then either CPD- 
dried [ 72 ,  93 ,  95 ] or freeze-dried [ 90 ,  97 ,  98 ].    The advantage of these approaches is 
that cell-to-substrate interface can be analyzed in situ, independently of the sub-
strate material and without removing the substrate itself [ 72 ,  87 ,  95 ]. Multiple 
regions of interest can be selected from a relatively large fi eld of view and then 
targeted by cross-sectioning, as exemplifi ed in Fig.  6.11  for the case of a CPD- dried 
neuron on glass. However, the CPD procedure causes signifi cant alteration of cel-
lular structures [ 96 ]. Instead, the cryogenic approach has been shown to better pre-
serve cellular structures and the ECM [ 90 ,  96 ]. Modern ion beam systems 
implementing cryostages have been developed to preserve ultrastructure of biological 
preparations such as bacterial samples [ 99 ,  100 ] as well as eukaryotic cells and tis-
sues [ 98 ]. Concerning the interface of cells with nanopatterned surfaces, cryogenic 
(Cryo-) FIB/SEM has been shown to better resolve extracellular details at the inter-
face compared to traditional FIB/SEM approaches [ 90 ]. Cryo-FIB/SEM has also 
been used to prepare TEM samples, thus avoiding damage typically induced by 
drying and microtomy [ 97 ]. Cryo-FIB/SEM is a time-consuming process, but it 
provides the advantages of cryogenic preparation with the versatility of FIB and the 

  Fig. 6.10    Schematic representation of the ( a ) slice-by-slice and ( b ) pie-slice FIB preparation tech-
niques. Reproduced with permission from [ 93 ], © (2011) Elsevier       
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high resolution of TEM. Diffi culties in employing cryo-techniques are related to 
platinum deposition at low temperature and to frost buildup on sample surfaces 
[ 97 ,  101 ].

   Compared to samples prepared by CPD or by freezing, FIB/SEM with resin-
embedded samples has been found to provide higher-resolution images of subcel-
lular structures [ 87 ,  96 ,  98 ,  102 ,  103 ]. However, during embedding procedures, 
natural structures can be altered by sample heating and shrinkage. Except a few 
cases [ 94 ,  104 ], substrate removal is usually needed in order to visualize the cells 
from below, due to the large volume of resin left above the cells after the embedding 
process. FIB/SEM also has the advantage of eliminating further damage produced 
by ultramicrotomy. However, image resolution and contrast are lower for FIB/SEM 
than for TEM; in particular, the cell-to-substrate interface is diffi cult to visualize 
[ 87 ]. This is shown in Fig.  6.12 , where a conventional TEM sample preparation is 
compared with in situ cross sections performed by FIB milling.

  Fig. 6.11    Example of region-of-interest selection with the FIB/SEM dual beam microscope, in the 
case of CPD-dried neurons cultured on glass. ( a ) Overview of the neural network. ( b ) Cross sec-
tion of the neuronal cell body ( open arrow  in  a ). ( c ) Cross section of a neurite ( black arrow  in  a ). 
( d ) Cross section of a neuronal growth cone ( white arrow  in  a ). Reproduced with permission from 
[ 87 ], © (2009) Wiley       
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   In conclusion, FIB/SEM represents a versatile approach for the investigation of 
the interaction of cells cultured on nanostructured substrates, although with a reso-
lution not as good as TEM. It remains the only method available when substrate 
removal is not possible, as is the case of cells cultured on recording devices.  

6.6     Summary 

 Noninvasive neuronal electrical interfacing has been improved by the use of elec-
trodes with three-dimensional micro- and nanoprotrusions. FIB-induced deposition 
allows the versatile fabrication of three-dimensional structures on various sub-
strates, including passive substrates for studying cell–nanostructure interactions and 
MEA substrates for electrophysiological recording. By facilitating the development 
of novel three-dimensional structures, FIB can facilitate the study of how nanostruc-
ture geometry and surface functionalization affect mechanical and electrical coupling 
to neurons. Finally, in situ SEM analysis of FIB-milled cross sections, realized with 
FIB/SEM dual beam microscopes, presents a promising alternative to other methods, 
such as TEM, for the study of the interface between neurons and nanostructured 
substrates.     

  Fig. 6.12    Comparison of the cell-to-substrate interface visualized ( a ) by TEM and ( b ) by SEM 
after in situ FIB milling of resin-embedded samples. Even if the FIB/SEM image reveals a number 
of details on the intracellular structure, the cell-to-substrate interface is better resolved by TEM 
analysis. Reproduced with permission from [ 87 ], © (2009) John Wiley and Sons       
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7.1            Introduction 

 Among the different methodologies used for electrophysiological measures in the 
brain, electrodes have played an undisputed role in high-quality intracellular signal 
recordings from a few neurons and in chronic extracellular measures with electrode- 
array probes implanted in the brain. Electrode arrays providing multisite extracel-
lular measures have become a key methodology in neuroscience for studying coding 
and transmission of information by neuronal ensembles [ 1 ] and for the development 
of Brain–Machine Interfaces (BMIs) and neural prosthetics [ 2 – 8 ]. This is mainly 
because electrode arrays combine the unique features of bidirectionality (i.e., 
recording and stimulation), long-term stability (up to years), and of a large signal 
bandwidth that enables recordings of action potentials from multiple neurons as 
well as low-frequency fi eld potentials (LFPs). 

 The development of multielectrode arrays (MEAs) started in the 1970s and pro-
gressed in parallel with advances in microfabrication processes and microelectronics 
[ 9 – 12 ]. Since the end of the 1970s, these developments were mainly based on silicon 
machining and thin-fi lm technologies used to realize a wide range of brain- 
implantable probes as well as chips for in vitro studies. This was a period in which 
the microscale was at the center of attention. R&D efforts contributed to the optimi-
zation of the electrode–electrolyte–neuron interface, to the development of improved 
microstructuring processes for MEAs and to the exploitation of microfl uidics for 
neural probes [ 13 ]. More recently, the advent of nanotechnologies and nanostructur-
ing capabilities has opened novel perspectives for MEAs. Indeed, the biophysical 
interactions at the nanoscale occurring among neurons, electrodes, and substrates 
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have become an exciting fi eld of research [ 14 ] that constantly provides novel ways [ 15 ] 
and nanomaterials (e.g., carbon nanotubes [ 16 ,  17 ]) to sense and actuate electro-
physiological signals more effi ciently [ 18 ]. Among these novel neural interfacing 
modalities [ 19 ], “in-cell” neuroelectronic coupling was recently demonstrated by 
the group of M. Spira [ 20 ], showing that peptide-functionalized microstructured 
“mushroom-shaped” electrodes [ 21 ] are able to record subthreshold synaptic activity 
in  Aplysia  neurons. Furthermore, the use of nanopillars [ 22 ] and nanowires [ 23 ] was 
shown to enable intracellular recordings for a short time (~1 h) in vertebrate neurons, 
while electrodes remain in the cell or pores on the membrane remain open. 

 However   , even though the signal quality of electrode arrays can be advanced by 
these novel neurotechnologies that are able to reach submicron sizes, the simultane-
ous measure at millisecond temporal resolution of the electrical activity of a very large 
number of single neurons in the brain [ 24 ] remains a major challenge. Interestingly, a 
recent review on the number of single neurons that can be measured in vivo (Fig.  7.1 ) 
shows that the number of simultaneously recorded neurons has been doubling approx-
imately every 7 years [ 25 ] and this evolution appears following Moore’s law (i.e., an 
empirical law that has driven the scalability of the number of integrated transistors in 
microelectronic devices). However, a way to practically increase by one order of mag-
nitude the current range of 10 2  single units in vivo is still not established. Furthermore, 
an increase in recordable single neurons poses not only a technological issue for the 
design and implementation of adapted sensing and actuating devices but, as pointed 
out by Stevenson and Kording, also computational challenges that need to be solved. 
Indeed, while analysis techniques to study interactions between neurons have become 
more precise over the last decades, their computational cost has increased with the 
number of recorded neurons. Therefore, to face this challenge of large-scale single-
neuron recordings, novel methodologies able to manage the readout and also the 
analysis of electrophysiological signals are needed.

  Fig. 7.1    State of the art in the number of simultaneously measured single neural units. ( a ) 
Examining 56 studies published over the last fi ve decades, it emerges that the number of simultane-
ously recorded neurons in vivo doubled approximately every 7 years. ( b ) This analysis considers 
both electrical and optical recording neurotechnologies [ 25 ]       
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   In the R&D of neurotechnologies targeting large-scale neuronal recordings, elec-
trode arrays are nowadays competing with advanced optical recording technologies 
that have remarkably progressed toward single-neuron resolution and enable access-
ing ~100 cells in local brain circuits [ 26 ,  27 ]. Electrode arrays have also progressed 
toward the ambitious objective of massively parallel single-unit recordings, taking 
advantage of low-power microelectronics for signal conditioning, wireless transre-
ceiving, and multiplexing [ 28 ]. In particular, with advances in novel  active  multi-
electrode arrays, it is becoming realistic goal to record from several thousands of 
micro-/nano-electrodes simultaneously. This emerging generation of electrode 
arrays is realized with standard complementary metal–oxide–semiconductor 
(CMOS) technologies to implement active circuits for addressing large and dense 
matrices composed of several thousands of electrodes. This approach radically differs 
from  passive  MEAs that rely on the individual metal wiring of each microelectrode. 
While passive arrays of  m  columns and  n  rows need  m  ×  n  interconnecting wires, 
active arrays require only  m  +  n  wires and can also integrate signal conditioning and 
addressing circuits very close to each electrode. Another emerging trend in neuro-
electronic R&D is to combine innovative fabrication processes of fl exible and 
biodegradable materials with the functionalities provided by CMOS microelec-
tronic circuits (Fig.  7.2 ). As an example, Viventi and his collaborators have recently 
proposed an epicortical probe [ 29 ] with CMOS silicon circuits assembled on a fl ex-
ible electrode-array substrate.

  Fig. 7.2    Examples and concepts of  passive ,  hybrid , and  active electrode arrays . ( a ) Passive 
16-site implantable probe with fl exible polymeric interconnection [ 34 ]. ( b ) Hybrid implantable 
probe with 64-site probe (8 electrodes per shaft) and on-chip CMOS circuits for amplifi cation, 
multiplexing, and signal processing [ 10 ]. ( c ) Active electrode array for epicortical recordings (360 
electrodes). Circuits on thin silicon substrates (300 × 300 μm) are assembled on polymeric inter-
connecting substrates with a spacing of 500 μm [ 25 ]. ( d ) In  passive MEAs  electrodes are individu-
ally wired to an instrument amplifi er. ( e ) In  hybrid MEAs  electrodes are wired to on-probe CMOS 
circuits or to external ASICs. ( f )  Active MEAs  integrate an active matrix for wiring the electrodes. 
( a ) Reproduced with permission from [ 34 ], © (2007) Elsevier; ( b ) [ 10 ] © (2005) IEEE; ( c ) [ 25 ]       
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   In this chapter, we will use the defi nition of  hybrid MEAs  to refer to those devices 
that consist of passive MEAs integrated or assembled with CMOS circuits that are 
not used to modify the passive connectivity of the microelectrodes in the array. 
This hybrid approach was developed during the 1980s [ 30 ] to realize neural probes 
with a short distance among microelectrodes and front-end circuits and to reduce 
the number of output wires. In contrast,  active MEAs  for addressing and multiplexing 
a large number of closely spaced (tens of microns) microelectrodes were proposed 
very recently and have been only validated in vitro [ 31 ]. These devices, which 
provide an image-like view of extracellular potential distributions in brain tissue, 
are becoming an interesting tool to study synaptic plasticity in cultured networks 
formed by several thousands of neurons [ 32 ]. The availability of these devices is 
also driving development of computational tools adapted to large-scale recordings, for 
example, algorithms for estimating functional connectivity based on simultaneously 
recorded spike trains from nearby sites [ 33 ]. 

 The aim of this chapter is to review ongoing progress in the design and fabrication 
and performance of microelectrode arrays, brought about by recent advances in 
low-power microelectronics, nanotechnology, and computational power. The fi rst 
section of this chapter provides a short review on developments that brought MEAs 
from passive to active devices. Next we will present the implementation of the fi rst 
platform based on a monolithic CMOS multielectrode array, enabling simultaneous 
record from 4,096 microelectrodes [ 35 ]. Developed over the last 13 years, this 
active MEA chip is based on the Active Pixel Sensor (APS) concept that was origi-
nally developed for high-speed light imaging devices    [ 36 ,  37 ]. The design of this 
system was a signifi cant engineering effort oriented toward the development of a 
highly scalable circuit architecture that can be a springboard for next-generation 
large-scale MEAs. Finally, we will discuss the experimental performance of the cur-
rent generations of APS-MEA. 

 The goal for this chapter is to help the new generation of researchers bridge the 
gap between neuroscience and engineering, to use neuroengineering principles to 
create novel instruments and implement applications for studying neural activity in 
the brain.  

7.2     From  Passive  to  Active  Multielectrode Arrays 
for Neural Interfacing 

 Implantable microwire arrays developed in the 1950s can be considered the precur-
sors of modern integrated multielectrode arrays and current implantable probes for 
brain recordings [ 38 ]. These microwire arrays were mostly handmade and their per-
formance was limited by the reproducibility of controlling the exposed area of the 
electrode tip and the interelectrode separation. In the 1970s, these issues motivated 
the application of microfabrication technologies, including photolithographic pro-
cesses and thin-fi lm technologies, to realize microelectrode arrays on silicon 
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substrates with well-controlled positions and exposed electrode-tip areas (Fig.  7.3 ). 
Such devices are here referred to as  passive electrode arrays  since each microelectrode 
is individually wired on the array by means of a “passive” metal lead and connected 
to a separate electronic circuit for signal conditioning, multiplexing, and analogue-
to-digital conversion (Fig.  7.2d ).

   As reviewed in the next paragraphs, this passive approach was used to realize 
integrated chips for in vitro studies and brain-implantable probes. The develop-
ment of microelectronic circuits adapted to these passive electrode-array devices 
started very early and was mainly oriented toward shortening the electrode-to-
amplifi er distances to lower noise and to reduce the whole system size for chronic 
behavioral studies with implantable probes [ 39 ]. However, with developments in 
low-power microelectronics in the beginning of the twenty-fi rst century, dedicated 
CMOS circuits started to be intensively developed [ 40 ]. This gave rise to a wide 
range of  hybrid electrode-array  systems, consisting of dedicated CMOS front-end 
circuits for signal amplifi cation [ 41 ] connected to passive MEAs [ 42 ] or integrated 
on-probe for signal conditioning and multiplexing of a few tens of electrodes 
(Fig.  7.2e ). 

 More recently,  active electrode arrays  consisting of monolithic CMOS chips 
were proposed in order to manage the electrode connectivity on the array and to 
achieve recordings from a much higher number of closely integrated microelec-
trodes (Fig.  7.2f ). These devices are realized by microelectronic processes of stan-
dard integrated circuits (ICs) and have thus also a high potential for commercialization 
due to their lower production costs when compared with  passive  devices realized 
with microelectromechanical (MEM) technologies [ 43 ]. The Active Pixel Sensor 
(APS) multielectrode array [ 35 ] that will be described in detail in the next section is 
one example of CMOS architectures that have been proposed for the integration of 
scalable high-density electrode arrays. 

  Fig. 7.3    Overview of the main progresses in the development of multielectrode array (MEA) 
technology applied in vivo and in vitro, from  passive  to  active  devices       
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7.2.1     Multielectrode Arrays for In Vitro Neural Interfacing 

 Multielectrode arrays (MEAs) for in vitro neuroscience have become a widely used 
neurotechnology that has a promising potential for biomedical research and diag-
nostics [ 44 ]. Research on MEAs led to improvements in the recording and stimula-
tion performances of chip-integrated microelectrodes, which in turn facilitated 
research on cultured neuronal networks [ 45 – 49 ] and ex vivo brain tissue [ 50 – 52 ]. 
The use of in vitro MEA chips for neuropharmacological and neurotoxicological 
screenings was also proposed [ 53 – 55 ] and is nowadays a promising approach for 
electrical readouts applied to human-derived cell culture preparations [ 56 ]. 

 As it has been reviewed by J. Pine [ 57 ], one of the pioneers in MEAs, in vitro 
electrode arrays were independently demonstrated by C. Thomas [ 58 ], G. Gross 
[ 59 ], and J. Pine [ 60 ]. Briefl y, C. Thomas and his colleagues performed the fi rst 
experiment in 1972 and recorded peak-to-peak signals of 20–2,000 μV in amplitude 
from dissociated chick myocytes, using an array of 2 × 15 planar gold electrodes 
(100 μm pitch) that were plated with platinum black to lower their impedance [ 61 ]. 
In 1977, G. Gross proposed the use of multielectrode arrays of 36 gold electrodes 
(10 μm in diameter, 100 or 200 μm pitch) that were structured by laser etching. 

 Gross et al. used these arrays to record single-action potentials (up to 3 mV p–p ) 
from snail ganglion cells [ 59 ]. Three years later, J. Pine reported the fi rst recording 
from rat dissociated neurons cultured on-chip [ 60 ]. Pine and colleagues’ multielec-
trode array featured 16 platinized microelectrodes (250 μm pitch) insulated with 
silicon dioxide and with a square electrode opening of 10 μm. 

 The devices implemented in this early work do not differ much from more recent 
passive devices and from chips that are currently commercially available. These 
recent MEAs are the fruit of research that was mainly focused on optimizing the 
electrode and recording performance [ 64 ,  65 ] by applying different electrode mate-
rials (e.g., Au, Pt and black Pt, IrOx, TiN) [ 66 – 69 ] and by studying the interfacing 
properties of planar or three-dimensional electrode morphologies [ 62 ,  70 ] (Fig.  7.4 ). 
More recent approaches include the use of nanomaterials such as carbon nanotubes 
(CNTs) to enhance the recording and stimulation performance of microelectrodes 

  Fig. 7.4    Examples of passive multielectrode arrays (MEAs) for in vitro. ( a ) MEA with 32 planar 
electrodes and 4 on-chip pseudo-references [ 62 ]. ( b ) View of a porous Si-MEA with tip-shaped 
microelectrodes for electrophysiology on organotypic brain slices. ( c ) MEA with EPON SU-8 
clustering structures for investigating interconnected neuronal populations [ 63 ]. ( a ) [ 62 ] © (1997) 
IEEE; ( c ) reproduced with permission from [ 63 ], © (2006) Elsevier       
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[ 16 ,  17 ,  71 ,  72 ]. The layout of the arrays has also been varied to fi t different 
experimental models, from cultured networks to brain tissues. Finally, by taking 
advantage of developments in microfl uidics and biosensors, additional on-chip 
functionality has been added to enhance capabilities for in vitro recordings from 
cultured neurons [ 73 ] and brain slices [ 74 ] and to organize the topology of cultured 
neuronal networks [ 63 ,  75 – 78 ]. However, the number of electrodes and their sepa-
ration has not substantially changed: passive electrode arrays typically provide 
~60–256 microelectrodes, with pitches of about 100 μm.

7.2.2        Implantable Multielectrode Array Probes 
for In Vivo Neural Interfacing 

 Implantable probes differ from in vitro probes mainly because of the three- 
dimensional shaping of the electrode substrate (Fig.  7.2a, b ), which is necessary to 
optimize the geometry of the tip and the mechanical properties of the shaft to allow 
the probes to be implanted. In 1970, the fi rst silicon implantable electrode-array 
probe was realized by K.D. Wise and his collaborators [ 79 ]. Since then, many other 
investigators and research companies have exploited advances in silicon processing 
to design and fabricate various silicon-based electrode arrays [ 12 ,  80 ]. 

 Currently there are two predominant silicon electrode arrays used in neurosci-
ence. The fi rst comes from the original work of K. D. Wise and uses an “in-plane” 
technological approach to realize planar silicon combs with inline multiple shafts 
that are successively stacked one over the other during assembly to realize bidimen-
sional arrays of shafts [ 80 – 82 ]. For microstructuring of the combs and of the 
electrodes on the shafts, this approach takes advantage from the resolution of pho-
tolithographic processes. In this way, each shaft can provide multiple microelec-
trodes that are individually wired to a contact pad with a metal line. The various 
microfabrication processes of the silicon substrate proposed in the literature 
included boron doping used as wet etch stop [ 39 ,  83 ], combined dry and wet etching 
of silicon [ 84 ], or only dry etching procedures [ 85 ,  86 ], including the use of silicon-
on- insulator (SOI) substrates [ 87 – 89 ]. These processes can produce probes with 
multiple shafts, with length ranging from a few hundred micrometers up to several 
millimeters and with thicknesses in the range of 10–200 μm. Based on this approach, 
Wise and Najafi  have developed a variety of probes with different layouts, including 
single-shaft, multi-shaft, and 3-D-stacked layouts [ 90 ,  91 ]. An advantage of this 
type of probes is their compatibility with on-probe integration of microelectronic 
circuits [ 80 ,  92 – 94 ], an approach that has been used to produce hybrid MEA probes 
since the 1980s. 

 The second silicon probe in use for more than 20 years is the so-called Utah 
electrode array developed by Normann and co-workers [ 7 ,  95 ,  96 ]. This probe differs 
from the previous one in the fabrication process, and it also provides only single 
electrodes on the apex of each shaft. Utah electrode arrays are realized with the 
“out-of-plane” fabrication process, which consists of structuring the array directly 
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from a single block of silicon by using etching, doping, and heat treatments to realize 
a three-dimensional array of needlelike electrodes [ 97 ]. 

 More recently, an alternative approach to realize implantable silicon probes was 
developed within the “NeuroProbes” European project [ 98 ]. This approach has been 
developed to realize multifunctional probes by the modular assembling of combs 
or individual shafts on a slim platform. Each shaft can provide up to 188 or 752 
electrodes, with a pitch of 40 μm and a multiplexing active circuit that allows a 
subset of recording electrodes to be selected to optimize the experimental yield by 
discarding electrodes that are not effectively recording neural activity [ 99 ,  100 ]. It 
is also possible to include additional functionalities such as biosensors for in situ 
measurements or microfl uidic injectors [ 101 ,  102 ]. The combination of electrical 
recordings with the simultaneous delivery of chemical substances is extremely 
desirable for in vivo studies. Specifi c drug administration can be used to stimulate, 
to inhibit, or to selectively lesion brain regions of interest. To relate these modula-
tions with specifi c target areas, it is important that these injections are well localized 
and can deliver precise and small volumes (often <1 μl). Typically, microprobes and 
injectors are implanted independent of one another [ 103 ] or are glued directly 
together to fi x their relative position. However, these handmade devices limit accu-
racy and reproducibility of the position of the fl uidic outlet with respect to the 
microelectrode array. Therefore, fl uid delivery channels were directly integrated 
into micromachined implantable needles made with silicon processing [ 104 ,  105 ] 
and more recently by using photo-structurable polymers such as the EPON SU-8 
[ 106 ,  107 ] or polyimide [ 108 ]. 

 While silicon technology has been widely used, the recent development of fl ex-
ible polymeric technologies provides an alternative substrate [ 109 – 113 ]. Flexible 
materials reduce the mechanical mismatch between stiff microprobes and soft brain 
tissue that can cause injury and infl ammation at the recording site, leading to signal 
and tissue loss in chronic and semi-chronic experiments [ 114 ]. Approaches for 
fl exible probes have included the use of biopolymer coatings [ 115 ] or nanoparticle- 
embedded coatings [ 116 ].  

7.2.3     Active Multielectrode Arrays for Large-Scale 
Neural Interfaces 

 Through the 1990s, there were only a few pioneering studies on developing micro-
electronic circuits for electrode arrays [ 40 ]. These circuits were integrated on 
implantable probes, to provide signal conditioning close to the microelectrodes and 
to reduce the number of output lines with multiplexing circuits or wireless data 
transmission [ 39 ,  117 ,  118 ]. R&D on CMOS circuits for neuroscience has expanded 
rapidly over the last decade. Due to achievements in low-power microelectronic 
integration [ 119 ,  120 ], novel CMOS electrode arrays are allowing chronic  recordings 
from an increasingly larger number of single neurons. 
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 The technological constraint of individually wiring each microelectrode to an 
amplifi er is a major factor limiting the number of recoding electrodes in passive 
electrode-array confi gurations. Scaling up the number of electrodes faces the issues 
of routing the electrode interconnections and of managing the acquisition. As a fi rst 
step to overcome this limitation,  hybrid  architectures consisting of CMOS-based 
application specifi c integrated circuits (ASICs) connected either on-chip or off-chip 
to passive electrode arrays were initially proposed [ 42 ,  121 – 124 ]. For example, 
Field et al. used this approach to simultaneously record from 512 closely spaced 
microelectrodes to investigate the functional connectivity of retinal ganglion cells 
(RGCs) in ex vivo retina at the resolution of individual neurons [ 125 ]. However, 
since this hybrid approach still relies on passive wiring of the electrodes, it is not a 
practical solution to drastically increase the number and density of microelectrodes 
over large recording areas (several square millimeters). 

 In order to solve this issue of electrode connectivity,  active  MEA chips were 
proposed [ 31 ]. In this case, on-chip digital microelectronic circuits and active matri-
ces are integrated to address and multiplex a large number of microelectrodes. 
So far, these monolithic CMOS circuits have been validated in vitro and represent 
the most advanced large-scale arrays with respect to the number of simultaneously 
recording electrodes. 

 There have been three major developments using active MEA methodology, 
allowing integrated devices with up to 32,000 electrodes. These devices are referred 
to as CMOS-MEAs since they consist of monolithic microelectronic chips with 
active circuits for wiring the electrodes. However, there are substantial differences 
in their circuit architectures and in the type of electrode transducers (i.e., metal 
electrode or fi eld-effect transistors), with consequent differences in performances 
with respect to the number of simultaneous recording electrodes, spatial resolution 
(i.e., interelectrode separation and electrode sizes), and signal-to-noise perfor-
mance. Some of systems were designed specifi cally for continuously recording for 
long periods of time (hours, days), while others were designed for managing elec-
trode arrays with very small pitches, down to cellular dimensions (<10 μm). 

 To our knowledge, the fi rst report of high-resolution CMOS-MEAs was in 2001 
by Berdondini and collaborators, to enable simultaneous recordings from 4,096 
electrodes [ 129 ] (Fig.  7.5 ). In 2011, this platform became the fi rst commercially 
available active MEA system. The electrode connectivity is managed by adopting 
an architecture based on the Active Pixel Sensor (APS) array concept that was origi-
nally applied for high-speed light-imaging sensors [ 36 ,  37 ]. For electrophysiologi-
cal recordings, the original in-pixel circuitry for light sensing was entirely redesigned 
to instead provide sensitivity to small extracellular charge variations resulting from 
cellular activity. The active area is constituted by an array of “neuroelectronic 
pixels,” each integrating a microelectrode and a circuit for the fi rst-stage amplifi er 
and low-pass fi ltering. The maximum currently available recording area is ~25 mm 2 , 
with a density of electrodes up to 520 electrodes/mm 2  (square electrode of 
21 μm × 21 μm in width and an electrode pitch of 42 μm). After three stages of 
amplifi cation (in-pixel amplifi er, column amplifi er, and output amplifi er) that 
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provide a total programmable gain of 52–76 dB, the readout is implemented 
by addressing and multiplexing the 4,096 electrode signals on 16 output lines. 
The major effort of this development was to enable whole-array recordings at a 
suffi ciently high sampling rate to resolve single-action potentials (i.e., ≳6 kHz). 
Thus a complete acquisition platform and software application were developed. 
An early version able to record from the entire array at 7.8 kHz/electrode was pre-
sented in 2008 [ 126 ]. Interestingly, because each electrode can be individually and 
randomly addressed, a selected  region of interest  (ROI) can be recorded at higher 
sampling rates. Additionally, while the fi rst devices were only for recording, the new 
generation of chips now also allows on-chip electrical stimulation. This chip 
features 16 stimulating electrodes interlaced within an array of 64 by 64 recording 
sites (electrode density of    ~156 electrodes/mm 2 , 81 μm pitch, ~25 mm 2  active area).

   A second major development in the fi eld of monolithic CMOS-MEAs was carried 
out by the group of A. Hierlemann, with fi rst results published in 2003 [ 127 ]. The 
device included an array of electrodes integrated with analogue and digital circuits 
realized in a standard CMOS technology. The fi rst prototype comprised 16 elec-
trodes (250 μm in pitch) that were connected to a voltage follower to lower the 
output impedance, an amplifi er with band-pass fi ltering (gain of 40 dB, bandwidth 
of 100 Hz–50 kHz), and a switching circuit for confi guring the electrodes in stimu-
lation or recording modes. By 2007 [ 130 ,  131 ], this basic circuit had been scaled up 
to a CMOS chip with 11,016 microelectrodes (electrode size of 7 μm diameter and 

  Fig. 7.5    First prototype of the Active Pixel Sensor MEA platform (APS-MEA). ( a ) Picture of the 
CMOS dye and close up on the electrode area. ( b ) Early version of the chip packaging on-PCB. ( c ) 
View of the acquisition board based on a commercial FPGA development kit. ( d ) View of a com-
mercially available frame grabber used for data acquisition on a host computer. Reproduced with 
permission from [ 126 ] © (2008) IEEE       
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electrode pitch of 18 μm), with on-chip circuits to select a subset of recording 
electrodes. The total recording area was of 2.0 × 1.75 mm 2  and with ~3,200 electrodes/
mm 2 . The complete schematic of the on-chip circuit is presented in Fig.  7.6c . 
As shown, electrophysiological signals are amplifi ed and fi ltered through three stages 
(total gain of 0–80 dB; high-pass fi lter, 0.3–100 Hz; low-pass fi lter, 3.5–14 kHz), 
multiplexed to 16 lines and sampled at 20 kHz before on-chip analogue-to-digital 
conversion (ADC). The key feature of this CMOS design is to provide a very dense 
electrode array, for example, to enable recordings with subcellular spatial resolution 
for tracking signal propagations in the same neuron and among cells. To achieve 
this, the circuit architecture and performance of these chips are radically different 
compared to other APS-MEAs. This CMOS design does not integrate signal condi-
tioning circuits underneath each electrode, and the chip is operated with a switching 
matrix circuitry that allows to address only up to 126 channels arbitrarily selected 
among the 11,016 metal electrodes. The amplifi cation and fi ltering stages for the 

  Fig. 7.6    High-resolution CMOS-MEA readout from 128 electrodes selected among 11,016. ( a ) 
Schematic description of the Pt electrode post-processing [ 127 ]. ( b ) View of the CMOS chip and 
location of the on-chip circuits [ 128 ]. ( c ) Block diagram of the on-chip components [ 128 ]. 
Reproduced with permission from ( a ) [ 127 ] © (2003) IEEE; ( b ) and ( c ) [ 128 ] © (2007) IEEE       
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126 channels are implemented around the area of the electrode array (Fig.  7.6b ). 
In this way, large and noise-optimized circuits can be integrated. Second, the circuits 
for analogue-to-digital conversion (recording) and for digital-to-analogue conver-
sion (electrical stimulation) are integrated on-chip (8-bit resolution). This CMOS 
circuit architecture thus provides a higher spatial resolution (smaller electrode 
pitch) compared with the APS-MEA platform, but it can only record from a portion 
of the whole array (more recently up to 256 electrodes). In this sense, the architec-
ture is not scalable in the number of active recording electrodes. Increasing the 
number of simultaneously recorded electrodes implies a signifi cant increase in the 
chip size to integrate the supplementary amplifi ers for each additional output line. 
To circumvent this limited readout from the whole array, the device can be sequen-
tially reset to reconfi gure the switching matrix circuitry and to record from different 
subsets of electrodes, but, due to a reconfi guration delay, this approach does not 
allow to simultaneously record extracellular signals from the whole array. 
Optimization of the recording sequences, for instance, by pre-identifying active 
regions on the biological model, might help to overcome these limitations.

   A third major development is based on fi eld-effect transistor (FET) arrays instead 
of the metal electrode arrays implemented in the two previously reported active 
MEA systems [ 132 ]. This development is the outcome of an intensive research 
effort on FETs carried out by P. Fromhertz and his collaborators [ 133 ]. In the case 
of FETs, the extracellular electrical activity of the neuronal membrane modifi es the 
open-gate region of the transistor and modulates the source–drain current [ 134 ]. 
The main motivation for using these transducers is to ensure the absence of any cur-
rent fl owing between the electronic and ionic sides of the electrode–electrolyte 
interface (i.e., direct faradic contact). Additionally, the integration of arrays of FETs 
takes advantage from the scalability of transistors and can be coupled with nano-
structures [ 22 ]. Under these premises, in 2003 the Max Planck Institute for 
Biochemistry in Martinsried, in collaboration with Infi neon Technologies AG 
(Belgium), presented the fi rst implementation of a large-scale FET array (active 
area of ~1 mm 2 , electrode pitch of 7.8 μm) with on-chip circuits for signal condi-
tioning and multiplexing [ 132 ]. This chip was able to record from the entire array at 
a frame rate of 2 kHz, and similar to the APS-MEA, the sampling rate can be 
increased by reducing the number of recording electrodes from selected regions of 
interest (ROIs). A schematic cross section and the equivalent circuit of the oxide–
semiconductor fi eld-effect transistor (OSFET) used in this work are shown in 
Fig.  7.7a , while the on-chip circuit schematics and a micrograph of the CMOS chip 
are shown in Fig.  7.7b, c . Each of the 128 rows of the array is connected to a specifi c 
amplifi er and the readout is performed through 16 output lines by multiplexing 
8 electrodes on each output. In order to operate the FET electrodes, a calibration of 
the sensing transistors is performed typically every 100 frames on each column by 
applying a reference AC signal in the bath. An improved generation of this high- 
density FET electrode-array chip with higher sampling frequency (6 kHz) was pre-
sented in 2011 [ 135 ]. It was able to sequentially record from four regions of the 
whole active area with up to 4,096 electrodes at a sampling frequency of 24 kHz. 
The presented platform can record up to 600 ms consecutively, with interruptions of 
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several seconds among each recording phase due to limitations in continuous 
streaming as well as in the need for a regular calibration of the FET transducers. 
Also in 2011, the same authors reported a redesigned chip providing 256 × 128 
bidirectional FET recording/stimulation sites (total active area of 2.28 × 1.14 mm 2 ) 
with a complete on-chip digital interface [ 136 ]. The entire array can be sampled at 
a rate of 2.4 kHz or can be operated at higher sampling rates by selecting a subset 
of recording sites.

7.3         The Active Pixel Sensor Multielectrode 
Array (APS- MEA) Technology 

 The Active Pixel Sensor multielectrode array platform (APS-MEA) was introduced 
in 2001 and has enabled simultaneous recordings in vitro from 4,096 microelec-
trodes integrated on a large-area array of several square millimeters, with electrode 
separations of a few tens of microns. This active electrode array is implemented 
using a highly scalable circuit architecture. The concept of the APS-MEA chip and 
the 4,096 electrode-array platform are shown in Fig.  7.8 . The platform is composed 
of disposable chips, a real-time hardware unit, and a software application for record-
ing, visualizing, and analyzing the acquired signals. In the next paragraphs, we will 
fi rst describe in detail the hardware and software components and then review some 
of the experimental results and approaches used for the analysis of neural activity 
recorded at high resolution.

  Fig. 7.7    High-resolution FET-MEA. ( a ) Schematic cross section and equivalent circuit of an 
oxide–semiconductor fi eld-effect transistor (OSFET) used for neural interfacing. ( b ) Block dia-
gram of the on-chip circuit. Each of the 128 rows of the electrode array is connected to a dedicated 
amplifi er and the readout is performed through 16 multiplexers. ( c ) Micrograph of the FET-MEA 
CMOS chip. Reproduced with permission from [ 132 ] © (2003) IEEE       
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7.3.1       The APS-MEA System Architecture 
and Its Hardware Components 

 The hardware architecture of the APS-MEA is organized in three main components 
(Fig.  7.9 ): (1) the CMOS integrated circuit (IC) providing 4,096 electrodes with a 
readout from 16 multiplexed analogue channels (256 electrodes each); (2) a fi eld- 
programmable gate array (FPGA) board comprising a module of 16 analogue-to- 
digital converters (ADCs), a processor unit for operation and addressing of the 
CMOS chip as well as for the real-time fi ltering of the signals, and a serializer for 
high-speed communication through a camera-link standard protocol (data rate of 

  Fig. 7.8    Concept of the APS-MEA chip and overview of the current platform for simultaneous 
recordings from 4,096 microelectrodes. ( a ) Schematic representation of the APS-MEA circuit 
with in-pixel electrodes, amplifi ers, and active circuits for the readout. ( b ) View of a CMOS APS- 
MEA chip mounted on its printed circuit board. ( c ) Real-time hardware for control and data acqui-
sition. ( d ) Screenshots of the BrainWave software application used for managing the experiments. 
( a ) Reproduced with permission from [ 137 ] © (2008) Elsevier       

  Fig. 7.9    Schematics of the APS-MEA hardware architecture. The platform is composed by a 
monolithic CMOS IC with 4,096 electrodes; a real-time FPGA board and a host computer equipped 
with a frame grabber and confi gured for online storage and visualization of the acquired data. 
Reproduced with permission from [ 126 ] © (2008) IEEE       
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~60 MB/s); and (3) a host computer equipped with a high-speed frame grabber and 
with hard drives confi gured for fast data storage. The hardware is operated from the 
host computer, which communicates with the FPGA through serial communication 
(UART). The software running on the host computer implements tools for the online 
visualization of the data during recording and tools, for data mining, analysis, and 
management of the acquired datasets, such as exporting records of neuronal spiking 
activity to common fi le formats).

   The fi rst component of the platform is the  APS-MEA chip , which is a solid-state 
CMOS integrated circuit (IC) fabricated in a standard fi ve-metal-layer technology 
(0.5 μm in the early generations [ 137 ] and 0.35 μm successively [ 126 ]). It provides 
an array of 64 × 64 (4,096) squared electrodes of 21 × 21 μm 2  with pitches of 42 μm. 
The metal electrodes were initially made of silicon–aluminum alloy (layer of the 
CMOS process), and more recently they have been post-processed with noble met-
als (e.g., Au or Pt by electrodeposition) to improve the quality of the recordings 
[ 136 ]. A ~2 μm thick insulating layer of silicon oxide and silicon nitride protects the 
underlying CMOS circuitry. The microelectrodes are opened through this insulating 
layer and have thus a recessed morphology, as it is shown in the SEM picture of 
Fig.  7.10 . The on-chip amplifi er is composed of three stages. The fi rst stage is inte-
grated in each pixel underneath each microelectrode and provides a gain of 40 dB. 
The short distance between the electrode and the amplifi er input guarantees a high 
signal-to-noise ratio since the signal is conditioned close to the source and is thus 
less sensitive to electronic perturbations introduced by the digital circuitry or by 
parasitic capacitive noise induced by long wiring. However, the design of this in- pixel 
circuit is constrained by the tight pixel area of 42 × 42 μm 2 , which imposed a trade-off 
between noise performances and circuit complexity, transistor size, and the use of 
resistive or capacitive components for in-pixel fi ltering [ 126 ].

   To limit the effects of the DC offset arising from the dynamic electrochemical 
equilibrium of the electrode–electrolyte interface, which could saturate the ampli-
fi ers, an in-pixel calibration circuit was included. Since integrating an AC coupling 
is not feasible in such a small pixel area, a DC-coupled architecture was chosen and 
an auto-zeroing circuit is used to manage the DC offset. This auto-zeroing circuit is 
based on a sampled feedback (SWAZ1 in Fig.  7.10 ), and it constitutes the in-pixel 
calibration circuit. For operation, a calibration sequence (SWAZ1 and SWAZ2 
closed) lasting 4 μs is used for resetting the input to a defi ned potential that is equal 
to the electrolyte potential and which sets the feedback to the appropriate DC work-
ing point. At the end of the calibration sequence, the feedback path is opened and 
the sampling capacitor CAZ holds the corresponding value. The in-pixel circuits 
have to be regularly recalibrated due to drifts of the DC offsets introduced (mainly) 
by leakage currents in the capacitor and photoelectrically generated charges intro-
duced by light (i.e., under standard operation, a typical calibration period of 1–2 s is 
suffi cient). The fi rst stage of the amplifi cation circuit is completed by a column 
amplifi er with programmable gain and by an output amplifi er integrated on the sides 
of the electrode-array area. These circuits allow total gains of 52, 64, 70, or 76 dB, 
respectively, with the gain adjustable to signals from different samples. Additional 
on-chip circuits were integrated for controlling the nominal bias currents of the 
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amplifi ers, for digitally addressing each pixel with random addressing logic, and for 
multiplexing the electrode signals on 16 analogue output lines (256 electrodes 
each). The random addressing logic is suffi ciently fast to enable acquisition at about 
8 kHz/electrode for full frame recordings or up to 125 kHz/electrode for recordings 
from only 64 selected electrodes. While the fi rst-generation APS-MEAs were 
designed for recording only, in 2012 we presented a new chip integrating electrodes 
for electrical stimulation (Fig.  7.10 ). Here, the recording and stimulation circuitry 
have been separated to avoid noise and artifacts induced by large amplitude stimula-
tion signals on the recording circuits. The chip was redesigned to accommodate 16 
stimulating electrodes positioned within the recording array to defi ne a 4 × 4 grid 
with a pitch of 1,225 μm. To do so, the pitch of the recording electrodes was 
increased to 81 μm; this generation of chips thus features an electrode density of 
~156 electrodes/mm 2  over a larger active area of ~25 mm 2 . 

 The second hardware component is the real-time FPGA board that controls the 
APS-MEA chip during operation and is interfaced by a host computer. On the 
FPGA board, the 16 multiplexed analogue outputs of the chip are digitally 

  Fig. 7.10    View of the APS-MEA CMOS chip. ( a ) Schematics of the signal amplifi cation chain 
(providing a fi rst stage under each electrode) and of the electrode readout. ( b ) SEM micrograph of an 
area of the electrode array. Electrodes are recessed into the insulation layer. ( c ) Micrograph of the 
CMOS chip. ( d ) Most recent generation of APS-MEA providing 4,096 recording electrodes and 16 
electrodes for electrical stimulation. ( a ) Reproduced with permission from [ 126 ] © (2008) IEEE       
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converted with 12 bit resolution by a bank of analogue-to-digital converters (ADCs) 
operating at 3 MSamples/s. This allows sustained data streams of ~2 MSamples/s 
generated during full frame recordings. The FPGA processor (in this case a Cyclone 
from Altera) is in charge of controlling the timing of the ADCs and sends the cali-
bration signals to the chip for the in-pixel amplifi ers. Additionally, it implements a 
real-time high-pass digital fi lter (infi nite impulse response) for the 4,096 electrodes 
that is used to remove the DC drift from the recordings. A    digital implementation of 
this fi lter was chosen in order to enable programming of high-pass fi ltering between 
0.1 and 10 Hz depending on the experimental needs [ 126 ,  127 ]. After fi ltering, signals 
are further multiplexed and sent to a serializer for transmission to the host computer 
with a camera-link standard protocol. 

 The receiver is a two-channel PCI frame grabber (Leonardo from Arvoo), 
operating at a transmission speed of 128 MB/s per channel. This board is installed 
on the host computer, which is the third hardware component of the system. Since 
the entire platform is able to record continuously the raw data from all the 4,096 
electrodes, the stream cannot be stored entirely on the RAM of the host. Indeed, 
10 min of recording generates a dataset of ~36 GB. Therefore, the software and 
hardware of the host computer have to allow writing the recorded data directly to 
hard drives. For this purpose, the host pc implements a RAID 0 hard-disk confi gura-
tion (striping confi guration) for fast parallel writing, guaranteeing an average speed 
of at least 128 MB/s. The maximal recording duration of raw data is only limited by 
the size of the available hard drives and can thus extend up to a few hours with cur-
rently available components. While data storage is continually improved by the 
availability on the market of larger and faster data storage solution, handling of 
these large datasets can be diffi cult. Therefore, real-time or online data compression 
solutions have been investigated [ 127 ] and are under development. Recently, the 
commercial version of this platform (BioCAM from 3Brain GmbH, Switzerland) 
has been upgraded with an online spike-detection algorithm that drastically reduces 
the size of the datasets, up to 1,000 times.  

7.3.2     Overview of the Software Architecture 

 A software application was developed using the Visual Studio Environment, to 
record, analyze, and visualize online the data generated by the high-resolution 
active electrode arrays. 

 This environment was selected because it integrates different languages such as C, 
C++, and C#, enabling developers to adopt high-performance low-level languages 
for specifi c tasks (e.g., C and C++ to wrap the frame-grabber COM libraries or 
object-oriented C# to implement graphical user interfaces, etc.). In particular, the 
software architecture (Fig.  7.11 ) was designed to provide critical functionality 
related to large datasets, namely, (1) data handling for fast data streams (~62 MB/s), 
(2) online or off-line event detection, (3) graphical tools to visualize the spatiotem-
poral distribution of the activity, and (4) data mining to extract the most important 
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information from the acquired data. To manage these issues during continuous 
acquisitions, the recorded data are at fi rst buffered on the 512 MB RAM of the 
frame grabber and then transferred to the memory of the host computer. By parallel 
multithreading, a chain of buffers is fi lled consecutively with an acquiring thread 
(“head”), while a receiver thread (“tail”) is in charge of moving the fi lled buffers on 
the RAM of the host. This custom confi guration, entirely developed in C++, main-
tains a balance between data acquisition and data handling. Once a buffer is avail-
able on the RAM of the host, a series of C# threads process the data for successive 
visualization, event detection (if required), and storage on the hard drive. It should 
be noted that this processing stream with event (spike) detection requires a host 
computer with a minimum of eight independent cores of 3 GHz and at least 4 GB of 
available RAM to process all 4,096 channels.

7.3.3        Visualization of Neural Activity Event Detection 

 The visualization of all signals acquired from several thousand electrodes would be 
diffi cult using conventional representations based on single-electrode traces avail-
able for lower-density multielectrode arrays (e.g., 60–120 microelectrodes). Instead, 
we have found that “image” and “movie” representations of the recorded extracel-
lular potentials provide a useful way to exploit the high spatiotemporal resolu-
tion of active MEA. Signals measured by the n × m electrode array are visualized 
as sequences of images of n × m pixels. As a fi rst pass the extracellular signal 
recorded by each electrode (pixel) can be directly encoded in false colors (Fig.  7.12 ). 

  Fig. 7.11    Overview of the APS-MEA software architecture. This solution was developed to man-
age the continuous visualization, event detection, and storage of large datasets acquired from 4,096 
simultaneously recording electrodes (~62 MB/s)       
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Movies of the recorded spiking activity as well as time-lapse images that represent 
the spatiotemporal pattern of activity can be generated to visualize the propagation 
of neuronal activity. This simple encoding is useful for slow and large amplitude 
signals of hundreds of microvolts, such as discriminating between hyperpolarization 
(dark blue) and depolarization (bright red) phases in the low-frequency potentials 
(LFPs) recorded from cortico-hippocampal brain slices (Fig.  7.12a ). However, 
displays of raw extracellular potential are insuffi cient to capture neuronal action 
potentials, which typically last only 1–2 ms. A more effective and simple approach 
consists in color coding the maximal signal variation over a time interval. This is 
illustrated in Fig.  7.12c, d  using time intervals of 10 and 100 ms, respectively. 
For the analysis of the recorded signals, the fi rst step typically consists of detecting 
the timing of each neuronal signal event, such as spikes, spike bursts, multiunit spik-
ing activity, or fi eld potentials. Depending on the sparseness of these events, the 
detection can contribute to a drastic reduction of the dataset size. Different event 
detection algorithms have been developed for passive MEA and can be adapted for 
active electrode arrays. For the APS-MEA platform, a precise and robust algorithm 
has been adopted from previous work and provides a precise temporal identifi cation 
of the peaks of the events with low false-positive detections [ 138 ]. After event detec-
tion, the results can be again displayed as images of 64 × 64 pixels with color codes 
that represent the activity parameter calculated for each single electrode. This can help 
in the data mining, in order to select relevant electrodes to be further analyzed. For 
instance, the visualization of the average fi ring rate can be used to select the most 
valuable electrodes, either by manual selection (Fig.  7.12e ) or by thresholding of the 
fi ring rate, for example, by considering only electrodes recording signals within a 
selected spike rate interval (Fig.  7.12f ).

7.3.4        Fundamentals of Spike Train Analysis 

 The spike-detection algorithm is an event detector for action potentials. Its output is 
the so-called spike train, which represents the time stamps of each spike for each 
electrode. Importantly, for extracellular recordings, each electrode samples the 
surrounding electrical fi eld and will thus likely detect signals from more than one 
neuron. Therefore, before spike detection, a spike-sorting algorithm (SSA, such as 
those provided by the Offl ine Sorter from Plexon Inc. or as presented for CMOS- 
MEAs in [ 127 ,  139 ]) can be applied to the recorded signals to assign the clustered 
spike shapes to the different neural units [ 140 ,  141 ]. In principle, the spike sorting 
would constitute a fundamental step of the data-analysis process, but a careful 
understanding of the intrinsic limitations of these algorithms should be taken into 
account. First, most of the SSAs rely on the constancy of the action potential wave-
form to assign the spikes to a specifi c cluster. However, the shape and amplitude of 
an action potential recorded with extracellular electrodes can change along with 
time (e.g., during a burst of spikes), and the SSA may overestimate the number of 
units. Second, the SSAs may yield different sorted “neurons” when analyzing the 
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same dataset and thus an objective choice of the properly sorted “neurons” might be 
hard to achieve. Rigorous approaches for the validation of the sorting algorithms 
have been recently introduced using synthetic ground truths generated by artifi cial 
neural networks [ 142 ] and are nowadays used to validate new spike-sorting tech-
niques [ 143 ] that might better identify single neuronal “units” by taking advantage 
of multiple nearby electrodes recording the same neuronal signal. 

 After spike sorting, some insights on the network activity can be obtained by 
computing fi rst-order statistics from the spike time stamps. Typical quantities are 
the fi ring rate (the number of spikes counted in a time window), inter-spike inter-
vals, bursting rate, burst duration, and intra-burst frequency (number of spikes in a 
burst divided by the burst duration). These quantities can be computed for individual 
units or averaged across many units in the network. The network-average parame-
ters have been used extensively to characterize neural development in cultures 
[ 144 ], to assess the effects of drugs (e.g., [ 53 ]), and to examine network plasticity 
[ 145 ]. High-density MEAs obviously allow for more reliable estimation of fi rst- 
order parameters than low-density MEAs [ 146 ]. 

 Further insights on network dynamics can be described by computing parameters 
based on the joint activities of two or more electrodes. These second-order statistical 
metrics are based on concepts derived from cross-correlation analysis or informa-
tion theory to quantify statistical dependencies (or functional connection) among 
electrodes. The cross-correlation function is a measure of the number of coincident 
spikes found at different time lags. From its defi nition, the cross- correlation peak 
relays information about both the strength and the directionality of the functional 
connection between two neurons. The signifi cance of the cross- correlation peaks 
can be assessed against null models obtained by shuffl ing the original spike trains in 
time [ 147 ]. Based on this analysis, a functional connectivity map representing the 
signifi cant links among electrode sites can be built and further analyzed to assess 
the topological properties of a network [ 148 ]. Similar functional connectivity analy-
ses have been extensively applied to fMRI recordings to interpret the interactions 
between different brain regions during specifi c tasks, but the information gathered 
by fMRI data has a typical limited spatial (~1 mm 3 ) and temporal (~seconds) resolu-
tion and is thus less informative of the underlying processing at the cellular scale. 
There is an increasing interest in understanding brain function in terms of its ele-
mental properties, at the level of neural circuits [ 149 ]. Multielectrode array devices 
such as the APS-MEA accessing thousands of single neurons thus have high poten-
tial to also reveal functional connectivity maps at the cellular scale in vivo [ 139 ]. 

 Finally   , the high-dimensional datasets generated by high-resolution MEAs are 
motivating the development of novel data-analysis techniques adapted to extract 
information from these multielectrode arrays [ 150 ]. Although high-dimensional 
datasets are maximally informative, a simplifi ed description of the datasets is nor-
mally required. In fact, high-dimensional spaces pose a set of issues for statistical 
and data analysis collectively known as the “curse of dimensionality.” Therefore, 
dimensional reduction techniques that retain the most informative views on the data, 
such as principal component analysis, have been used. Multiunit activity has also 
been successfully described using Ising models [ 151 ], in which network activities 
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are fi t considering only pairwise interactions in the model or by using maximum 
entropy models that generalizes the same idea to higher orders (>2) of interaction. 

 The development of descriptors of neuronal activity can be driven by the avail-
ability of high-resolution experimental data, particularly in the area of reducing the 
size of high-dimensional datasets. For example, simplifi ed descriptors might suffi ce 
to describe network bursts spreading through an entire network of cultured neurons. 
An example is the  center activity trajectory  (CAT) algorithm [ 152 ] that reduces 
each time frame of the network activity to the center of mass of the activity. The 
CAT algorithm has been applied to APS-MEA recordings [ 153 ] and was used to 
identify the trajectory of each propagating event. Successively, the trajectories were 
classifi ed to determine the major patterns of propagating network bursts.  

7.3.5     Sensing and Actuating Performances of Current 
Active Pixel Sensor MEAs 

 The specifi cations achieved with current APS-MEA chips are summarized in 
Table  7.1 . The main challenge in achieving an adequate input-referred noise for 
recording action potentials was the small pixel area available for the integration of 
the fi rst-stage amplifi er circuit. The noise measured in phosphate buffer solution 
was 11 μV rms  in static operation (single-electrode output) and of ~21 μV rms  during 
full array readout.

   Table 7.1    Specifi cations of the current generations of APS-MEA chips integrating recording and 
stimulation microelectrodes   

 APS-MEA 
(recording) 

 APS-MEA 
(recording and stimulation) 

 Number of recording electrodes  64 × 64 (4,096)  64 × 64 (4,096) 
 Recording electrode size  21 × 21 μm 2   21 × 21 μm 2  
 Recording electrode pitch  42 μm  81 μm 
 Active area  7.1 mm 2   26.9 mm 2  
 Number of stimulating electrodes  None  4 × 4 (16) 
 Stimulating electrode size  None  21 × 21 μm 2  
 Stimulating electrode pitch  None  1225 μm 
 Supply voltage  3.3 V  3.3 V 
 Overall chip power consumption  132 mW  132 mW 
 ADC resolution (off-chip)  12 bit  12 bit 
 Input-referred noise (static)  11 μVrm  11 μVrm 
 Input-referred noise (dynamic)  21.2 μVrm  21.2 μVrm 
 Average peak-to-peak noise  63.6 μV  63.6 μV 
 Programmable total gain (on-chip)  52, 64, 70, or 76 dB  52, 64, 70, or 76 dB 
 Full frame rate (4,096 electrodes)  8 kHz  8 kHz 
 Frame rate on 64 electrodes  125 kHz  125 kHz 
 Data throughput  490 Mbit/s  490 Mbit/s 
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   The resulting peak-to-peak noise of ~63 μV is compatible with measuring small 
amplitude spike signals of ~100 μV. In addition to noise, an additional challenge to 
resolve action potentials and their spatiotemporal propagations was to implement a 
system able to simultaneously record with a sampling rate of several kHz from 
4,096 electrodes. To illustrate the performance of the APS-MES, in the next para-
graphs we will describe electrophysiological signals recorded in vitro, on cultured 
cardiomyocytes and neural networks, brain slices, and ex vivo retina preparations. 
The fi rst experiments for validating the APS-MEA were performed on dissociated 
cardiomyocytes. After a few days in culture, cardiomyocyte preparations typically 
show rhythmic (~1 s period) large amplitude extracellular signals (0.5–1 mV) that 
propagate as waves spreading across the culture [ 126 ] (Fig.  7.13 ). For neural activ-
ity recordings, the APS-MEAs were used on dissociated cultures from rat primary 
hippocampal neurons, ex vivo retina tissue from mouse, and acute brain slices of 
cortico-hippocampal circuit of mouse. Some examples of typical signals recorded 
from these experimental models are shown in Fig.  7.13c .

  Fig. 7.13    Overview of electrophysiological signals recorded with APS-MEA on different in vitro 
models. ( a ) Action potentials recorded from cardiac cell cultures [ 126 ]. ( b ) Three-dimensional 
reconstruction of a propagating cardiac wave [ 126 ]. ( c ) Examples of extracellular electrophysio-
logical signals recorded on cultured primary neurons, ex vivo retina, and cortico-hippocampal 
brain slices. Pictures of the experimental model on APS-MEA chips are shown on the  top . Picture 
in ( a ) and ( b ) reproduced with permission from [ 126 ] © (2008) IEEE       
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   The average signal amplitude of spikes typically ranges between 180 μV p–p  for 
dissociated neural cultures up to 319 μV p–p  for recordings form the ganglion cell 
layer of explanted retina. Recordings of low-frequency fi eld potentials (LFPs) in 
acute brain slice show a higher average signal amplitude of ~440 μV p–p . Interestingly, 
even though the noise of the on-chip amplifi er is not as low as for low-density MEA 
systems, the neuron–electrode coupling and the short distance between the elec-
trodes and the in-pixel amplifi ers allow for an excellent signal-to-noise ratio. 

 A key feature of these large-scale electrode-array devices is that they can resolve 
propagating activity within networks with high spatiotemporal resolution. With an 
electrode pitch of 21 μm between thousands of recording electrodes, the spatial 
resolution is high enough to literally image the distribution of extracellular signals 
and to fi nely track signal propagation. Some illustrative examples from neuronal 
cell cultures and on brain slices are shown in Fig.  7.14 . As shown, APS-MEAs 
allow tracking of network bursts to investigate functional connectivity in combina-
tion with optical microscopy or to characterize LFP propagations in brain slices. 
In particular, the APS-MEA chip can uniquely track fast fi eld-potential propagations 
across and between hippocampal and cortical circuits, over a large fi eld of view 
(up to 5.1 × 5.1 mm 2 ). This    is useful for fi nely characterizing spontaneous or drug- 
induced propagations [ 154 ], for example, activity propagating from regions of the 
cortex to the DG, hilus, CA3, and CA1 areas of the hippocampus, and to estimate 
the speed of propagation (e.g., 17 mm/s CA3 to CA1 and 166 mm/s DG to hilus).

   On-chip electrical stimulation has recently been tested on dissociated hippocampal 
cultures. Biphasic electrical stimuli of 600 μs and 300 μA p–p  were applied to evoke 
electrical responses, and the evoked spatiotemporal propagation of neuronal activity 
can be fi nely described (Fig.  7.15 ). Interestingly, the stimulation artifact is only 

  Fig. 7.14    Some examples of studies taking advantage from the spatiotemporal performances of 
APS-MEAs. ( a ) Studying burst activity propagations in cultured networks based on CATs and 
classifi cation. ( b ) Investigating functional connectivity estimations by APS-MEA recordings and 
optical microscopy. ( c ) Superimposed anatomical picture and recorded activity used for studying 
fast LFP propagations among multiple brain regions in brain slices       
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visible on the recording electrodes within ~20 μm of the stimulation electrodes, and 
the evoked responses can be recorded without artifacts with a latency after stimula-
tion lower than 3 ms (e.g., see electrode at ~100 μm distance).

7.4         Conclusions 

 Neurotechnologies need to rapidly evolve to provide single-unit recordings from a 
much larger number of neurons than today possible. In this respect, here we have 
discussed active multielectrode arrays (MEAs) as an emerging methodology that uses 
CMOS microelectronic circuits to implement electrode-based devices for electro-
physiological recording from thousands of microelectrodes. Instead of individually 
wiring each electrode with passive metal lines as in previous generations of passive 
and hybrid MEAs, this novel MEA integrates microelectronic circuits to actively 
connect and read out each electrode within dense and large arrays. The Active Pixel 
Sensor multielectrode array (APS-MEA) discussed in detail in this chapter is one of 
the current implementations of active MEAs and provides recordings at millisec-
onds resolutions from 4,096 closely spaced electrodes. Designed currently for 
in vitro applications, we have used this platform to record from acute brain tissues 
and neuronal cultures, literally imaging propagation of neuronal activity. 

 The knowledge acquired thus far in the design of these circuits could allow in the 
coming years the development of large-scale recording capabilities for in vivo 

  Fig. 7.15    On-chip electrical stimulation with APS-MEA. ( a ) Example of evoked response using 
on-chip stimulation electrodes. ( b ) The stimulation artifact is confi ned to electrodes close to the 
stimulating electrodes (<100 μm)       
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studies, with minimally invasive and highly scalable devices [ 18 ] and with an overall 
power dissipation smaller than the estimated safe maximum of 80 mW/cm 2  for 
brain implantation [ 155 ]. Such a development would ideally provide fl exible and 
biomimetic properties to reduce damage to brain tissue. In this respect, novel inter-
facing modalities and materials emerging from nanotechnologies and fl exible bio-
degradable materials could be combined with the functionalities provided by 
advanced CMOS microelectronic circuits. This will require intensive multidisci-
plinary R&D converging both engineering and neuroscience, including the devel-
opment and validation of devices and computational methods adapted to large 
array recordings.     
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8.1  Introduction

In recent years the experimental toolkit at disposal of neuroscientists to investigate 
electrophysiologically the brain “in vivo” down to the level of neuronal microcircuits 
circuits and to elucidate their fundamental mechanisms for mapping and processing 
information has grown rapidly and even beyond expectations [1]. Driven by the 
compelling need of recording large numbers of neurons within the cortex and deeper 
structures, in a minimally invasive manner and over long time periods [2–4], the 
development of implantable brain probes based on microelectromechanical systems 
(MEMS) with arrays of microelectrodes has experienced a significant boost, lead-
ing to substantial optimization of pioneering approaches conceived in the 1970s [5] 
as well as to the development of novel technologies. Multielectrode arrays (MEAs) 
and multitransistor arrays (MTAs) integrated in silicon microchips constitute two 
major representatives from this class of brain implantable probes. Originally devel-
oped as “in vitro” prototypes for recording dissociated neurons or brain slices and 
other excitable cells [5–7], MEA and MTA reflect two different philosophies for 
transducing a neuronal electrical signal to a semiconductor chip, that is, either 
through a metal microelectrode or by means of an electrolyte–oxide–semiconductor 
field-effect transistor (EOSFET), a modified version of the metal–oxide–semicon-
ductor field-effect transistor (MOSFET) that is widely used in integrated circuits [8] 
(Fig. 8.1).

MEA and, more recently, MTA are at the basis of new generations of brain 
implantable probes, whose common and ultimate goal is the recording of extracel-
lular signals generated by neurons in the brain tissue, in the form of either spike 
correlates or local field potentials (LFP), at multiple sites and at high spatial 
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resolution. Similar to single electrode and tetrode technologies [10, 11], most 
state-of- the-art chip-based neuronal probes generally share as a common feature a 
needlelike design for limiting tissue damage, minimizing interference with the 
physiological function of neuronal circuits “in vivo,” and favoring long-lasting record-
ing in chronic implants [4, 12]. From the application point of view, MEA- and MTA-
based approaches improve more conventional single electrode or tetrode recording as 
they provide a large number of electrodes spaced by small distances, each one gather-
ing independently information on electrical activity from neighboring brain tissue. 
As such, they provide exhaustive information on the spatial distribution of extracel-
lular signals, taking advantage of the large scale and high density of their microelec-
trode recording arrays. Nowadays, advanced probes can feature even hundreds of 
recording sites that are spaced by distances in the micrometer’s range, and next gen-
erations of MEA and MTA implants may be expected that are performing a functional 

Fig. 8.1 MTA chip for “in vitro” recording. Neurons from the rat hippocampus are cultured on the 
surface of a silicon microchip covered by a thin layer of silicon oxide. An MTA is integrated in the 
chip. This linear array of oxide-insulated field-effect transistors is used to record neuronal extracel-
lular signals. Small dark squares are oxide-insulated gates of the individual transistors, which are 
integrated in the bulk silicon beneath the oxide, and work as voltage sensors. Extracellular voltages 
generated by a neuron growing on the transistor gate are transduced through the oxide into a modu-
lation of the source–drain current of the transistor and amplified for recording. Modified from [9], 
© The Author(s)
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“electrical” imaging of brain regions at high spatiotemporal resolution. To this 
endeavor, a joint contribution of electronic engineering, material science, and neuro-
physiology has proven to be essential to face the severe challenges related to reliable 
detection of low-amplitude voltages and currents generated by neurons in the extra-
cellular environment (typically in the range of microvolts and nanoamperes, respec-
tively) and to long-term biocompatibility of the brain implants. A further hurdle is the 
need to guarantee high measurement accuracy. As reliable recording of extracellular 
neuronal signals in terms of shape and amplitude is fundamental to extract correct 
and exhaustive electrophysiological information on neuronal activity both when 
considering LFPs and extracellular spikes [13–16], neuronal probes and their trans-
ducers must be conceived to minimally interfere with the signal itself.

As a complement to recording, arrays of microelectrodes are also employed for 
microstimulation, that is, for the spatially distributed extracellular stimulation of 
neuronal networks [17, 18]. In principle, both MEA and electrolyte–oxide–semicon-
ductor capacitors (EOSCs) arranged in multicapacitor arrays (MCA) can be used 
for the stimulation purpose. Particularly when integrated at large scale and high 
density, they represent a tool for probing neuronal circuits in experimental neurosci-
ence and with potentially tremendous impact when moving to application fields 
such as brain–machine interfacing, neuroprosthetics, and treatment of neurological 
disorders. Although optical stimulation methods have gained momentum for “in 
vivo” studies with the advent of optogenetics and its ability of targeting specific 
neurons, electrical stimulation remains a cardinal approach and with closer applica-
tion to clinics. Compared to recording, and despite success of peripheral implants 
such as the cochlear [19, 20] and, more recently, first retinal implants [21], micro-
stimulation of brain neuronal networks “in vivo” by chip-based microelectrode 
arrays remains a largely unexploited approach. Reasons may be ascribed in some 
measure to the need of high-voltage or high-current delivery to the tissue (up to 
volts or hundreds of microamperes) in order to excite neurons from the extracellular 
side and the difficulties to develop microelectrodes capable to reliably sustain such 
stimulation over time without corrosion or tissue damage. It is a matter of fact that, 
in view of the demand from neuroscientists for “near-physiological” stimulation 
methods “in vivo” [18], current probes based on microelectrodes appear mostly 
unsatisfactory, lacking of neuronal selectivity and being far away from mimicking 
synaptic inputs. Despite that, stimulation through microelectrodes has large room 
for improvement, for example, by attaining higher spatiotemporal resolution and by 
imitating physiological inputs through a finely controlled opening of voltage-gated 
ion channels [22].

In this chapter we present the state of the art and comment on perspectives of 
chip-based microelectrode arrays with respect both to recording and stimulation 
“in vivo.” Two different “philosophies” of electrical brain–chip interfacing, by metal 
electrodes and electrolyte–oxide–semiconductor transducers (i.e., EOSFET and 
EOSC), are presented with a description of fundamental technical aspects and 
examples of their use in neuroscience.

The core difference between the two interfaces lies deeply in their electrochemical 
nature: as a first rough approximation, in the case of MEA, electrons work as 
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charge carriers between metal electrode and electrolyte generating faradaic currents. 
In electrolyte–oxide–semiconductor transducers, electrical interfacing between 
semiconductor and electrolyte is mediated by capacitive nonfaradaic currents 
through a thin oxide layer. Thus, in this case, electrons in the semiconductor and 
ions in the electrolyte play separately the role of charge carriers. It is highly advis-
able to understand and to keep in mind the fundamentally different nature and 
behavior of the two interfaces when designing and performing electrophysiological 
experiments. Therefore, we start by providing a brief introduction on the electrochem-
istry of faradaic and nonfaradaic electrodes. For more information on the subject, the 
interested reader can refer to [23–29].

8.2  Electrode–Electrolyte Interfaces

As mentioned above, amplitude and shape of extracellular potentials convey impor-
tant information on the dynamics of neuronal signaling. This holds for local field 
potentials (LFPs) and for spikes, which makes high recording accuracy a fundamen-
tal goal for modern electrophysiology with implantable neuronal probes. On the 
other hand, when aiming for near-physiological neuronal microstimulation, achieving 
a high-quality spatiotemporal control of extracellular potentials and currents gener-
ated in the brain tissue by implanted microelectrodes is of primary importance. 
Thus, a key factor to attain high recording accuracy and, especially, near- 
physiological microstimulation is a well-characterized, stable, and controllable 
electrode–electrolyte interface. The design and use of microelectrode arrays in 
implantable probes must therefore take into account this fundamental need.

8.2.1  The Metal Electrode–Electrolyte Interface

Once a metal electrode is inserted in the brain tissue, an interface is formed between 
the solid phase of the electrode and the liquid phase of the electrolyte in the extra-
cellular environment. In the case of the metal electrode, as in the electronic circuitry 
within the probe, charge is carried by electrons, while in the extracellular solution, 
charge is carried by ions, mainly sodium, potassium, and chloride. During recording 
and stimulation of neuronal activity, current flows between electrode and electro-
lyte. Two types of processes occur at the interface. In the first one, electrons are 
transferred across the metal–solution interface and cause oxidation or reduction of 
chemical species to occur in the electrolyte. Since such reactions are governed by 
Faraday’s law (i.e., the amount of chemical reaction caused by the flow of current is 
proportional to the amount of electricity passed), they are called faradaic processes. 
Electrodes at which faradaic processes occur are sometimes called charge-transfer 
electrodes. In reality, a given metal–solution interface will usually show a range of 
potentials where no reactions occur, because they are thermodynamically or kineti-
cally unfavorable. Instead, processes such as charges adsorption and desorption at the 

S. Vassanelli



243

electrode surface can still happen, changing the structure of the electrode–electrolyte 
interface. Although charge does not cross the interface, capacitive currents can flow 
(at least transiently) when the potential electrode area or solution composition 
changes. These processes are called nonfaradaic processes, as they do not involve 
faradaic oxidation/reduction reactions associated to current flow. Both faradaic and 
nonfaradaic processes can take place when changing the potential of the electrolyte 
(as during recording) or of the electrode (as in the case of stimulation), and both 
must be taken into account when designing probes, conceiving experiments, and 
interpreting data. At first, we discuss the simple ideal case of a metal electrode–
electrolyte interface where only nonfaradaic processes occur: the ideal polarized 
electrode. We should emphasize that, in real experimental conditions, we are not 
dealing with one single interface but rather with at least two electrodes (one of 
which is commonly chosen with constant interface properties such as the silver–silver 
chloride and used as a reference) and two interfaces separated by an electrolytic 
phase. Such a system is called an electrochemical cell.

8.2.2  The Ideal Polarizable Electrode

A metal electrode at which no charge transfer can occur across the metal–solution 
interface, regardless of the potential imposed by an outside source of voltage, is called 
an ideal polarized (or ideal polarizable) electrode (IPE). While no real electrode can 
behave as an IPE over the whole potential range available in a solution, some elec-
trode–solution systems can approach ideal polarizability over limited potential ranges. 
Thus, the only faradaic current that flows in this region is due to charge-transfer reac-
tions of trace impurities (e.g., metal ions, oxygen, and organic species), and this current 
is quite small in clean systems. Since charge cannot cross the IPE interface when the 
potential across it is changed, only displacement currents occur and the behavior of 
the electrode–solution interface resembles that of a capacitor (Fig. 8.2a).

Fig. 8.2 The IPE as a capacitor. (a) The IPE is represented by a capacitor (C) as equivalent electri-
cal element. The capacitor is charged by a battery and a displacement current (I) proportional to 
the capacitance and to the first derivative of the voltage flows at the interface, without the occur-
rence of faradaic reactions. At a given voltage, equal charges with opposite sign (qM = −qS) build up 
on the capacitor plates. (b) Schematic representation of the metal–electrolyte interface with charge 
accumulation at the metal, qM, and electrolyte surface, qs
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At a given potential, there will exist a charge on the metal electrode, qM, and a 
charge in the solution, qs (Fig. 8.2b). Whether the charge on the metal is negative or 
positive with respect to the solution depends on the potential across the interface 
and the composition of the solution. At all times, however, qM = −qs. The charge on 
the metal, qM, represents an excess or deficiency of electrons and resides in a very 
thin layer (<0.1 Å) on the metal surface. The charge in solution, qs, is made up of an 
excess of either cations or anions in the vicinity of the electrode surface. The charges 
qM and qs are often divided by the electrode area and expressed as charge densities, 
such as σM = qM/A, usually given in μC/cm2, where A is the electrode area. In reality, 
a whole ensemble of charged species and oriented dipoles exists at the metal–solu-
tion interface forming the so-called electrical double layer, although its structure 
only very loosely resembles two charged layers as discussed below. At a given 
potential, the electrode–solution interface is characterized by a double-layer capaci-
tance, Cd, typically in the range of 10–40 μF/cm2. Noteworthy, and unlike real 
capacitors whose capacitances are independent of the voltage across them, Cd is 
therefore a function of potential.

8.2.3  The Electrical Double Layer

Several layers are thought to form the electrical double layer at the solution side of the 
electrode–electrolyte interface. In electrophysiological experiments, the layer closest 
to the electrode, the inner layer, contains water molecules and other species (ions or 
molecules) that are said to be specifically adsorbed (Fig. 8.3). This inner layer is also 

Fig. 8.3 Proposed model of the double-layer region under conditions where anions are specifi-
cally adsorbed. Reproduced with permission from [23], © (2001) Wiley
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called the compact, Helmholtz, or Stern layer. The locus of the electrical centers of 
the specifically adsorbed ions is called the inner Helmholtz plane (IHP), which is at 
a distance x1. The total charge density from specifically adsorbed ions in this inner 
layer is σi (μС/сm2). Solvated ions can approach the metal only to a distance x2; the 
locus of centers of these nearest solvated ions is called the outer Helmholtz plane 
(OHP). The interaction of the solvated ions with the charged metal involves only 
long-range electrostatic forces, so that their interaction is essentially independent of 
the chemical properties of the ions. These ions are said to be nonspecifically 
adsorbed. Because of thermal agitation in the solution, the nonspecifically adsorbed 
ions are distributed in a three-dimensional region called the diffuse layer, which 
extends from the OHP into the bulk of the solution. The excess charge density in the 
diffuse layer is σd; hence, the total excess charge density on the solution side of the 
double layer, σs, is given by (8.1):

 s s s sS i d M= + = -  (8.1)

The thickness of the diffuse layer depends on the total ionic concentration in the 
solution; for concentrations greater than 10−2 M, the thickness is less than ~100 Å. 
As charges distribution and the associated potential profile across IHP, OHP, and 
diffuse layer account for the double-layer capacitance, any perturbation causing a 
change in the double-layer structure will affect the Cd value. This is the case, for 
example, of voltages applied to the metal for electrophysiological stimulation or 
changes in the potential of the electrolyte during recording. Similarly, the double- 
layer structure can affect the rate of faradaic processes at the interface by influenc-
ing the accessibility to the electrode of electroactive species in solution.

8.2.4  Faradaic Processes and the Ideal Nonpolarizable 
Electrode

In electrochemistry, two different systems may account for faradaic currents: galvanic 
or electrolytic cells. A galvanic cell is one in which reactions occur spontaneously 
at the electrodes when they are connected externally by a conductor. These cells are 
often employed in converting chemical energy into electrical energy as in the case 
of commercial batteries, but they are generally unwanted in electrophysiological 
measurements as they generate potential offsets and spurious currents. An electro-
lytic cell, instead, is one in which reactions are caused by the imposition of an 
external voltage greater than the so-called open-circuit potential1 of the cell, while 
no reaction occurs if such voltage is not applied. The presence of galvanic and 
electrolytic cells in electrophysiological measurements is mostly influenced by the 

1 The open-circuit potential (or zero-current potential or rest potential) is the potential measured 
when a high impedance voltmeter is placed across the cell. This potential is established at equilib-
rium when a pair of redox forms linked by a given half-reaction (i.e., a redox couple) is present at 
each electrode [23].
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choice of reference electrodes, a choice that is important for both MEA and MTA 
recordings [24]. As far as phenomena occurring at the working electrode (i.e., the 
measuring or stimulating electrode) are concerned, treatment can be simplified by 
concentrating our attention on only one-half of the cells where electrolysis is the 
general term that include chemical changes accompanying faradaic reactions.

Let us consider more closely the nature of current and potential in an electro-
chemical cell, assuming a “perfect” reference electrode and considering only the 
half-reaction occurring at the working electrode. Being Eo the open-circuit potential, 
when a voltage equal to Eo is applied to the working electrode by an external power 
(Eappl = E0), the current at the electrode–electrolyte interface is zero. When Eappl > E0, 
the cell behaves as an electrolytic cell and current caused by redox reactions flows. 
Since the current flowing, i, is a faradaic current, it is proportional to the electrolysis 
rate (8.2–8.4):

 
i dQ

dt=
 

(8.2)

 
Q

nF N=
 

(8.3)

 
R mol s dN

dt
i
nF/( ) = =

 
(8.4)

where Q is the mobilized charge, n the number of electrons consumed in the electrode 
reaction, F the Faraday constant, N the number of moles electrolyzed, and R the 
reaction rate. Contrary to homogeneous reaction that is occurring everywhere within 
the medium at a uniform rate, an electrode process is a heterogeneous reaction, 
which is occurring only at the electrode–electrolyte interface. Here, the current is 
governed by the rates of processes such as:

 1. Mass transfer (e.g., of an oxidized species from the bulk solution to the electrode 
surface)

 2. Electron transfer at the electrode surface
 3. Chemical reactions preceding or following the electron transfer
 4. Other surface reactions, such as adsorption, desorption, or crystallization 

(electrodeposition)

Independently from the complexity of the reaction occurring at the electrode, if 
a cell has a defined open-circuit potential (Eeq), this potential is an important refer-
ence point of the system. The departure of the electrode potential (or cell potential) 
from the equilibrium value upon passage of faradaic current is termed polarization. 
The extent of polarization is measured by the overpotential, η (8.5), which is inter-
related with the current density at the electrode.

 
h = -E Eeq  

(8.5)

Information on the behavior of the electrode–electrolyte interface can be gained 
by determining current as a function of potential by obtaining i–E curves. 
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Current–potential curves, particularly those obtained under steady-state conditions, 
are sometimes called polarization curves. We have seen that an ideal polarizable elec-
trode shows a capacitive-like behavior, with storage of charge and change in poten-
tial upon the passage of current. Thus, ideal polarizability is characterized by a 
horizontal region of an i–E curve. Instead, an ideal nonpolarizable electrode is an 
electrode whose potential does not change upon passage of current, that is, an elec-
trode of fixed potential. Therefore, nonpolarizability is characterized by a vertical 
region on an i–E curve (Fig. 8.4).

With respect to these ideal cases, electrode–electrolyte interfaces in real experi-
mental electrophysiological conditions behave quite differently, commonly showing 
intermediate characteristics between polarizable and nonpolarizable electrodes and 
nonlinear responses to voltages. Detailed studies by impedance spectroscopy show 
that metal electrode–electrolyte interfaces can be modeled by equivalent electrical 
circuits with capacitive elements representing the double-layer capacitance, Cd, and 
impedance elements, Zf, to simulate faradaic components of the interface (Fig. 8.5) 
[23, 25–27]. However, in contrast to electronic elements, the components of the 
interface impedance usually strongly deviate from ideal behavior, which suggested 
breaking down the generic faradaic impedance in subcomponents, including a 
“Warburg” capacitance and impedance [23]. Nevertheless, the dependency of these 
elements from amplitude and frequency of driving voltages and from the specific 
combination of material and geometry of the electrode makes modeling of metal 
microelectrode–electrolyte interfaces quite cumbersome. As a rule of thumb, in the 
case of metal electrodes commonly used in neuronal probes, for small driving 

Fig. 8.4 Schematic examples of steady-state i–E curves for ideally polarizable and nonpolarizable 
electrodes. The polarizable electrode changes its potential without the occurrence of faradaic reac-
tions (i.e., i = 0). Thus, the behavior of the electrode is capacitive. In the ideal nonpolarizable 
electrode, instead, faradaic current passes but the electrode remains at a zero potential. In this ideal 
case, all resistive components (electrode and electrolyte) are neglected. Modified with permission 
from [23], © (2001) Wiley
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voltages at the working electrode, faradaic processes are negligible and current 
mainly flows through the capacitive branch of the circuit (i.e., Zf tends to infinity). 
This situation is typical for recording, since neuronal extracellular signals, wherever 
spikes or LFPs, typically reach only a few mV amplitude at best. For substantial 
potential changes, as during stimulation, when driving voltages in the volts range 
are applied, the faradaic current may become relevant, and current starts to flow in 
the impedance branch of the circuit [23, 25]. Bearing these basic concepts in mind, 
we can now examine some general features of MEA-based implantable probes, with 
respect to recording and stimulation.

8.3  Recording and Stimulation with MEA Probes

“In vivo” experiments produced undoubtful evidence that MEA-based implants are 
a very promising tool to investigate brain microcircuits [4, 10, 28] and, moving to 
clinical areas, to aid paralyzed and other neurological patients through prosthetic 
devices [3, 18, 29–31]. MEA probe application is not limited to neuronal recording. 
Electrodes capable of both recording and stimulation have been also developed 
aimed for two-way brain machine interfacing [18] or adaptive deep brain stimula-
tion (DBS) [32]. Despite the increasing variety of available MEA probes, all of 
them obey some general principles of operation and face common hurdles that we 
can identify. Neuronal activity is recorded by implanted MEA microelectrodes in 
the form of “spikes” (i.e., the usual action potential-related extracellular signals also 
known as single units) or LFPs. Although the exact origin and mechanisms of spatial 
spread in the brain tissue of these signals are not precisely known [1, 13, 33–35], in 
the perspective of dissecting neuronal network activity, it would be desirable that 
extracellular potentials are mapped by “punctiform” electrodes, i.e., having dimen-
sions that are negligible with respect to signal sources, which are the neurons and 
their current generating compartments [16]. In state-of-the-art probes, this chal-
lenge remains partially unmet. Nowadays, microelectrodes have dimensions that 
are comparable or at best slightly smaller than neuronal bodies and with a surface 

Fig. 8.5 Equivalent circuit of metal electrode–electrolyte interface with RE, the solution and refer-
ence electrode resistance; Cd, the double-layer capacitance; and Zf, the faradaic impedance. Ref and 
Wrk indicate the reference and the working (recording/stimulating) electrode, respectively. Note 
that the faradaic impedance represents the effect of the heterogeneous electron-transfer process 
between metal and electrolyte
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area that is in the range between a hundred and thousand micrometers squared. 
An additional challenge comes from low signal amplitude. Recording single units 
and LFPs with a decent signal-to-noise ratio (SNR), and to do this chronically, is 
technologically demanding. The amplitude of action potentials recorded in the CNS 
by extracellular electrodes is typically in the order of 100 μV or smaller, except 
exceptional cases when they can be a few hundred microvolts. On the other hand, if 
LFPs are frequently found whose maximum amplitude lies in the millivolt range, 
smaller amplitudes are common. Furthermore, the information content of the whole 
LFP shape is very relevant [1, 33], which implies the need of recording also the 
low- amplitude signal components. Thus, low-noise MEAs and readout electronics 
are mandatory for “in vivo” recording. In general, part of the background noise in 
single- unit recording is in reality “neuronal noise” from the multitude of back-
ground action potentials. Similarly, at lower frequencies, brain oscillations and 
background neuronal ensembles activity affect SNR for LFP recording. However, 
metal microelectrode impedance does contribute to noise. In particular, high elec-
trode impedance will increase noise and, in combination with stray capacitances 
between the electrode and the recording amplifier, will reduce the electrodes’ high- 
frequency response by RC filtering. Thus, in practice, recording metal microelec-
trodes are typically characterized by their impedance at 1 kHz, which is quite 
variable, ranging in vivo from approximately 50 kΩ to 1 MΩ. Despite this general 
principle, studies suggest a less certain correlation between electrode impedance 
(at 1 kHz) and recording quality. In the attempt of optimizing size and performance, 
microelectrodes have been developed based on a wide range of materials, including 
stainless steel, gold, tungsten, platinum, platinum–iridium alloys, iridium oxide, 
titanium nitride, and poly(ethylenedioxythiophene) (PEDOT). An exact knowledge 
of the behavior of the different electrode–electrolyte interfaces is obviously crucial 
for optimal operation. As far as recording is concerned, extracellular spikes [14], 
but to some extend also LFP signals [33], are associated to tiny potentials and small 
currents at the recording electrode. Thus, no high-rate electrochemical challenges 
should be expected: faradaic reactions are negligible, and the metal microelectrode 
behaves more closely to an ideal polarizable double-layer capacitor (see Sect. 8.2). 
When electrodes are used for stimulation, large voltages have to be applied and fara-
daic reactions may come into play, depending also on the quality of the interface 
[21, 23, 24]. When addressing long-term experiments, consistent neural recordings 
with chronically implanted microelectrodes have been difficult and for reasons that 
may have little to do with the properties of the electrodes themselves. Tissue reaction 
with gliosis and formation of a tissue scar interposing between probe and neurons is 
probably the major obstacle [37, 38], and it is still unclear how materials, dimen-
sions, and geometry of silicon probes affect the glia response [37]. Overall, as 
micromotion of the probe relative to the brain can cause tissue damage in chronic 
implants, tethering to the skull should be made through flexible structures. In any 
case, having a small neuron-to-electrode distance (i.e., below about 100 μm) is criti-
cal for recording single units [4], as the field strength rapidly decreases moving 
away from the spike source [16]. Perhaps mainly for this reason, maintaining good 
and stable recording for more than 1–2 years has proven to be a challenge both in 
monkey [39] and in first clinical trials [30], which has also led to the adoption of 
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cortical ensemble or multiunit recording methods to provide more stable control 
signals for prosthetic devices [40, 41]. Gliosis also hampers stimulation efficiency, 
but additional issues have to be considered when metal microelectrodes are to be 
employed for eliciting neuronal activity. Due to the large driving voltages, selection 
of adequate electrode materials is crucial to avoid as much as possible irreversible 
redox reactions, with production of chemical species potentially toxic for the brain 
tissue. On the other hand, reactions that could lead to electrode corrosion must be 
minimized. Thus, in principle, capacitive charge injection is more desirable than the 
faradaic one, although high-capacitive current delivery is only possible with capaci-
tor electrodes that are porous or employ high dielectric constant coatings. Among 
faradaic electrodes that can be used for both recording and stimulation in neuronal 
probes, platinum (Pt) and iridium (Ir) oxide electrodes are the most common. Pt 
(and PtIr alloys) can inject charge both by faradaic and capacitive double-layer 
charging, with the faradaic component usually dominating over the capacitive one. 
However, the voltage stimulation window is limited from −0.6 to 0.8 V (Ag∣AgCl) 
at pH 7 if reduction or oxidation of water has to be avoided, which constraints 
current density limits. Nevertheless, cochlear implants (among the most successful 
and experimented implants in patients) still use Pt or PtIr microelectrodes for stimu-
lation, even though relatively large electrode areas are required to keep current den-
sities safe [36]. The need for microelectrodes with higher charge-injection capacities 
led to development of thin-film coating of hydrated Ir oxide, obtained through Ir 
activation [42]. The film, once deposited on the metal surface of an electrode, 
greatly increases charge-injection capacity through a fast and reversible faradaic 
reaction between Ir3+ and Ir4+ states of the oxide [43]. Activated iridium oxide 
microelectrodes were also developed for implantable silicon probes taking advantage 
of thin-film micromachining technology and even tested in clinical studies requiring 
intracortical stimulation [44]. Yet at present, iridium oxide microelectrodes are 
considered among the best when neuronal stimulation is concerned.

Titanium nitride (TiN) and tantalum/tantalum oxide (Ta/Ta2O5) electrodes are the 
mostly known solutions in the world of capacitive stimulation. TiN, a chemically 
stable and biocompatible metallic conductor, offers large charge-injection capacity 
through the electrical double layer, particularly because highly porous surfaces can 
be obtained by sputter deposition that enhance electrode capacitance. Although lim-
ited by series resistance of the pores, current injection capacity is remarkable, but 
inferior to best-performing faradaic electrodes such as Ir oxide. On the other hand, 
TiN electrodes provide a wider voltage operating window (−0.9 to 0.9 V). Coating 
a metal surface with a thin dielectric layer is another strategy to enhance charge- 
injection capability. Dielectric coating, particularly when using high dielectric con-
stant materials, increases specific capacitance and, therefore, the current density 
that can be supplied for a given driving voltage. This is the case of Ta/Ta2O5 elec-
trodes, whose use, however, has never been extensive [45].

Over the years, and mostly recently, a host of different technologies, designs, and 
electrode materials has been proposed to overcome obstacles and improve perfor-
mance of implantable silicon probes. These efforts are described in detail in specific 
literature, and the interested reader can refer to [5, 28, 46–49] for extensive reviews 
on the subject. In the future, emergent materials and innovative nanostructures, such 
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as silicon nanowires [50], carbon nanotubes [51–54], conductive polymers as 
poly(ethylenedioxythiophene) (PEDOT), or other polymeric compounds [55, 56], 
may find their way for application on neuronal implants “in vivo.” Nevertheless, and 
despite the wealth of innovations, two basic architectures have inspired nearly all 
implantable MEAs that are today available to the neuroscience community: the 
“Michigan” and the “Utah” array. Thus, we will proceed by discussing their funda-
mental concepts and technological features.

8.3.1  The “Michigan” Probe

One of the first silicon-based implantable multielectrode arrays was made by Wise, 
Starr, and Angell [57–59]. These structures have evolved into several subsequent 
devices whose basic architecture is commonly referred to as “Michigan” probe [60]. 
In this probe, several planar microelectrodes are patterned on one of the two faces 
of a shank structure, providing a set of spatially arranged recording sites (Fig. 8.6). 

Fig. 8.6 The Michigan probes. (a) Schematic drawing of the basic shank structure of the Michigan 
probe. The silicon probe has a needlelike shape to favor implantation. While the needle region of 
the probe is vertically inserted in the tissue, the larger non-recording part contains signal process-
ing circuitry and metallic pads for output lead connections. Integrated in the shank and close to the 
tip of the chip are recording (stimulating) sites, represented, in this case, by four planar metal 
microelectrodes arranged in a linear array. (b) Scanning electron microscopy picture of the tip of a 
Michigan probe manufactured by a boron etch-stop process (scale bar: 10 μm). (c) Several probe 
designs, including multi-shank structures forming 2D recording arrays. (d) Multi-shank structure 
with 1,024 sites for 3D recording. Reproduced with permission from (a) and (c) [49], © (2004) 
IEEE; (b) and (d) [62], © (2008) IEEE
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In brief, the probe structure consists of a selectively etched (micromachined) silicon 
substrate having needlelike (shank) geometry. Conducting leads are insulated above 
and below by inorganic dielectrics, while recording (and in some cases also stimu-
lating) microelectrodes with approximately planar surface are formed by an area of 
exposed metal. Starting in the 1970s, the manufacturing of the Michigan probe 
relied on single-sided processing of silicon wafers that were becoming available in 
the electronic industry [49, 61], including technologies such as diffused boron etch- 
stops, reactive ion etching (RIE), and silicon-on-insulator (SOI) wafer technology. 
Since then, most of the present approaches to probe manufacturing use silicon sub-
strates [49], relying on expertise and equipment developed for industrial microelec-
tronic circuits and achieving an incomparable degree of miniaturization and 
reliability of yield. Thermally grown silicon dioxide and low-pressure chemical-
vapor- deposited silicon nitride are thin dielectrics typically adopted for insulation, 
while conductor leads can be formed using metals, metal silicides, or polysilicon. In 
spite of its relatively high resistance, polysilicon is adequate for most recording 
electrodes, while stimulating electrodes require leads with lower resistance to 
reduce stimulation voltage amplitudes and RC filtering. A more detailed description 
of technologies and processes for Michigan probe manufacturing can be found in 
[49, 62], including advanced implementations such as 2D and 3D multi-shank 
structures (Fig. 8.6) and CMOS signal processing circuitry [63] for signal process-
ing and wireless data acquisition. Single-shank and 2D multi-shank structures 
inspired by this work are commercially available, and they have been reported to 
work quite successfully in acute and chronic implantation [28].

In the perspective of offering a tool for microstimulation, the same architecture 
can be used. Typical current thresholds for stimulation with one single microelec-
trode are about 10–30 μA, but currents of 100 μA or more are very common. Facing 
the need of such a relatively high current, a potential drawback is interchannel 
crosstalk. In the Michigan probe, the problem is virtually negligible as the conduct-
ing silicon substrate below the leads and the electrolyte above them both act as 
ground planes shunting parasitic currents. For what concerns stray capacities, 
instead, the small area of the lithographically defined leads minimizes shunt capaci-
tance so that voltage filtering and attenuation are negligible as well. Recording sites 
can be gold or platinum, but anodically formed iridium oxide [64–66] is increas-
ingly used as it produces significantly lower recording impedances than other mate-
rials. Employing Ir oxide microelectrodes was essential for stimulating sites, as it 
enabled more than 20 times the charge delivery to tissue than platinum or gold at the 
same voltage [15, 42].

When designing implantable neuronal probes, choosing proper geometry and 
dimensions to minimize brain damage during penetration is a central issue. In the 
Michigan probe series, the tendency was to keep the shank width and thickness as 
small as possible following the basic principle that the smaller is the body implanted, 
the smaller is the resulting tissue damage. Furthermore, theoretical analysis of 
extracellular potential fields has shown that the presence of a wide probe can distort 
the extracellular current flow around a neuron [60] and this distortion can be mini-
mized by scaling the probe width on the order of the soma radius. On the other hand, 
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neurosurgery requires that the probe maintains some strength and stiffness to avoid 
rupture or bending. When inserting the probe in the brain for recording, an incision 
is typically made into the tough dura mater, leaving the thinner arachnoid and pia 
meninges intact before probe insertion. The strength characteristics of the Michigan 
probe have been measured experimentally [67] and show that a cross-sectional area 
15 μm thick × 30 μm wide can sustain arachnoid and pia layers penetration with no 
breakage.

Thanks to these technological advances, implantable 3D structures are now 
available that can contain up to 1,024 recording sites (Fig. 8.6) and that are poised 
to revolutionize the way we investigate and understand the functional connectivity 
of cortical microcircuits. By omitting the boron diffusion in selected areas of the 
silicon substrate, combinations of top- and back-looking sites can be arranged on 
the same shank (Fig. 8.7), further enriching the toolbox available for acute record-
ings [49]. Long-term recording remains a major challenge due to the foreign body 
response with gliosis. Whereas stimulation can perform well even for years, by 
applying stimuli that are sufficiently large to bypass the gliotic barrier, long-term 
single-unit recording remains challenging. A variety of new approaches are being 
explored in the attempt of better coping with the glia response, including surface 
functionalization with organic compounds or manufacturing of latticelike shanks 
allowing the growth of neuronal processes through the probe (Fig. 8.7).

8.3.2  The “Utah” Probe

The Utah Electrode Array (UEA) (Fig. 8.8) is the most known implantable silicon 
MEA probe having a 3D structure and the first one that has been implanted chroni-
cally in the cortex of paralyzed patients [30]. While the Michigan electrode array 
has been built to take advantage of the planar photolithographic manufacturing 
techniques used in the semiconductor industry, the UAE was designed “from 

Fig. 8.7 Double-sided and lattice Michigan structures. (a) Backside view of an 18-μm-wide shank 
providing some double-looking sites (top and back). (b) Multisite lattice recording probe on a 
human hair. Modified with permission from [49], © (2004) IEEE
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scratch” to meet the need of a neural interface for multisite recording within a 
horizontal plane in the cerebral cortex. As such, new manufacturing techniques had 
to be developed in order to build this device, and they are described in detail in [68]. 
It consists of a silicon-based, 3D structure of a 10 × 10 array of tapered silicon elec-
trodes with a base width of 80 μm, a length up to 1,500 μm, and an electrode-to- 
electrode horizontal distance of 400 μm. Insulation between electrodes is provided 
by glass in the base plane of the array. The starting material is a thick n-type wafer, 
through which p+ trails are created by thermomigration and then chemically etched 
and sawed to expose the p+ trails as thin needles. The tip of each needle electrode is 
coated with metals: gold, platinum, or iridium [68]. Particularly, activated iridium 
oxide is used when also stimulation is required [69]. A backside electrical contact 
to each electrode is formed by sputter deposition and patterned by photolithography. 
The UEA is encapsulated by a biocompatible polymer, Parylene-C, which is depos-
ited by chemical-vapor deposition (CVD). The UEA is connected to an external 
data acquisition system by thin Pt–Ir wires that are soldered to the bond pads of 
each of 100 electrodes on one side and a connector system on the other side [70]. 
These arrays have been used in the cat auditory and visual cortex [71], cochlear 
nerve, and dorsal root ganglion. Recent work has proven it can be used for chronic 
recording in the cortex [30, 39]. It is now ascertained that the array can support 
single-unit recording for 1–5 years, depending on the subject implanted and despite 
suffering from signal loss from several electrodes. A graded variation of the Utah 
Electrode Array, in which the microelectrode length increased from 0.5 to 1.5 mm 
to permit focal excitation of fibers at different depths, was implanted in the cochlear 
[72] and sciatic peripheral nerve [73].

UEA developers have also engineered tools that enable the probe to be implanted 
in cortical tissues by limiting tissue damage. Even though the individual needle- 
shaped electrodes are extremely sharp, early attempts at implanting large numbers 
of them into the visual cortex only deformed the cortical surface and resulted in 
incomplete implantation. Further, the compression of the cortical surface produced by 

Fig. 8.8 The Utah Electrode Array. (Left) This three-dimensional array features 100 silicon-based 
microelectrodes. (Middle) The slanted array has been used to stimulate fibers at different depths in 
the cochlear nerve [73]. (Right) Enlarged view of the array showing platinum-coated tips. Left 
reproduced with permission from [98] © (2001) American Physiological Society. Middle right 
reproduced with permission from [99] © (2009) IOP Publishing. All rights reserved
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slow mechanical insertion can injure blood vessels, causing intracranial hemorrhage 
and cortical edema. Because the brain is a viscoelastic material, it behaves in a 
much more rigid fashion if electrodes are inserted at a very high velocity. A surgical 
instrument that appears to circumvent the abovementioned problems has been 
developed based upon this concept and pneumatically inserts the probe in about 
200 μs [74].

8.4  Recording and Stimulation with MTA Probes

The idea of using a transistor instead of a metal electrode as the sensing element for 
recording biological electrochemical signals dates back to the 1970s, when ion- 
sensitive field-effect transistors (ISFETs) were first introduced [75]. The concept 
relies on the modification of a standard MOSFET [8] where the gate metal is 
replaced by an insulating oxide for the actual contact with the electrolyte of the 
biological environment, thus leading to an electrolyte–oxide–semiconductor field- 
effect transistor (i.e., EOSFET) structure [6]. While recording with ISFETs was 
centered on measuring changes of ion concentration in solution (e.g., H+ and Na+) 
[76], Fromherz and coworkers provided the first experimental evidence that the 
EOSFET can measure extracellular potential transients generated by spiking 
neurons [6, 77]. Large Retzius cells from Hirudo medicinalis (leech) placed on a 
silicon chip with an integrated planar multi-EOSFET array (i.e., MTA) were used 
for this groundbreaking work. In subsequent experiments, the approach was further 
optimized to record dissociated mammalian neurons [4, 77, 78] and brain slices 
[3, 79, 80, 82]. Aiming for a two-way semiconductor–neuron interface, an EOSFET 
counterpart was developed for stimulation: the electrolyte–oxide–semiconductor 
capacitor (i.e., EOSC). The device was sharing with the EOSFET the concept of 
establishing a capacitive (i.e., nonfaradaic) electrical coupling between the semi-
conductor silicon and the electrolyte, enabling the stimulation of neurons through 
displacement currents in neuronal cultures and brain slices [20, 81, 83]. Only 
recently, and taking the cue from implantable MEA probes, EOSFET/EOSC arrays 
were exploited for “in vivo” recording [84], opening novel opportunities for the 
manufacturing of neuronal probes for high-resolution and large-scale recording of 
neuronal networks “in vivo.”

Before presenting the latest MTA2 developments and applications, we provide 
some hints on EOSFET and EOSC structure and introduce their working mecha-
nism. Further details on theoretical and technical aspects of these devices are 
available in [6].

2 The term MTA, literally meant to indicate transistor arrays, in this context is used in a more gen-
eral sense to indicate arrays of EOSFET and EOSC elements.
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8.4.1  EOSFET and EOSC: Structure and Working Principle

As anticipated, the EOSFET and ISFET structures are superimposable. In the 
EOSFET, and differently from a metal electrode, electrolyte and transistor are inter-
faced through a dielectric (Fig. 8.9). Ions in the electrolyte and electrons (or positive 
holes) in the semiconductor give rise to displacement currents without reduction or 
oxidation of chemical species in solution and are, therefore, intrinsically nonfaradaic. 

Fig. 8.9 Metal electrode and EOSFET recording. (a) A planar metal electrode of an MEA is 
depicted beneath a neuron forming a metal–electrolyte interface. (b) In the EOSFET, the metal 
electrode is replaced by a field-effect transistor integrated in a semiconductor, which is insulated 
from the electrolyte by a layer of dielectric material (e.g., silicon oxide—SiO2). Extracellular 
potentials in the electrolyte are “sensed” as they modulate the source–drain current (ID) of the 
transistor, similarly to the “field-effect” gate modulation in a conventional MOSFET. (c) Scheme 
of a pMOSFET realized in n-type bulk silicon (n-Si). A p-type conductive channel beneath the 
SiO2 is modulated by the gate potential through a “field effect,” which affects the source–drain 
current, Id. The symbol of a pMOSFET as used in electronic circuits is shown in the inset. (d) In 
the EOSFET, the metal gate is replaced by the electrolyte, grounded at the periphery through a 
reference electrode. Local changes of electrical potential at the gate due to extracellular neuronal 
signals modulate the source–drain current as in a common MOSFET. Note that, similarly to the 
MOSFET, also in the EOSFET we do not assist to electrons exchange between electrolyte and 
semiconductor, and the current at the interface is nonfaradaic
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Biological signals generating potential changes in the electrolyte are transduced 
into a modulation of a source–drain current in the semiconductor device. Thus, from 
the operational point of view, the EOSFET closely resembles a standard MOSFET 
where the metal gate is replaced by the conductive electrolyte (Fig. 8.9). First, we 
briefly examine the structure and operating principle of a standard MOSFET. The 
MOSFET is commonly used in electronics for amplifying or switching electronic 
signals. Although the MOSFET has four terminals with source (S), gate (G), drain 
(D), and body (B), the body (or bulk substrate) of the MOSFET often is connected 
to the source, making it a three-terminal device. Because these two terminals are 
normally connected to each other (short-circuited) internally, only three terminals 
appear in electrical diagrams. In enhancement mode, a voltage drop across the oxide 
induces a conducting channel between the source and drain contacts via a “field 
effect.” The term “enhancement mode” refers to the increase of conductivity observ-
able when increasing the oxide field, which adds carriers to the channel. The chan-
nel can contain electrons (nMOSFET) or holes (pMOSFET), opposite in type to the 
substrate. So the pMOSFET is made with a p-type substrate. Under these condi-
tions, in a pMOSFET the source–drain current ID is controlled by the voltage VDS 
between drain and source and the voltage VGS between metal gate and source. 
Particularly, above a threshold |VGS| > |VT| of strong inversion and below pinch-off 
(|VGS| < |VDS + VT|), the pMOSFET works in “linear mode,” thus resembling a resistor. 
Provided that gate voltage perturbations are small (as it is certainly the case for 
extracellular neuronal signals), the drain current, ID, varies linearly with VG for a 
given VD and VS (i.e., a so-called transistor “working point”) [6]. In the EOSFET, 
the electrolyte replaces the metal gate, and it is joined to an external metallic contact 
by a reference electrode (usually Ag/AgCl) that transforms ionic into electronic 
current. The source–drain current is controlled by the voltage VES = VE − VS applied 
to the electrolyte as in a common pMOSFET with VGS → VES. Here, the voltage 
threshold VT is determined by the work function of silicon, the redox potential of 
Ag/AgCl, the contact potential of the Ag/AgCl electrode, and the electrical double 
layer at the interface electrolyte/silicon dioxide [24]. Any local change of the poten-
tial in the electrolyte (either extracellular spike or field potential) occurring in the 
proximity of the EOSFET during neuronal activity modulates the ID. Noteworthy, 
such potential change occurs far beyond the electrical double layer which has a 
thickness of 1 nm in 100 mM NaCl. Thus, we are dealing with a genuine modulation 
of the gate voltage. It is now clear how local voltage recording by an EOSFET has 
to be distinguished from the application of an EOSFET as an ISFET. Their, indeed, 
chemical interactions of ions in the electrical double layer are responsible for modu-
lation of the threshold voltage. In practice, the characteristics ID(VDS, VES) of an 
EOSFET are measured in a calibration experiment by variation of the bath potential 
without cell. The transconductance ¶ ¶( )I VD ES VDS

/  is determined at a working point 
defined by the potentials VE, VD and VS. Once we assume that the transconductance 
of the calibration experiment is valid for the local recording of a potential in the 
electrolyte, we can obtain from the experimental ΔID the extracellular potential, 
VLocal, according to (8.6).
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Thus, in a common recording configuration, the terminals of the p-type EOSFET 
are held at a positive voltage with respect to the electrolyte bathing the neurons 
with VES = VE − VS < 0, VDS > VES and with bulk silicon on source potential VB = VS. 
The electrolyte is grounded at the periphery through the reference electrode, while 
locally the potential generated extracellularly by neuronal activity, VLocal, is sensed 
by the transistor. The positive bias voltages at the working point prevent cathodic 
corrosion of the chip and an invasion of sodium ions into the transistors. The thickness 
of the gate oxide is in the order of a few tens of nanometers.

Whereas the EOSFET is used for recording, a similar device, the EOS capacitor 
(EOSC), can be used for injecting current and stimulating neurons. The EOSC emu-
lates a conventional MOS capacitor [8] where the metal is replaced by the electro-
lyte. With respect to the EOSFET, as a transistor is not required for stimulation, the 
EOSC features a simpler structure. It consists of a highly doped conductive semi-
conductor insulated from the electrolyte by a dielectric, typically SiO2 or a material 
with higher dielectric constant to enhance capacitance (e.g., TiO2, HfO2) [85]. 
Application of a voltage transient to the semiconductor causes a capacitive nonfara-
daic current to flow at the semiconductor–electrolyte interface and the generation of 
an extracellular voltage for neuronal stimulation. As shown in cell cultures “in 
vitro,” careful design of voltage transients allows for a tuning of activation of 
voltage- gated ion channels, thus leading to controlled neuronal firing or intracellu-
lar Ca2+ signals [22, 83, 86]. EOSC stimulation has been successfully tested on 
MTA coupled to brain slices [81], while only very recently this stimulation approach 
has been applied “in vivo” (see Sect. 8.4.2) (Fig. 8.10).

MTA developments aiming for large-scale and high-resolution recording have 
taken advantage of complementary metal–oxide–semiconductor (CMOS) technol-
ogy to integrate up to about 16,000 transistors in a 1 mm2 array [82, 87, 88] and, 

Fig. 8.10 The EOS capacitor. (Left) Cross section of an ideal MOS capacitor. The semiconductor 
(Si) is contacted by an Al pad, while the dielectric (oxide) through a metal gate. The capacitor is 
charged by a potential difference applied between gate and body (VGB). (Right) EOS capacitor 
structure as in [85]. The device resembles a MOS capacitor with a substitution of the metal gate by 
conductive electrolyte. A driving potential between the body Al contact and the reference electrode 
(VEB) generates a nonfaradaic ionic current and a local potential change in the electrolyte, particu-
larly in the proximity of the dielectric. When a neuron is close enough to the EOSC, carefully 
tailored voltage transients can be used to activate voltage-gated ion channels through membrane 
depolarization [22, 83]. Modified with permission from [85], © (2006) AIP Publishing LLC
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more recently, reaching the remarkable density of 32,000 transistors in a 2.6 mm2 
area [89]. In these prototypes, the original EOS structure has evolved, with the 
introduction of an additional metal layer, to an electrolyte–metal–oxide–semicon-
ductor (EMOS) configuration. Thus, although the original oxide–electrolyte inter-
face is conserved for near-ideal polarizability and nonfaradaic recording and 
stimulation, these devices are based on dielectric coating of metal and not semicon-
ductor silicon. This MTA technology and similar high-resolution large-scale MEA 
approaches [90, 91] are poised to revolutionize the way neuronal networks are 
investigated, by imaging, from the extracellular side, their electrical activity 
(Fig. 8.11). The first steps towards application of this technology for “in vivo” 
recording are summarized in the next section.

8.4.2  MTA Recording and Stimulation “In Vivo”

Only recently, and with a time lag of nearly 40 years with respect to metal 
microelectrodes, EOS elements (transistors and capacitors) have appeared in 
the first prototypes of implantable neuronal probes for “in vivo” recording. 

Fig. 8.11 MTA electrical imaging. (a) 128 × 128 MTA with a total surface of 1 mm2 (transistor pitch: 
7.8 μm). Each transistor has a circular top gate of 4.5 μm diameter (visible in the inset blowup at the 
bottom right corner of the picture). The whole surface is covered by a layer of TiO2. (b) Schematic 
cross section of a sensor transistor with electrolyte–oxide–metal–oxide–semiconductor (EOMOS) 
configuration (not to scale). A brain slice is attached to the top layer of titanium dioxide, which is 
connected by a metallic pathway to the gate oxide of a field-effect transistor with source and drain. 
(c) MTA electrical imaging of extracellular field potentials in a slice of rat hippocampus attached 
to the chip surface. Six representative frames at 0.5 ms intervals are represented from left to right 
after stimulation of the CA3 region (stratum pyramidale). The color code of the potential recorded 
by each pixel is reported on the right. [82] The American Physiological Society
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Basing on the technology developed for “in vitro” applications and described in 
the previous section, a needle-shaped chip with a small EOSFET array was 
engineered and tested, in a first instance, with slices from the rat hippocampus 
[92] (Fig. 8.12). The implantable MTA was manufactured from silicon-on-insu-
lator (SOI) wafers following a process inspired by previous “in vitro” devices 
[93] and consisted of two functionally distinct areas: a needle (2 mm long) with 
an array of four transistors (gate area 10 μm × 10 μm, pitch 80 μm) and a contact 
plate with the bond pads for connection to an external amplifier and acquisition 
system. After manufacturing, the needles were post-processed by atomic layer 
deposition (ALD) of a 13-nm-thick TiO2 insulting layer covering the whole 
needle surface to improve chemical stability and biocompatibility [81, 85]. A 
proof of principle demonstration of the EOSFET capability to record neuronal 
activity “in vivo” was provided by recording LFP responses upon whisker stim-
ulation in the somatosensory barrel cortex of the rat [84]. Taking the cue from 
these first results, we have further developed, within the CyberRat project 
(http://neurochiplab.cyberrat.eu/CyberRat/CyberRat.html), a series of MTA 
implantable probes for high-resolution large-scale recording (Fig. 8.12), which 
represent a step towards the engineering of devices for the electrical imaging of 
neuronal networks in the brain.

Implantable MTAs featuring EOS capacitors have been also tested first “in 
vitro” and then “in vivo” with promising outcomes. In chronic implants, EOSCs 
were allowing a reliable stimulation of the rat brain cortex for at least 3 months 
(Cohen and Vassanelli, unpublished results). At present, EOSFET/EOSC MTAs 

Fig. 8.12 MTA implantable probe. (a) First MTA prototype with integrated four EOSFETs. The 
chip features a needle, with the transistors at the tip, that is suitable for implantation and recording 
in the brain tissue. The remaining and wider part of the chip contains metallic bond pads (white 
rectangles) for contacting the external electronics. The whole chip is surrounded by a thin (13 nm) 
insulating layer of TiO2 for a better chemical stability and biocompatibility of the implant. Inset: 
blowup of the needle tip with the four gates of the transistors shining at the surface. Modified with 
permission from [92], © (2011) Springer. (b) Depth profile of extracellular field potentials mea-
sured in the rat barrel cortex by a new-generation high-resolution (10 μm) linear MTA (50 sweeps 
average). Upon whisker stimulation (black arrow), extracellular potential waves (LFPs) are gener-
ated which vary across the cortex (from the surface to the deepest layers) in amplitude and shape 
(Vassanelli et al., unpublished results)
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for bidirectional interfacing are available and under testing in our laboratory. As a 
matter of fact, however, further development is required to achieve a reliable and 
efficient two-way interfacing with neuronal networks “in vivo.” Recording is still 
underperforming with respect to MEAs as it is suffering from a higher background 
noise whose nature is currently under investigation. Stimulation through the EOSC 
semiconductor–oxide interface is still limited in terms of maximum current injec-
tion with respect to activated Ir oxide or porous capacitive electrodes. Further 
improvements are therefore required, e.g., through surface nanostructuring or by 
use of novel high-κ materials. In perspective, one advantage of the EOS approach 
is the relatively simple and nonfaradaic electrochemical nature of the electrolyte–
oxide interface [24, 75]. EOS transistors and capacitors, behaving closely to ideal 
polarizable electrodes, may allow for accurate monitoring and control of extracel-
lular currents and potentials in the brain tissue, which will be particularly advanta-
geous for near-physiological neuronal stimulation and two-way interfacing with 
neuronal networks “in vivo.”

Finally, the use of MTA for very high-resolution electrocorticography (ECoG) 
has been recently explored in our laboratory by placing a living anaesthetized rat 
with the brain surface in contact with a large-scale MTA of 16,000 transistors [84]. 
Although it is currently still unclear how much information can be drawn from very 
closely spaced electrodes placed on the cortex and what are the mechanisms of 
spreading and spatial attenuation of recorded LFPs [1, 28], our recent attempts 
appear to show promising results with the capability of resolving field potential 
events that are separated by only a few tens of micrometers.

8.5  Conclusions and Outlook

Thanks to recent MEA and MTA developments, imaging neuronal networks “in 
vivo” by high-resolution recording of extracellular potentials is coming into 
reach. However, several relevant issues are still to be solved. Above all, the power 
management for large-scale and high-resolution implants will have to be opti-
mized in order to avoid dissipation and overheating of the brain tissue. Furthermore, 
keeping dimensions of large MTAs within a window compatible with brain 
implantation will be a true engineering challenge. New avenues are being explored 
in the attempt to make probes even smaller, more biocompatible, and capable of 
recording for many years. Silicon nanowire FETs have been arranged in two- and 
three- dimensional microporous structures that may facilitate tissue integration 
[50, 94]. Moving away from silicon, other emerging materials such as carbon 
nanotubes or graphene [51–54, 81, 95] or conductive polymers [96, 97] promise 
to revolutionize the way multielectrode arrays are manufactured and to better sup-
port probe integration in the brain tissue. Despite these fascinating developments, 
we feel that MEA- and MTA-based implantable probes will represent the option 
of choice for “in vivo” recording in the near future and, perhaps, for many years 
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to come. Taking the maximum advantage from processes and technologies devel-
oped for silicon in the microelectronic industry, many opportunities may arise to 
optimize their performance well beyond current limitations. The new probes will 
provide neuroscientists with novel tools for investigating neuronal networks “in 
vivo” and in near- physiological conditions, combining high-resolution brain 
imaging and behavioral studies and, in the long term, offering a gateway for inter-
facing the brain with artificial neuroelectronic circuits for rehabilitation of neuro-
logical patients.
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9.1            Introduction 

 Optogenetics is the use of light and genetically encoded light-sensitive proteins to 
modulate the activity of specifi c cells. Here, we focus on the use of optogenetics in 
neuroscience, where it is used to rapidly activate or inhibit a specifi c population of 
neurons in the brain. The basic components required are (1) photosensitive mole-
cules targeted to specifi c cells, (2) light delivery to the brain, and (3) electrophysi-
ological or behavioral readouts for optogenetic manipulation of a system.  

9.2     Microbial Opsins 

 Opsins were identifi ed in bacteria and algae in the 1970s and have been studied 
extensively since then [ 1 ,  2 ], but were only recently tested in mammalian neurons 
for millisecond-scale control of action potentials [ 3 ]. Type I (microbial) opsins 
are seven-transmembrane domain proteins found in archaea, bacteria, and algae. 
The main classes of microbial opsins that directly convert light to ion transport are 
channelrhodopsins, halorhodopsins, and archaerhodopsins (Fig.  9.1 ). Other classes 
of rhodopsins recruit intracellular and secondary messenger systems that do not 
directly lead to ion fl ux.

   For opsins to be photosensitive, they require an all- trans  retinal cofactor bound to 
a lysine residue in the retinal binding pocket of the opsin [ 4 ]. This complex is referred 
to as rhodopsin. In the presence of light, all- trans  retinal photoisomerizes to 13- cis  
retinal, resulting in conformational changes in the opsin that allow ion transport. 
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Fortunately, it turns out that mammalian tissue contains suffi cient all- trans    retinal for 
microbial opsins to function, and the use of opsin-based optogenetic tools has been 
demonstrated in various mammalian brains, i.e., rodents and nonhuman primates. 
   In some species, all- trans  retinal needs to be supplemented for opsins to work, such 
as in the neural systems of Caenorhabditis elegans and zebrafi sh. 

9.2.1     Excitation 

  Channelrhodopsin2  (ChR2) was identifi ed from the green algae  Chlamydomonas 
reinhardtii  as a photoactivated ion channel [ 5 ] and was the fi rst opsin used to demon-
strate optogenetic control of mammalian neurons [ 3 ]. At low light intensities, ChR2 
functions as a calcium channel [ 6 ]; however, at higher light intensities, the fl ux through 
ChR2 is predominately cations (including Na + , K + , H + , and Ca 2+ ) fl owing down the 
electrochemical gradient. One characteristics of ChR2 is that ion conduction is uncou-
pled from photodetection [ 7 ]. Rather, the channel closes based on channel kinetics, 
which makes ChR2 more effi cient compared to opsins that are ion pumps. 

 Since the demonstration of ChR2 as a method of controlling neural activity, 
many variants have been developed. Mutations have increased photocurrent, varied 
kinetics, or shifted sensitivity spectrum [ 8 – 11 ].  

9.2.2     Silencing 

  Halorhodopsins  (HR) are archaebacterial chloride pumps that transport chloride 
ions into the cell [ 12 ]. The fi rst used opsin in this family was Halo/NpHR, from 

  Fig. 9.1    Classes of optogenetic molecules. Channelrhodopsins are ion channels that passively 
transport cations such as Na + , K + , H + , and Ca 2+  down their electrochemical gradients to depolarize 
neurons. Halorhodopsins are chloride pumps that transport ions into the cell, resulting in hyperpolar-
ization. Archaerhodopsins are a second class of inhibitory opsins that pump protons out of the cell. 
OptoXRs were developed from mammalian opsins and trigger intracellular G-protein cascades       
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 Natronomonas pharaonis  [ 13 – 15 ], a yellow-light-activated opsin. However, it was 
poorly targeted to membranes in mammalian cells, and therefore, subsequent 
modifi cations with membrane targeting sequences were necessary to create variants 
(e.g., eNpHR, eNpHr3.0) that successfully inhibit mammalian neurons [ 16 ]. 

 Unlike ChR2, Halo requires constant light to function as a pump. Halo also has 
slow recovery due to nonconducting intermediate protein states [ 17 ], but the use 
of blue light can accelerate recovery [ 14 ,  18 ]. Another consideration when using 
Halo is a potential secondary effect on GABA receptors due to the change in Cl −  
concentration. It has been shown that the GABA A  reversal potential can be signifi -
cantly changed by activating Halo [ 19 ], increasing the excitability of modifi ed 
neurons. 

  Archaerhodopsins  (Arch) are a class of outward-moving proton pumps that are 
used to silence neural activity [ 18 ]. Archaerhodopsin-3, from  Halorubrum sodo-
mense , is a yellow-green light-activated proton pump that hyperpolarizes neurons. 
In contrast to Halo, Arch recovers within seconds after inactivation, allowing for 
fi ner-timescale control of photoinactivation. Subsequent variants of Arch have 
increased light sensitivity, allowing silencing of a larger area (ArchT; [ 20 ]), or 
shifted activation spectra (Mac; [ 18 ]), sensitive to green-blue light. 

 It has been shown that the fl ux of protons out of the cell does not change cellular 
pH [ 18 ]. This is thought to be due to intracellular buffering mechanisms; however, 
it is possible that the increase of protons extracellularly may have undesired effects 
on cells in a non-cell-type-specifi c manner.  

9.2.3     Other 

 Type II (mammalian) opsins are also photosensitive seven-transmembrane domain 
proteins. However, they are G-protein-coupled receptors that function through 
second messengers, and light sensitivity is not directly coupled to ion channels. 
Instead, activation of type II opsins triggers intracellular G-proteins. These so-called 
“optoXRs” can be used to modulate intracellular signaling and investigate biochemi-
cal signaling pathways such as those downstream of alpha-1 and beta-2 adrenergic 
receptors [ 21 ] and the 5-HT1a receptor [ 22 ].   

9.3     Opsin Targeting 

 Optogenetics depends on the expression of microbial opsins in a specifi c subset of 
cells. The main methods of gene delivery are viral injections and transgenic animal 
lines (Fig.  9.2 ). Opsins are targeted to a specifi c subset of cells using cell-type- 
specifi c promoters or anatomical projection targeting. Further specifi city can be 
gained by spatially restricting viral or light delivery [ 23 ].
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9.3.1       Viral Gene Delivery 

 Lentiviral (LV) and adeno-associated viral (AAV) vectors are commonly used to 
deliver opsin genes to neurons. Viral methods are frequently used in species where 
transgenic animals are not readily available, such as in rats [ 24 ] and primates [ 25 ]. 
Another benefi t of using viruses is high copy numbers and, therefore, high expres-
sion of opsins. Strong opsin expression reduces the possibility of tissue damage 
from higher laser powers. 

 Viral tropisms are another method by which cell-type-specifi c expression can be 
manipulated [ 26 ]. Different viruses infect different cell types with varying effi cacy 
due to membrane proteins that are necessary for infection. This can be used to better 
target opsins to specifi c cell types. However, viral tropisms also make it diffi cult to 
target certain cell types, limiting the full use of optogenetics. 

  Fig. 9.2    Cell-specifi c targeting. ( a ,  b ) Cell-specifi c targeting of opsins with Cre-LoxP recombina-
tion [ 28 ]. Genes may be delivered virally into Cre-driver line animals ( a ), and Cre-dependent opsin 
lines and Cre-driver lines can be mated ( b ).  a - i  Fluorescence image of Arch-GFP expression in 
mouse cortex after lentiviral injection. Scale bars, 200 μm ( left ) and 20 μm ( right ).  b - i  Native 
EYFP fl uorescence in transgenic ChR2(H134R)-EYFP mice. Scale bars, 200 μm ( top ) and 20 μm 
( bottom ). Fluorescence images from [ 18 ], © (2010) The Author(s), and from [ 31 ], © (2012) The 
Author(s). ( c ) Anatomical specifi city can also be achieved with targeted light delivery to either the 
cell bodies ( i ) or synaptic terminals ( ii ) of opsin-expressing neurons       
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 A major limitation of viral methods is the maximum genetic payload that can be 
packaged into virus. For example, AAV can package up to 4.7 kb of DNA, while 
lentivirus can package up to ∼8 kb. This size cap limits the promoters that can be 
used with viral vectors; this presents an issue because short promoters may non-
specifi cally target cells [ 27 ]. This can be ameliorated using the Cre-LoxP recombi-
nase system of expression in conjunction with viral delivery (discussed below; 
Fig.  9.2a  [ 28 ]).  

9.3.2     Transgenic Animals 

 In animals, where a transgenic approach is available, it is a powerful method of 
targeting specifi c cell types. Transgenic mouse lines are crossed using the Cre-LoxP 
recombination to control the expression of transgenes in specifi c cells (Fig.  9.2b ; 
[ 29 ,  30 ]). For optogenetics, two basic approaches are used: (1) LoxP sites fl ank a 
stop codon that is removed in the presence of Cre and (2) the opsin of interest is 
fl anked by the recombination sites and fl ipped into the coding orientation by Cre. 
In both cases, the gene is transcribed in the presence of Cre and introduced by viral 
delivery or in transgenic mice expressing Cre in target cells. ChR2, eNpHR3.0, and 
Arch Cre-dependent lines have been created that, when crossed with Cre reporter 
lines, demonstrate long-term expression at suitable copy numbers for optogenetic 
excitation or silencing [ 31 ]. 

 Many transgenic mouse lines have been created [ 31 ]. This has made optoge-
netics accessible; all that is needed is for researchers to breed Cre-dependent 
opsin lines with Cre-driver lines to create cell-specifi c opsin expression in neurons 
of interest.  

9.3.3     Anatomical Specifi city 

 In addition to using cell-type-specifi c expression of opsins, spatial specifi city can be 
achieved through several methods: virus injected at a specifi c anatomical area, 
anterograde or retrograde labeling of neurons, and restricted light delivery. 

 Labeling projections to or from a brain area of interest could be possible with 
anterograde or retrograde viruses. Lentivirus EIAV pseudotyped with rabies glyco-
protein was found to allow retrograde labeling of neurons [ 32 ], but has not yet been 
used for optogenetics. Additionally, a glycoprotein-defi cient pseudotyped rabies 
virus limits the number of synapses the virus can cross [ 33 ], allowing for cleaner 
optogenetic control of the neurons of interest. Herpes simplex virus (HSV) and 
certain serotypes of AAV may also be used to target projections [ 34 ]. 

 Light can be delivered to target either the cell bodies (affecting all postsynaptic 
targets) or the synaptic terminals of neurons alone (Fig.  9.2c ). This requires suffi cient 
opsin expression at the terminals, but the concept has been demonstrated in vivo 

9 Optogenetics



274

with ChR2 [ 35 ,  36 ]. Another potential concern is antidromic stimulation of the 
targeted fi bers, which may lead to unintentional activation of other areas that the 
neurons project to.   

9.4     Light Delivery 

 Lasers and LEDs are the primary sources of light used in optogenetic experiments. 
These light sources emit light within a narrow band of wavelengths and also allow 
for precise temporal control of the light. They either shine light directly on the tissue 
or are coupled with fi beroptics for insertion into the brain to target deeper tissues. 
As described above, the method of light delivery to the brain is a crucial element 
of optogenetics. The amount and wavelength of light used determines how many 
neurons are affected by the light and how responsive those neurons are to the light. 
Additionally, optimal light conditions are determined by the type of opsin used and 
the experimental conditions desired (in vivo vs. in vitro, prolonged vs. rapid pertur-
bations, etc.). 

9.4.1     Optical Properties of the Brain 

 The amount of light that reaches a neuron depends on factors such as distance from 
the light source, absorption and scattering, and wavelength; factors that are taken 
account into Monte Carlo simulations of light propagation [ 37 ]. These models pre-
dict that light decreases nonlinearly to a mere 1 % at locations 1 mm away from the 
light source [ 18 ,  38 ], numbers consistent with experimental results [ 39 ]. The major 
factor contributing to this steep falloff is that most opsins are activated by light in 
the visible wavelengths (450–600 nm), which falls into the range where hemoglo-
bins absorb the majority of light. This is the impetus behind efforts to develop 
red- and far-red (>650 nm)-shifted opsins that can be activated with far lower light 
intensities [ 8 ].  

9.4.2     Tissue Damage from Device Insertion and Heat 

 Device insertion as well as heat generated by light can damage tissue. To reduce 
mechanical damage from device insertion, ideally one would use devices as small 
as possible. For example, multiple thin fi bers or fi ber arrays are helpful in reduc-
ing mechanical tissue damage [ 40 ]. In a fi ber array, multiple thin fi bers are used 
to illuminate an entire area, especially in larger rodents such as rats, and in primates, 
where the light from one fi ber might only reach a fraction of the brain area of 
interest. 
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 Heat-generated damage is diffi cult to evaluate. Sharp temperature increases, 
especially at the tip of the fi ber, could damage tissues. Even if the heating is not 
suffi cient to cause a lesion, the diffusion of heat could affect cellular metabolism 
[ 41 ]. In addition, heating alone has been shown to infl uence neurons’ responses, as 
demonstrated by pulsed infrared light stimulation [ 41 ] or possibly by pulsed ultra-
sound stimulation [ 40 ,  42 ]. Optogenetics using light of a few mW of total light 
power in vivo seems to be safe. It is important to perform controls experiments that 
address these issues.  

9.4.3     Electrode Improvement to Reduce Optical Artifact 

 A major advantage of optogenetics is that it is orthogonal to many readout technologies, 
such as electrophysiology, fMRI, behavior, and cellular imaging. However, it was 
found that laser light produces a strong voltage defl ection artifact when directed to 
the tip of metal electrode [ 20 ,  39 ,  43 ], but not when directed to glass microelec-
trodes where the silver/silver chloride electrode in the glass fi lled with solution was 
not exposed to light. The light-induced artifact is slow evolving and thus corrupts 
local fi eld potential (LFP) but not spike waveforms. Thus, cautions have to be made 
when interpreting LFP results in optogenetic experiments. Optimizing electrode 
tips, such as coating with conducting polymer indium tin oxide (ITO), may prove 
useful in reducing this artifact on LFP recordings [ 44 ].  

9.4.4     Other Side Effects 

 As discussed briefl y above, the extent of nonspecifi c effects of introducing exogenous 
proteins at such high concentration in neurons is not known. Activation of Halo 
changes the GABA A  reversal potential [ 19 ], and the acidifi cation of the extracellular 
space due to Arch activation may have unintended consequences. Simply overex-
pressing membrane proteins may increase the membrane capacitance, changing 
neuronal excitability [ 45 ].  

9.4.5     Hardware for Optogenetics 

 Specialized hardware for various optogenetic experiments have been well developed 
in many laboratories, and neurophysiology companies, and are continuously being 
optimized. For example, thin optical fi bers with a size comparable to a recording 
electrode can be easily handled with conventional methods. Optical fi bers can be 
easily positioned or stereotactically targeted to a brain region of interest or incorpo-
rated in a tetrode design in freeing moving rodents. Fiber arrays have been designed 
to target multiple areas of interest or large areas of interest [ 40 ] and may be powered 
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wirelessly [ 46 ]. Optical fi ber rotary joints are useful devices easily obtained from 
vendors to prevent tangling of optical fi bers, electrophysiological recording cables, 
or LED power cables.   

9.5     Applications 

 Traditionally, pharmacological manipulations in neuroscience experimentation have 
been performed with receptor-binding agents. However, the spatial spread and time 
course of infusion methods have proven problematic in many instances, leading to 
inconsistent experimental control and ambiguity in the interpretation of results [ 47 ]. 
Similarly, electrical stimulation of cortical sites and subcortical nuclei is diffi cult to 
interpret as gross electrical stimulation activates neurons near the electrode indiscrim-
inately [ 48 ]. Optogenetics combines consistent and temporally precise activation of 
spatially aggregated neurons with specifi c activation of cell types, delivering a high 
standard of experimental control over neural circuits [ 11 ,  49 ]. Optogenetics research 
has proven most powerful when performed with dynamic and varied experimental 
approaches. Utilized in tandem with electrophysiology, microscopy, and behavioral 
paradigms, targeted light delivery has allowed researchers to manipulate distinct 
classes of cortical GABAergic interneurons, distinct nuclei and processes of neu-
romodulator pathways, and neuroanatomically defi ned cell classes in order to 
investigate their functional roles in visual processing, memory formation, behav-
ioral learning, stress, mood disorders, and other processes. Here, we discuss a few 
examples in which optogenetics has been used to reveal the contribution of specifi c 
cells in neural computation in transgenic and virally injected animal models. 

9.5.1     Parsing the Function of Interneuron Subtypes in 
Cortical Processing Circuits 

 Electrophysiological confi gurations are crucial for understanding the local and 
large-scale neural behaviors produced by optogenetic manipulations because they 
are used to characterize and visualize activity at specifi c brain sites and timescales 
relevant to experimental hypotheses. For example, single unit recordings, multi-unit 
recordings, and local fi eld potentials—spiking activity of a single neuron, fi ring of 
a small group of neurons, and lower-frequency fl uctuations in extracellular fi eld 
potentials, respectively—are often used to determine the relative activation of neu-
ral ensembles in order to quantify the effects of optogenetic manipulations and 
assess their neurophysiological contribution to behavioral expression. 

 Several studies published recently highlighted the potential for optogenetics 
research to effectively glean cortical circuit properties underlying perception and 
contextual memory. With the use of optogenetic-electrophysiology confi gurations, 
researchers have revealed defi ned processing roles for GABAergic interneuron 
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classes in cortex. Lee et al. [ 50 ] used Cre-induced expression of ChR2 to show that 
activation of parvalbumin (PV)-positive interneurons heightened (PV-Cre) mice’s 
ability to discriminate between oriented spatial gratings concordant with sharp-
ened orientation tuning—measured as a function of fi ring rate—in neurons of the 
primary visual cortex (V1). A further work investigated interneuron function in V1 
by utilizing multichannel in vivo recording in conjunction with viral induction of 
halorhodopsin (Halo) and electroporation delivery of ChR2 in somatostatin 
(SOM)-Cre mice [ 51 ]. Since mice were electroporated in utero with ChR2, to be 
expressed in superfi cial layers of the maturated cortex, Adesnik et al. [ 51 ] were 
able to show that SOM-positive interneurons suppress surround excitation of pyra-
midal neurons, suggesting that SOM-positive interneurons receive converging 
input from nearby cortical neurons and regulate spatial summation of visual input. 
Finally, while investigating hippocampal circuitry, Royer et al. [ 52 ] used Halo to 
silence PV and SOM interneurons within region CA1 and observed that each cell 
type plays a specifi c role in place cell fi ring with respect to theta-frequency local 
fi eld potentials, indicating that together, SOM and PV interneurons coordinate 
temporal aspects of spatial context processing in hippocampus. As discussed in 
these studies, light delivery methods used in tandem with electrophysiological 
recording allow researchers to control cortical circuits while observing simultane-
ous alterations in single cell and neuron population excitability in order to investigate 
diverse neuronal functions.  

9.5.2     Activity-Dependent Expression of Opsins 
in Behaviorally Relevant Cell Ensembles 

 A promising aspect of optogenetics research is its capacity to predictably alter animal 
behavior, allowing the investigation of neural circuits related to behaviors. When 
used to perturb defi ned neural populations, optogenetic stimulation and silencing 
can be used to infer relationships between states of neural activation and underlying 
cognitive functions. A profoundly useful strategy in identifying and modulating 
mammalian cell ensembles has been in targeting neural populations by their activity 
levels during experimental paradigms. This work has largely been pioneered in 
the laboratory of Susumu Tonegawa at the Massachusetts Institute of Technology 
[ 53 ]. Using the doxycycline system to trigger co-expression of ChR2 with c-fos 
(an immediate early gene) in mouse dentate gyrus, Liu et al. [ 53 ] optogenetically 
reactivated neurons recruited during contextual fear conditioning, causing mice to 
reexpress a conditioned response, i.e., freezing. They found that this occurred even 
when mice were housed in a previously habituated context, indicating that optoge-
netic reactivation of c-fos-labeled neurons elicits retrieval of contextual memories. 
In this way, researchers are designing fl exible molecular strategies to target and 
control previously inaccessible neuronal ensembles and opening the door for 
dynamic, innovative approaches to the examination of  modularity  and cell sparsity 
within complex neural systems.  
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9.5.3     Modulating Neuromodulator-Producing Neurons 
Within Heterogeneous Nuclei 

 Optogenetics has also proven particularly useful in experimentally accessing 
neurotransmitter pathways because neuromodulatory neurons are often embedded in 
heterogeneous nuclei such as the nucleus accumbens (NAc) and the ventral tegmental 
area (VTA). Researchers often co-express opsins with the metabolic enzymes of neu-
romodulators, allowing localized activation and silencing within subcortical, midbrain, 
and brainstem nuclei—inducing or suppressing neuromodulator release. Witten et al. 
[ 54 ] utilized viral expression of Halo in choline acetyltransferase (ChAT)-Cre trans-
genic mice in order to silence cholinergic interneurons of the NAc. By silencing this 
sparse population of interneurons bilaterally, they were able to eliminate cocaine con-
ditioning behavior—measured as preference for the location of cocaine delivery. 
Similarly, Tsai et al. [ 55 ] used AAV delivery to express ChR2 in tyrosine-hydroxilase 
(TH)-Cre transgenic mice, expressing in dopaminergic neurons of the VTA. They 
observed that light-activated, phasic release of dopamine from VTA, suffi cient to 
induce increased dopamine concentrations in NAc, elicits learned reinforcement 
responses without delivery of an external reward. In this way optogenetic applica-
tions effectively combine spatial specifi city—afforded by localized light delivery—
and targeted neurotransmitter activation, allowing researchers to unravel the causal 
roles of anatomically distinct branches of the cholinergic and dopaminergic neu-
rotransmitter cascades in producing animal behaviors.  

9.5.4     Interrogation of Long-Range Neuromodulatory 
Interactions 

 Finally, an important application of optogenetics has been in the investigation of 
large-scale circuit interactions. Subcortical and midbrain nuclei engage in complex 
interactions that determine aspects of volitional behavior and reinforcement condi-
tioning. By taking advantage of neuronal projections between nuclei and cortical 
regions, researchers can simulate native, large-scale brain activities. In one such 
study, Chaudhury et al. [ 56 ] used retrograde virus tracers to express ChR2 and Halo 
in NAc and prefrontal cortex (PFC) projections to VTA dopaminergic neurons in 
order to examine the relationship between reinforcement circuitry and social defeat. 
They found that the activity of dopamine projections from VTA to NAc and PFC 
have opposing roles in eliciting susceptibility and resilience to social defeat—indi-
cated by the mouse’s capacity for effective reinforcement learning. Utilizing a similar 
paradigm to deconstruct long-range neuromodulatory interactions during volitional 
behavior, Warden et al. [ 57 ] used viral ChR2 expression in Ca2 + /calmodulin- 
dependent protein kinase-α-Cre (CaMKIIα) transgenic mice in order to stimulate pro-
jection afferents from PFC within the raphe nucleus of the brainstem. They observed 
that PFC enhances effortful action under stressful conditions by directly accessing 
the serotonergic pathway, indicating that PFC interacts with 5-HT to elicit action 
selection during stress scenarios. 
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 In this way, viral and retroviral expression of opsins can be used to experimentally 
access the origins and eccentricities of large-scale neurotransmitter systems as they 
project to and interact between nuclei over extended distances. Indeed, future work 
with optogenetic co-expression of opsins under CaMKIIα or SERT (a serotonin 
transporter protein) promoters and dopamine-related promoter regions could be 
useful in elucidating an integrated neuromodulatory cascade by which PFC inter-
acts with dopamine and 5-HT projecting nuclei, perhaps granting us further insight 
into a brain-based perspective of reinforcement learning and mood disorder [ 58 ].   

9.6     Concluding Remarks 

 Optogenetics, an exciting novel neurotechnology, offers new ways to modify and 
control neural activity rapidly and reversibly. Three major classes of light-activated 
opsins, channelrhodopsins (for neural activation), and halorhodopsins, and archaer-
hodopsins (for neural silencing), when expressed in mammalian neurons, generate 
suffi cient photocurrents to alter neural activities when irradiated with light. By tar-
geting these opsins to specifi c cells of interest, it is now possible to investigate the 
casual roles of these neurons in neural computation and animal behaviors. We have 
described several advances in the application of optogenetics owing to varied exper-
imental approaches: hybridized light delivery and electrophysiological recording 
confi gurations, dynamic methods of molecularly induced opsin expression, specifi c 
cell targeting within heterogeneous nuclei, and experimental control of neuronal 
projection systems. Much of the research performed with optogenetics has focused 
on neocortical, striatal, and hippocampal networks, revealing new windows into the 
neurophysiology of memory, executive processing, learning, and perception. In this 
regard, optogenetic applications have displayed extraordinary potential for unravel-
ing neural systems behavior and underlying cognitive functions, as well as further-
ing our understanding of pathological brain states related to psychiatric disorders 
and disease. While optogenetics has revolutionized the investigation of specifi c 
cells in neural computation with high spatial, temporal, and cell-type specifi city, it 
is important to properly interpret results from optogenetic perturbation studies. 
Continued progress in generating novel opsins with improved functions or power 
spectra, along with increasingly available transgenic animal models and associating 
hardware, will facilitate the continued wide spread use of optogenetics in mapping 
neural circuits.     
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