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Preface

Ion/molecule reaction mass spectrometry has proved to be one of the most power-
ful, sensitive, and versatile research techniques and has been applied to analysis 
in a great variety of qualitative and quantitative studies. As a consequence, mass 
spectrometers have undergone endless cycles of development of ionization methods 
for a wide variety of applications. Under these circumstances, the novel ioniza-
tion method appears that must make difference in science, especially in the field 
of chemical and environmental analysis, plasma diagnostics, process monitoring, 
biological, and clinical analysis.

The study of ion–molecule reactions started in the early 1950s with active re-
searches in conventional mass spectrometers with modified ion sources operated 
at high pressure. Its unique feature is that the initial reaction step is driven by ion-
permanent dipole or ion-induced dipole attraction between the reactants and it often 
occurs without any activation energy. The field has grown rapidly since that time. 
Pioneering works go back to experiments of Talrose and Melton and the technique 
was developed to be analytically useful by Munson and Field in the mid-1960s. 
Kinetic and thermodynamic studies have also grown rapidly during that time, with 
the development of mass spectrometry (MS) itself. Indeed, the majority of the ther-
mochemical parameters in the gas phase for chemical compounds were determined 
using various MS techniques.

The ion–molecule association reaction is one of the various reaction types ob-
served in ion–molecule reactions. It is a unique process similar to the combination 
of two atoms or two free radicals. The energy accumulated in the reaction complex 
often must be liberated by collision with a third body for the complex to survive. 
Studies of complex ions are relevant to phenomena such as solvation, clustering, 
plasma chemistry, radiation chemistry, flame and combustion, and even atmospher-
ic and interstellar processes. The research area has been extended to the subject of 
a clustered ion formation in bridging the gap between the gas and condensed phase.

The characterization of reactive intermediate, free radical has been one of the 
most important challenges for the scientist in the history of chemistry. In early 
times, MS has appeared as a direct method to study radical intermediates due to its 
immediate response in the analysis. Among the various original methods developed 
in the purpose of detecting and characterizing free radicals in dynamic chemical 
systems such as plasmas and combustion, the ion attachment mass spectrometry 
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(IAMS) method to exploit alkali ion/molecule association reaction (cationization) 
appears to be an alternative to low-energy electron impact ionization methods. A 
real challenge for IAMS is to extend its capability to detect intermediary free radical 
species in various dynamic chemical systems. Recently this type of mass spectrom-
eter is available commercially in a complete form.

Transition to the Gaseous to the Condensed Phase A variety of ionization tech-
niques in the condensed phase are now available which enable MS to be used for 
the direct analysis of nonvolatile or/and thermally labile compounds. These include 
field desorption (FD), fast atom bombardment (FAB), plasma desorption (PD), 
secondary ion mass spectrometry (SIMS), electrospray ionization (ESI), and laser 
desorption (MALDI). Most methods can be classified into desorption ionization 
(DI). Cationization reactions are ubiquitous in DI MS, where traces of alkali salts 
are often sufficient to produce intense cationized species. Cationization appears to 
hold great promise for the analysis of nonvolatile and thermally labile compounds. 
Studies have been extensively done to understand the mechanism of this form of 
ionization in order to make a wider application of the technique. Cationization MS 
has already been regarded as the method of choice for the analysis of nonvolatile 
and thermally labile substances. Thus, the questions arise: (1) what are the distinct 
features of cationization MS, (2) what are problems of the technique and (3) what is 
its advantage for the analysis of biological substances, drugs and drug metabolites, 
medicinal and environmental chemicals. Gas-phase ion/molecule reaction chemis-
try can potentially lead to the understanding of the ion complexation (cationization) 
mechanism in the condensed phase. To our best knowledge, so far, no compre-
hensive monograph has been published for the basic fundamentals of ion/molecule 
association reaction and its mass spectrometric applications (conditions) for a wide 
diversity of analytical study.

Characteristics of This Book This monograph will cover primarily thermal alkali-
metal ion association reactions of the general type: A++M+N ⇄ (A+M)++N, where 
A denotes a positively charged alkali metal ion, M is a neutral species and N works 
as a third body. In this volume, nine chapters are presented. They include tutorials 
on important principles as well as reviews on special topics, covering fundamental 
operating principles, instrumentation, and representative applications for all areas 
of chemical dynamics, environmental chemistry, molecular medicine, and biologi-
cal science. Cationization is defined (used) in this book as metal ion association, 
both in the gas-phase and in the condensed-phase. Attachment and association are 
used interchangeable. Other synonyms are listed elsewhere. Authors try to prepare 
the manuscript for reader to find a guide for tomorrow by taking lessons from the 
past. In other words, this book includes rather old but excellent studies, which 
seems to be obsolete. Individual chapters will be available for purchase from the 
publisher’s website. In order for these chapters to be self-completed, it is inevitable 
to have few replications. Consequently, each chapter contains references to research 
articles and reviews.
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This book is divided into nine parts:

1. Introduction
2. Ion chemistry (principle)
3. A theoretical approach to ion-molecule complexation
4. Experimental methods and instrumentation
5. Applications of association reactions in the gas-phase
6. Hybrid system with ion attachment techniques
7. Cationization MS for the condensed-phase samples
8. Direct analysis mass spectrometry
9. Future prospects

Chapter 1 provides a historical viewpoint (perspective) on the study of ion/mol-
ecule association (cationization) MS as well as explanation on the evolution of de-
velopments of the instrumental methods. In addition to serving as an introduction 
for the subject of cationization MS as it pertains to ion chemistry, this chapter briefs 
thermochemistry and chemical dynamics (and analytical application) of metal ion 
association reaction. The fundamentals for ion/molecule association reaction are de-
scribed in Chapter 2, providing a basic introduction to the mechanism and dynam-
ics of termolecular association reaction, dissociation and fragmentation reaction of 
associated ion and ion/molecule association mechanism in the condensed-phase.

Chapter 3 briefly describes the basic concepts behind ion-molecule interactions, 
such as ion-dipole, ion-induced dipole, and ion-π interactions. Fundamental theo-
ries explaining ion-molecule association/dissociation reaction dynamics are also 
outlined in this chapter. Computational methodologies to study the ion-molecule 
interactions are discussed. Finally, theoretical studies (using both ab initio and den-
sity functional theories) on ion interactions with organic molecules, biomolecules, 
and materials are given in detail with a lot of important and fundamental examples.

Chapter 4 discusses a variety of experimental methods and introduces instru-
mentation for the study of gas-phase ions and ion-molecule chemistry in general 
and of ion attachment processes in particular, with an emphasis on mass spectrom-
etry (MS) methods. The section starts with a discussion on common methods to 
generate gas-phase alkali metal ions, to be applied in various ion-attachment experi-
ments. Subsequently, (tandem) MS methods are discussed that enable the investi-
gation of the structure of ions and the results of ion-molecule reactions. Separate 
sections are presented for beam instruments and ion-trapping instruments. In some 
cases, these instruments can be used to perform ion-molecule reactions as part of 
the measurement protocol. Emphasis is put on commercial available MS and MS–
MS instruments. In subsequent sections, various other tools are discussed, that may 
be combined with MS and allow the study of gas-phase reactions of ions. These 
tools comprise (a) flowing-afterglow methods (FA-MS), including derived methods 
like selected-ion flow tubes (SIFT-MS) and proton-transfer reaction devices (PTR-
MS), (b) drift tubes, ion-mobility spectrometry (IMS) and IMS–MS, and (c) high-
pressure MS instruments. The text provides ample references for further reading.

Chapter 5 explores the application of alkali-metal ion/molecule association in 
the gas-phase to MS. This chapter: (1) surveys the fundamental basis to build the 
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instrument, (2) describes the instrumentation to the measurement of mass spectrum, 
and (3) summarizes mass spectrometric applications to measurements on chemical 
compounds, which include intermediary free radical, interstellar, environmentally 
important, and unfamiliar or unstable species. The subject of application of the re-
striction of hazardous substances (RoHS) detective is also covered.

Chapter 6 describes the concept of hybrid mass spectrometric system with ion at-
tachment technique as ionization method. A combined (hypernated) MS represents 
time-of-flight (TOF), ion trap quadrupole, ion mobility spectroscopy, ion cyclo-
tron resonance (ICR) or aerosol MS, while descriptions of specially designed inlet 
system include chromatographic introduction (inlets), and various pyrolysis probes 
for evolved gas analysis. Some applications of each technology are presented, to-
gether with representative and/or illustrative examples. In addition, development of 
portable IAMS is provided along with explanations and spectral applications.

Chapter 7 highlights analytical mass spectrometry with use of Alkali metal ion 
reaction (association) in the condensed-phase. Methodology for cationization MS is 
emphasized in this chapter, which also describes role of M+ adduct of biologically 
important nucleosides, peptide or protein, sugars, as well as synthetic polymers. The 
approach and procedure for the structural characterization of biologically important 
substances from CID, BIRD, ECD, ISD and PSD MS/MS data, are described in 
detail, being reviewed by hundreds of current topics.

Chapter 8: Recently, we have seen a rapid development in direct introduc-
tion mass spectrometry (DIMS). Among the DIMS instruments mentioned are: 
atmospheric-pressure chemical ionization (APCI), proton-transfer-reaction mass 
spectrometry (PTR-MS), selected ion-flow-tube mass spectrometry (SIFT-MS), 
ion-molecule reaction mass spectrometry (IMR-MS), direct analysis in real time 
(DART) and desorption electrospray ionization (DESI). These technologies are also 
compared for applications to ambient mass spectrometry. Finally, selected examples 
of applications for the technologies are given, including research monitoring of 
volatile organic compounds (VOCs) in the applications to food-quality control, fla-
vor release, process monitoring, environmental and medical sciences.

Chapter 9 discusses IAMS from the application point of view, highlighting im-
portant contributions IAMS can make in the study of dynamic systems like flames, 
discharges and plasmas, in pharmaceutical, biochemical and biotechnological, en-
vironmental, food safety, and polymer application areas.
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ADDA 3-Amino-9-methoxy-2,6,8-trimethyl-10-phenyldeca-4,6-dienoic acid
AE Appearance energy
amu Atomic mass unit
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APCI Atmospheric pressure chemical ionization
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Arg Arginine
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1.1  Ion–Molecule Association Reactions

Thermal alkali-metal ion association reactions of the general type are:

  (1.1)

where A denotes a positively charged alkali-metal ion, M is neutral species and 
N works as a third body. As indicated, most association reactions are reversible, 
though not necessarily appreciably so for all the systems of ionic and neutral mo-
lecular reactants. The bonding between ion and neutral species is generally found to 
be weak relative to normal chemical bond dissociation energy (BDE); BDE (A-M) 
is typically 200 kJ mol−1 or less, often much less. The A-M bond derives primarily 
from electrostatic forces such as ion-dipole attraction [1].

An ion–molecule association reaction is a process similar to the combination 
of two atoms or two free radicals. The initial association step takes place by ion-
permanent dipole or ion-induced dipole attraction between the reactants and often 
occurs without any activation energy. The energy accumulated in the reaction com-
plex [(A + M)+*] often must be liberated by collision with a third body, N, for the 
complex to survive. In some exceptional cases, however, a radiative association 
reaction or an elimination reaction involves an ion–molecule association complex 
(see Chap. 2). Termolecular reactions are second order in the condition of saturated 
termolecular kinetics and their rate depends upon a third body density. Typically, 
termolecular ion–molecule reactions (IMRs) have rate coefficients in the range 
10−9–10−10 cm3 s−1 (1010–1011 L mole s−1). In general, they have larger rate coef-
ficients in the range of the Langevin rate [2].

Considerable effort has been devoted to the ab initio molecular orbital (MO) 
calculation of three important aspects for ion–molecule association reactions: (i) the 

A + M + N A+M + N,+ +*� ( )
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properties of the transition states, (ii) the accuracy of the canonical variational tran-
sition state theory (CVTST) rate constant, and (iii) the potential energy surface [3, 
4]. Many of these studies have utilized the ion-permanent dipole and ion-induced 
dipole potential. These studies are very illustrative to understand the fundamentals 
of ion–molecule association reactions. The Li+ and K+(H2O) equilibrium complex 
is shown in Fig. 1.1, along the minimum energy path. This complex has C2v sym-
metry and a classical binding energy of 33.78 kcal/mol with respect to completely 
dissociated Li+ + H2O. The Li+, O, and H atoms from Li+ are in the same plane. The 
potential minimum occurs at R = 1.865 A when R is the distance between Li+ and 
the H2O center of mass [5].

1.2  Origin

1.2.1  Flowing Afterglow

A study of IMRs has its roots in the National Oceanic and Atmospheric Administra-
tion (NOAA) flowing afterglow (FA) apparatus. In the early 1960s, Ferguson et al. 
[6, 7] developed the FA method for investigating the kinetics of IMRs which were 
important in the chemistry of the upper atmosphere. FA has since emerged as one 
of the most versatile methods for studies of gas-phase ion chemistry. In its basic 

Fig. 1.1  Plot of potential energy along the minimum energy path with H2O constrained in its equi-
librium geometry. R is the distance between alkali ion and the H2O center of mass. Li+ + H2O (line) 
and K+ + H2O (dots). Alkali ion-water potential surface (dashes) obtained by collisional theories 
of ion-molecule kinetics:V(r, θ)	=	−	(αq2/2r4)	−	(qμD/r2)cosθ,	where	μD is the dipole moment of the 
neutral and θ is the angle formed by the dipole and r (Reprinted with permission from [5]. ©1982, 
American Institute of Physics)
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form, a FA apparatus consists of an ion source, a relatively high-pressure flow-tube 
reactor, an ion sampling system, and a quadrupole mass spectrometer. The early FA 
studies included metal-ion chemistry, which was directed to metals such as lithium, 
magnesium, sodium, and so on. These measurements established fundamental fea-
tures for the chemical kinetics of metal ions. Termolecular kinetics was established 
for the association reactions of Li+ with N2, CO2, SO2, halogenated organics under 
the conditions of a pressure range from 0.3 to 1.0 Torr [8].

1.2.2  Drift-Tube

The conventional type of drift-tube (DT) experiment, in which ions drift under the 
influence of a weak electric field, has been widely used in the measurement of ion 
mobilities, equilibrium constants, and IMR rate constants as a function of ion kinet-
ic energy from 0.05 to about 5 eV [9]. The capabilities of this technique have been 
extended soon by incorporating an ion drift-tube section into the gas-flowing region 
of the basic FA device [10]. These FA and DT instruments (namely, flow-tube mass 
spectrometry) and their many derivative techniques such as the powerful selected 
ion flow tube (SIFT) method, variable temperature FA, and guided ion beam tan-
dem mass spectrometry have been employed in many laboratories worldwide.

1.2.3  High-Pressure Mass Spectrometry

The thermodynamics of alkali-ion metal–molecule reactions began to be uncovered 
in the mid-1960s [11, 12]. Work on the thermodynamics of the solvation of ions 
may be considered as a root in the studies of alkali-metal IMRs. In the 1970s, sev-
eral research groups studied the gas phase solvation of alkali-metal ions by water, 
ammonia, and various solvent molecules. The thermochemistry for clustering of 
water molecules around alkali ions was established [13]. The dynamics (kinetics) 
are also important for understanding the ion–molecule association. In this regard, 
the most important early development was that of the high-pressure mass spec-
trometer (HPMS) technique which enabled ion thermalization and the establish-
ment of equilibrium cluster ion distributions [14]. This method has grown to be one 
of the most valuable in deriving thermochemical data of ion–molecule association 
 reaction.

1.2.4  Present

Over the last 50 years, all three basic elements of the flow-tube mass spectrom-
etry, the ion source, reactor, and detector, have been continuously modified and im-
proved, giving rise to a variety of useful new instruments (see Chaps. 4, 5, 6 and 8).  
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Those are, for instance, known as active chemical ionization mass  spectrometry 
(ACIMS) for atmospheric trace-gas measurements in the chemosphere, proton 
transfer reaction mass spectrometry (PRT-MS), selected ion flow tube mass spec-
trometry (SIFT-MS), ion–molecule reaction mass spectrometry (IMR-MS), ion at-
tachment mass spectrometry (IAMS), and ion mobility spectroscopy (IMS). Those 
have now become part of the extensive resources of experimental techniques dedi-
cated to all the scientific fields, especially such as fundamentals of gas-phase ion 
kinetics and thermochemistry, physical organic chemistry, atmospheric chemistry, 
interstellar chemistry, plasma, and combustion chemistry, radiation chemistry, ana-
lytical chemistry, and ultimately even medicine and biology.

1.3  Importance and Interest

Apart from their intrinsic interest as a chemical process, such ion–molecule associa-
tion reaction can provide a great deal of information on the nature of ion clustering 
[14–17]. Equation 1.1 is regarded as representing merely the first step in a series 
of reactions leading to the fully clustered ion. It has also been found that ion–mol-
ecule association is a particularly important process in the atmosphere, ionosphere, 
interstellar environments, and plasma, flame, combustion, and radiation chemistry.

The formation of ion clusters in the gas phase proceeds via a sequence of asso-
ciation reactions between ions and the molecules.

  (1.2)

where A+ designates the ion about which molecule M is clustered. N is the third 
body which serves to stabilize the cluster during the association process. These 
reactions occur for a wide variety of molecules and are observed in most cases to be 
highly exothermic with a collision rate constant and little or no activation energy. 
Alkali halide clusters [A+(AX)n] have been studied extensively for abundance dis-
tribution and thermodynamics [17, 18]. The study of the properties of ion clusters 
is very interesting since they are concerned with the phase transitions, the develop-
ment of surfaces, clustering, and formation of the condensed state [15].

Experimental results of ion–molecule association reactions also provide insight 
into a wide range of atmospheric issues. For instance, studies of gas phase mo-
lecular aggregates of acid molecules can contribute to an understanding of acid 
rain, smog, and the chemistry of the upper atmosphere [19]. Another application to 
atmospheric issues deal with a wide range of reactions occurring in the ionosphere 
through all altitudes up to 90 km, and the chemistry taking place on polar strato-
spheric clouds (PSCs) surface [20].

Recently many propositions have been made in the field of astronomical science. 
Herbst et al. proposed plausible mechanisms for converting molecular hydrogen 
and atomic carbon in interstellar clouds into hydrocarbon molecules via sequences 
of ion-neutral reactions [21]. These mechanisms have been incorporated into IMR 

A M + M + N A  M + N,+
n 1

+
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models. The chemistry of the early universe includes several reaction routes like 
non-reactive collisions, IMRs, and two-body association reactions. The possible 
presence of LiH+ was first postulated by Dalgarno and Lepp, who suggested it to be 
formed by efficient ion–atom radiative association [22]. It was suggested at the time 
of the original discovery of C60 [23] that polycyclic and polyaromatic hydrocarbon 
(PAH) molecules and ions, and possibly larger fullerene molecules and ions, are 
present in interstellar and circumstellar environments. These propositions definitely 
enhance the fundamental studies of association reactions of ions with molecules 
[24].

The importance of the ion chemistry in plasma [25], flame [26], combustion 
[27], and radiation [28, 29] is well recognized. Attention is drawn to dynamical and 
accurate measurements of IMRs which are required to improve our understand-
ing of the ion chemistry proceeding in such extremely complex environments. For 
instance, in analysis of flames and related combustion processes, difficulties are 
associated with the fact that a flame is a complex reacting chemical system which 
contains many interfering species with steep gradients of reactive species [30]. This 
needs measurement of spatial composition with a precise position in the system. 
The study of ions, however, provides an ideal position for the dynamical and spatial 
study of reaction dynamics because of the ease with which ions are handled by mass 
spectrometry (MS) due to their charges.

1.4  Ion Thermochemistry

1.4.1  Importance

Ion thermochemistry is of great practical importance to MS. Mass spectral patterns 
are intimately related to ion energy. In chemical ionization (CI)MS, the absence of 
appreciably endoergic IMRs results in analytical selectivity. Schemes for analyz-
ing and sequencing peptides and other biomolecules by MS involve site-specific 
protonation or cationization. The site specificity is determined by the relative pro-
ton affinities or metal ion affinities of various functional groups. The dynamics of 
the reactions is important too, but thermodynamics ultimately controls the favored 
processes [31].

A variety of MS and ion spectroscopy techniques have been developed to mea-
sure ion thermochemical quantities [32]. MS allows a gas-phase ion of known mass 
to be isolated and manipulated. The most precise and accurate measurements of mo-
lecular energetic are made from spectroscopic measurements, where transitions be-
tween initial and final quantum states are individually resolved and assigned. Aside 
from spectroscopic determinations, IMR equilibrium measurements can provide 
the most accurate ion thermochemistry values. Ion concentrations are sampled di-
rectly from an equilibrium system using MS. For nonequilibrium systems or where 
not all the reactants and products are stable or easily produced, unimolecular and 
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bimolecular kinetics methods have been developed by ion chemists to obtain ther-
mochemical information. Theoretical calculations using ab initio molecular orbital 
(MO) theory or density functional theory (DFT) have become extremely impor-
tant for the experimental chemist in general and for ion chemists in particular [33]. 
Modern theory rivals the accuracy of experimental thermochemistry in some cases 
and is indispensable for the interpretation of experiments in others. Thermochemi-
cal applications of theory, as well as comprehensive compilations of ion and neutral 
thermochemical quantities are available [33–36].

1.4.2  Thermodynamics

The thermodynamical studies of alkali-ion metal–molecule reactions in a HPMS 
began in the mid-1960s. Kebarle reported the gas-phase reaction involving the clus-
tering of water molecules around the potassium ion [37]. They established the ther-
modynamics on the solvation of ions [38]. The study of dynamics (reaction rate) is 
also important in ion–molecule association, which is detailed in the Chaps. 2 and 3. 
These two different areas of interest can in practice be investigated using MS and 
computational techniques.

An ion/molecule equilibrium:

  (1.3)

is established in a FA, drift-tube, and HPMS, or ion cyclotron resonance spectrom-
eter. The equilibrium constant is determined by observing the relative abundances 
of the two ions, A+ and C+ after an equilibrium is established:

  (1.4)

Here, A+ and C+ represent the respective measured ion intensities. The neutral re-
actants, B and D, are present in great abundance compared to the ionic reactants, 
and therefore, the ratio [D]/[B] can be assumed as unchanged after equilibrium is 
established.

As can be seen from the following equation:

  (1.5)

a single measurement leads to a value for the Gibbs change in free energy of reac-
tion at the temperature of the measurement. Such measurements only generate rela-
tive	thermodynamics	scales	of	ΔH°	and	ΔS°.	Practically,	many	studies	have	been	
published in which measurements were made at a single temperature. In order to 
determine the absolute values for thermochemical quantities of these reactions, val-
ues for the entropy changes of reaction must be obtained, through measurements 
of the equilibrium constant at different temperatures (Van’t Hoff plot) or through 
statistical mechanical estimations.

A + B C + D+ +�

K C D A Beq
+ += [ ][ ] / [ ][ ] .

eqRT ln K G = H T S ,− = ∆ ° ∆ °− ∆ °
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1.4.3  Bond Dissociation Energy (Metal Ion Affinity)

The study of the binding of metal cation with various chemical species has been an 
area of significant interest over the past 50 years. Especially the interaction between 
organic compounds or biologically active molecules and alkali-metal cations in the 
gas phase has attracted much attention. The same type of fundamental reactions, 
protonation and ion-solvent molecules association, occur also in the gas phase [39]. 
Such interactions relate to chemical and biological processes occurring in the het-
erogeneous regions; for example, ion solvation, catalysis, transport through mem-
branes, affinity of active compounds toward receptors, and antibiotic activity. Fur-
thermore, the corresponding complexes have useful applications in analytical MS.

Understanding these phenomena requires knowledge of the corresponding in-
teractive energetic in the gas phase, a solvent-free environment. Such an intrinsic 
ion-neutral interaction can be combined with data on ion solvation for better un-
derstanding of the condensed phase phenomena. Metal cation affinities are a good 
basis for an analysis and a modeling of such interactions in complexes systems. 
Experimental studies have focused primarily on the binding of alkali-metal ions 
and transition-metal ions. Much experimental bonding energy can be found in the 
exhaustive reviews [34–36, 40]. Most of the reported data were obtained by HPMS 
and ion cyclotron resonance (ICR).

The BDEs of ion–molecule association complexes are afforded by enthalpy 
changes of the reaction

  (1.6)

where M and A+ represent a molecule and a metal cation, respectively. Many tech-
niques have been used to investigate such BDEs ranging from equilibrium measure-
ments, bracketing experiments, photodissociation, and threshold collision induced 
dissociation. On the other hand, the relationship between the enthalpy of formation 
of MA+ and its neutral counterpart, M, is also defined in terms of a quantity called 
the ion affinities. This is the negative of the enthalpy change of the hypothetical ion 
association (cationization) reaction:

  (1.7)

The term “ion affinities” is a quantity defined at a finite temperature, usually 298 K. 
The principal instruments that have produced information on the bonding in ion–
molecule association complexes include HPMS, FA, ICR, and so on.

Most ion/molecule equilibrium studies have been devoted also to the derivation 
of extensive scales of BDEs. From the temperature dependence of the equilibrium 
constants (Van’t Hoff equation), enthalpy changes have been obtained. The BDEs 
are defined as the standard enthalpy changes at 0 K for the reaction (Eq. 1.6). These 
can be calculated using Kirchhoff’s equation:

  (1.8)

MA  M + A   H = D M A+ + +→ −( )∆ ,

M A MA   H = ion affinities.+ ++ → − ∆

T vBDE H  RT   C T.= ° − − ∆
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ΔH°T	is	the	enthalpy	change	at	a	given	temperature	of	T.	ΔCv is the difference in the 
heat	capacity	between	products	and	reactants.	However,	the	enthalpy	change,	ΔH°T, 
is assumed to approximate the ion–molecule BDE. This assumption is reasonable 
since the enthalpy change is expected to be only weakly temperature dependent for 
ion–molecule association reaction.

Developments in ab initio MO quantum chemistry have resulted in theoretical 
models [41]. These are able to predict the properties of neutral molecules and ions 
within so-called chemical accuracy (about 2 kcal/mol). This makes these proce-
dures extremely useful in ion chemistry, especially in thermochemical studies. An-
other approach is DFT that has attracted intense interest. DFT offers the promise 
of less drastic scaling with the size of the system than traditional ab initio methods. 
In general, hybrid density functions frequently provide the best overall agreement 
and surpass MP2 result of ab initio theory. There have been a number of theoretical 
studies of the structures and binding energies of alkali ions to many bases, including 
from free radical, biradical, amino acid, and crown ether to DNA bases (see details 
in Chap. 3).

1.5  Cationization Mass Spectrometry; Application  
to Analytical Mass Spectrometry

1.5.1  Alkali Metal Ion in the Gas Phase

Methodology leading to ion attachment (cationization) of chemical compounds as a 
method of ionization is extremely developing area of current MS. Cationization of 
molecules is an important analytical method because of its simplicity, its extreme 
sensitivity, and its ability to provide real time measurements as a consequence of 
fast response time of ion attachment reaction. Cationization of organic molecules 
with alkali ions to provide molecular weight information was first demonstrated 
with the reaction of Li+, produced by field ionization and 1-hexanol [42].

The reactivity of metal-ion attachment to organic molecules has stimulated fur-
ther interest in alkali-metal ion CI. Metal ions have been used as special reagents 
in analytical MS to provide new or improved information for analytical chemistry 
[43]. The adduct ions can be used to determine relative molecular weight of un-
known species and to find numerous applications in the analysis of mixtures. The 
target species includes intermediary free radical and other species [44], which are 
sometimes not found under ordinary conditions (see Chap. 5).

1.5.2  Transition to the Gaseous to the Condensed Phase

Nonvolatile Sample Molecules For nonvolatile or thermally labile sample mol-
ecules, a variety of ionization methods have been developed over the past 50 years. 



91 Introduction

These methods include field desorption (FD), fast atom bombardment (FAB), 
plasma desorption (PD), (static) secondary ion mass spectrometry (SIMS), laser 
desorption (LD), and electrospray ionization (ESI). Most methods can be clas-
sified into desorption ionization (DI) or spray ionization methods. Both DI and 
spray methods sample directly from the condensed phase, either liquid or solid. In 
DI, the processes of volatilization and ionization are not distinct and associated, 
while in spray ionization, a nebulization is used to separate sample molecules and/
or ions from the solvent liquid. One of the earliest applications to produce cation-
ized adducts was done by using FD and FAB ionization. Furthermore, the direct 
sampling and following ionization from the condensed phases is important in a 
variety of sciences. These ionization methods significantly extended the range of 
compounds amenable to MS analysis. These days MS permits the application of 
these methods to molecular systems in condensed phases chemistry, biology, and 
medicine (see Chap. 7).

Significance of Cationized (Associated) Ions The metal ion adducts were found 
to have considerable potential for identifying unknown components of organic 
compounds, since cationization of molecules with alkali-metal ions is a universal 
way of generating secondary ions and little fragmentation of the [M + Cat]+ ions 
occurred. This approach is most often applied to nonvolatile, thermally labile mate-
rials using various DI methods. For instance, cationization reactions are ubiquitous 
in field desorption mass spectrometry (FDMS), where the use of inorganic alkali 
salts is often sufficient to produce intense cationized species and to simplify the 
spectra. Consequently, the chemistry of metal ion adducts frequently excludes the 
necessity for chemical derivatization of the analyte. Cationization has also been 
used to characterize materials that are unstable toward protonation. Compounds 
such as sugars and glycosides do not form abundant or stable [M + H]+ ions. These 
DI and spray ionization methods combined with tandem mass spectrometry (MS/
MS) are particularly useful for structure elucidation because collision-induced dis-
sociation (CID of [M + Cat]+ adducts), which are unlike decompositions of [M + H]+ 
ions, are increasingly being used for structure determination of multifunctional bio-
molecules. The use of alkali-metal ions as reagents has also become important in 
DI mass spectrometry. In biological systems alkali-metal ions, especially Na+ and 
K+, associate with a variety of biologically important peptides, proteins, sugars, and 
synthetic polymers.

Alkali metal ion adducts reported in DI and ESI mass spectra, however, were 
considered nuisances in some cases [45–47]. Cationization takes place unfavorably, 
especially in matrix-assisted laser desorption/ionisation (MALDI) and ESI. The un-
avoidable presence of sodium and potassium salts as impurities produces cation ad-
ducts and often comes up with a considerable decrease in sensitivity in DI methods. 
Furthermore, the presence of protonated species together with alkali ion adducts can 
appreciably complicate the identification of the components of a complex mixture.

[M + Cat]+ Adducts in DI and Spray Ionization MS The next part of this sec-
tion will describe briefly on how useful metal ion adducts ([M + Cat]+) ions can be 
formed in various DI methods to facilitate the analysis of samples (see details in 
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Sect. 4.2). PD, FAB, liquid secondary-ion mass spectrometry (liquid SIMS) and 
FDMS are (arguably) almost obsolescent ionization techniques that revolutionized 
the analyses of large biological molecules in the 1980s. Such ionization method 
shows significant similarities to each other. These ionization methods have been 
used to form metal ion adducts to confirm relative molecular mass, using MS and 
MS/MS techniques [48–54]. In most cases, alkali ion adducts of the type (M + Li)+, 
(M + Na)+ and (M + K)+ are formed and observed for analytes (M). Alkali-ion 
attachment is probed to yield excellent sensitivity for a wide variety of compounds, 
including carbohydrates, amino acids, moderately large peptides, nucleotides, and 
natural products. The metal-ion complexes have the advantage over the protonated 
ions or molecular ions, in some cases, that their fragmentation can yield more struc-
tural information.

Owing to its compatibility with solution samples, ESI is preferred over other 
ionization methods in many MS fields. Applications of metal ion adducts have been 
reported for ESI [55–57]. For example, ESI can be used to produce alkali-metal 
adducts of antibiotics that do not form abundant [M + H]+ ions. Informative adducts 
between alkali-metal ions and peptides have been observed under a variety of con-
ditions of electrospray ionization mass spectrometry (ESI-MS). It should be noted, 
however, that the presence of salt ion adducts cause the signal suppression and in-
terference with the interpretation of the mass spectra, particularly in analytical MS 
of proteins and other biological molecules.

In MALDI, quasi-molecular ions ([M + alkali]+ formation) can be formed by 
attachment of alkali ions, if alkali-metal salts are present in the sample [58, 59]. 
Cations generally do not need to be added to the sample: ubiquitous alkali-metal 
impurities are sufficient to give strong alkali-cationized signals. It is reported that 
for polysaccharides, alkalization occurred much more frequently than protonation. 
Imaging of MALDI samples shows that the positions of analyte molecules and al-
kali atoms are highly correlated. In some cases, cationization takes place unfavor-
ably, also in MALDI [46].

1.6  Review, Tutorial, and Web Articles

1.6.1  Reviews and Web Sites

The last 70 years have been marked by a dramatic increase in research work on 
the formation of gas-phase and condensed-phase ion–molecule complexes. As a 
result of this interest, a large amount of research literatures, review and tutorial 
articles, and monographs have appeared. The present section is intended to sum-
marize several early reviews, which contain the tutorial description, tutorial articles, 
and World Wide Web URLs. The literature [60] reported by K. Murray should be 
noted. This paper provides a more complete URLs listing and discussion of on-line 
resources available for MS. World Wide Web sites are tabulated for search pages, 
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index pages for MS research groups and companies, MS societies, local discussion 
groups, journals, and software.

Early general review by Good [1] explores the mechanism of third-order ion–
molecule clustering reactions alkali-metal ion–molecule association reaction and 
survey the instrumental basis to study its kinetic, covering the associated experi-
mental results. Other related review on ionic clusters is available in the Castleman 
and Keesee’s literature [15, 35, 61]. More recently Wu and McMahon [62] review 
structures, energetics, and dynamics of gas phase ions studied by Fourier transform 
ion cyclotron resonance (FTICR) and HPMS. While thermochemistry has been dis-
cussed in early reviews by Kebarle [38], advances in flow reactor techniques for the 
mechanism and dynamic study of gas-phase ion chemistry is focused by Grad and 
Squires [63, 64].

Several reviews on experimental techniques and methods have been written. Er-
vin’s review [31] discusses a wide variety of experimental methods available for ex-
amination of thermochemical and spectroscopic properties of gas-phase ions. This 
review has detailed theoretical analysis of experimental results, especially employ-
ing statistical rate models for activated decomposition processes and accounting for 
ion internal energies, is critically important for obtaining accurate thermochemical 
results and is required for precise experimental work. Eberlin has reviewed [65] 
how studies of IMR can be done using a triple-stage pentaquadrupole.The general 
concepts, advantages, and applications of pentaquadrupole mass spectrometry and 
of a variety of pentaquadrupole multidimensional triple-stage (MS3) scans as ap-
plied to the study kinetic, of gas-phase IMRs are detailed. Gronert reviews [66, 67] 
the general features and limitations of quadrupole ion traps, discussing by a de-
scription of representative ion trap studies focused on fundamental organic reaction 
mechanisms. There is a wide variety of commercial and customized equipment for 
performing gas-phase IMRs. Ryzhov [68] discuss the recent advances in instrumen-
tation development involving IMR as an analytical tool.

Many reviews encompass a wide range of analytical applications. The some ma-
terials focus on how IMRs can be used for structural studies. Lebrilla [69] reviews 
how proton transfer reactions and H/D exchange reactions can be used as probes of 
gas phase structures of peptide and protein. Wesdemiotis et al. [70] reviews the frag-
mentation pathways of synthetic polymer ions that have been energized to decom-
pose via collisionally activated dissociation (CAD), the most widely used activation 
method in polymer analysis. Brodbelt [71] reviews applications of IMRs for solving 
increasingly complex analytical problems. It is suggested that product distributions 
from IMRs provide key diagnostic information for structure identification. The Fu-
jii’s review is concerned [72] primarily with thermal alkali-metal ion association 
reactions. It includes reaction mechanism, instrumentation, and application to MS, 
together with reaction rates and alkali ion affinities of the classified compounds. 
The review literature [73] covered by Teesch and Adams focuses on how metal ions 
have been used as reagents in various MS methods since the early 1970s and how 
important the use of metal ions as reagents in DI of molecules is.
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1.6.2  Tutorial Articles

Other publications give us tutorial into ion–molecule association reactions: cat-
ionization MS. These will be a useful starter for those who are newcomers to the 
unfamiliar field and wish to learn the various subjects in more details. The tutorial 
material prepared by Busch [74] and Hanley et al. [75] focused on general aspects 
of DI-MS and its ionization mechanism. DI methods tend to produce even-electron 
ions such cationized molecules such as [M + Na]+; these stable ions undergo only a 
minimum amount of fragmentation. While kinetic energy releases in unimolecular 
fragmentation have been discussed in tutorial by Lifshitz [76], internal energy ef-
fects in MS are given by Vékey [77].

Several tutorial literatures encompass a wide range of MS hardware for the study 
of noncovalent complexes, including MS/MS [78], quadrupole ion trap MS [79], 
time-of-flight (TOF) [80], linear ion traps combined with quadrupole [81], and 
FTICR [82], and quadrupole-TOF [83]. The monograph Ion Cyclotron Resonance 
Spectrometry II edited by Hartmann and Wanczek [2], covers all the fields studied 
with ion cyclotron resonance. It includes tutorial reviews on systematic studies of 
ion chemistry as well as theories of ion–molecule association reaction. Several ap-
proaches to ion activation in MS/MS have been developed in recent years for use in 
ion trapping instruments. The Volmer’s tutorial [84] presents the most common ion 
activation techniques employed in MS/MS. McLuckey’s tutorial [85] discusses how 
slow heating methods can be used as ion activation in MS/MS. Pramanik’s tutorial 
[86] discusses how noncovalent complexes in the mass range 19,000–34,000 Da, 
can be detected using ESI-MS.
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2.1  Termolecular Association Reactions

2.1.1  Association Reaction Mechanism

It was experimentally found that the overall process of ion–molecule association 
reactions can more descriptively be schemed [1] as follows: collisional stabilization 
reaction (Eq. 2.1), radiative stabilization reaction (Eq. 2.2), and elimination reaction 
(Eq. 2.3) from ion–molecule complexes.

  (2.1)

  (2.2)

  (2.3)

where (A + M)+* is an intermediate complex of cation A+ and molecule M, which 
has	enough	internal	energy	to	become	stabilized	with	respect	to	dissociation,	hν	is	
the radiation, and RX is the component species of M.

Ion–molecule association reactions by collisional stabilization are of interest in 
all the fields of chemistry. The process is typically written as

  

(2.4)

( ) ( )*A M  A M  A M+ +++ + → +�

( ) ( )*A M  A M  A M   hv + +++ + → + +�

( ) ( )*A  M    A M   A M RX   RX,+++ + + → − +  �

( ) [ ]A   M  A M *  (AM) .++ ++ → + →kc ks N
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The collision rate constants, kc and ks, are given by Langevin theory [2, 3] nicely. 
It is detailed later in this section. It has already been pointed out (see Sect. 1.1) that 
this type of reaction is totally analogous to neutral radical combination reactions.

The ion–molecule reactions show a characteristic behavior; they present a very 
small or even no activation barrier. This behavior can be understood by considering 
a Lindemann type formalism [4, 5]. According to this model, an intermediate acti-
vated molecular complex is formed through a bimolecular collision. A subsequent 
collision of the intermediate activated complex (A + M)+* with another molecule 
(third body, N) is necessary in order to release the excited energies. Furthermore, 
it is well known that ion–molecule complexes stick together by ion/dipole and ion/
induced dipole forces, and these classical electrostatic forces between the compo-
nents of an ion/molecule complex and the stability of this complex increase with the 
dipole moment and the polarizability of the neutral component, which varies with 
its size and the presence of functional groups.

Radiative Association Reactions The study of radiative association reactions, 
(Eq. 2.2), has been of considerable interest [6–8] in chemical kinetics, planetary and 
interstellar chemistry, flames, and a variety of other areas. The kinetic study makes 
it possible to model the formation of complex molecular species in the interstellar 
science. At the very low molecular number densities in interstellar environments, 
the probability of formation of the products of association reactions by collisional 
stabilization is very low. Therefore, the radiative association process becomes 
an extremely important one for the production of the complex molecular species 
observed by astronomical physicist. The methodology is either flowing afterglow 
(FA) or Fourier transform ion cyclotron resonance (FT-ICR) mass spectrometry. 
For the study of the apparent bimolecular rate constant for formation of association 
products as a function of pressure of a third body (N), the pressure should be set 
up to be sufficiently high in order to release the energy in the associated complex. 
Under the high pressure conditions collisional stabilization has competed with and 
usually dominated over radiative association. As a result, the radiative association 
rate was then extrapolated from the intercept of a plot of apparent rate constant 
versus pressure of a third body, N.

Woodin and Beauchamp have pioneered the study for rapid radiative association 
of Li+ with a variety of carbonyl compounds at low pressure in a trapped-ion ion cy-
clotron resonance experiment [6]. More recently, Dearden et al. [9] have presented 
convincing evidence for very rapid radiative association of laser-desorbed various 
alkali ions with thermally vaporized valinomycin. These reactions are observed so 
readily, since they are exothermic processes with no third body present to release 
the excess energy. Collisions with neutral samples at the pressures of FT-ICR trap-
ping cell are too infrequent to account for collisional stabilization of the complexes, 
so these reactions are most likely stabilized by emitting the excess energy as infra-
red (IR) photons.

Elimination Reactions Possible elimination reactions of the type (Eq. 2.5) have 
been investigated, using ion cyclotron resonance (ICR) [10, 11].
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(2.5)

where RX is either alkali halide or organic halide. The occurrence of such a process 
implies that the reaction is exothermic and hence BDE(R-X) > BDE[A-(M-RX)] 
if the reactants are at thermal energies. To investigate such elimination reactions, 
Bueachamp et al. [10] have performed trap ion experiments using the thermionic 
source, which was mounted inside the source region of an ICR cell. For instance, 
association of an alkali ion and organic halide leads to the formation of an activated 
species which eliminate RX to give lithiated alkene, with the alkali ion remaining 
bound to alkene species. Interestingly, they also reported that intermediates dissoci-
ate to an alkali halide and carbonium ion. These observations indicate the possibil-
ity of determining the relative binding energies of alkali ions to various bases.

2.1.2  Termolecular Reaction Kinetics

The kinetics of termolecular ion association reaction is usually approximated by a 
two-step mechanism and is described as the general form:

  
(2.6)

  (2.7)

where A denotes a positively charged ion, M and N are neutral species, and k1, k2, k3, 
and k4 represent the reaction rate constants for the combination (or association), de-
composition, stabilization, and reverse reaction, respectively [12, 13]. As indicated, 
most association reactions are reversible. It has been pointed out that an ion–mol-
ecule association reaction is a process very similar to the combination of two atoms 
or two free radicals. The association process is considered to proceed via an inter-
mediate complex (A + M)+*, which has a characteristic lifetime, τ (= 1/k2), against 
unimolecular decomposition back to the reactants A+ and M. An initial combination 
step proceeds by ion-permanent dipole or ion-induced dipole attraction between the 
reactants. The energy thus accumulated in the reaction complex could then be liber-
ated by collision with a third body, N. It is expected that k1 contains no activation 
energy term and that it has thus no temperature dependence to a first approximation. 
It was experimentally found that ion–molecule reactions have negative temperature 
dependence, deviating from an Arrhenius plot. On the contrary, stabilization rate 
constants, k3, should depend on the identity of N; k3 may have some slight tempera-
ture dependence, since the excess energy to be lost may be distributed according 
to Maxwell–Boltzmann statistics. The bonding between ion and neutral species is 
generally found to be weak relative to normal chemical bond strengths.

( )A M  A M RX   RX,++ + → − +  

( )+
1 2A   M   A M * combination, /dissociation,( )k k++ +�

( ) ( ) 3 4A M *  N A M   N stabilization,( )/ rever ,se,k k+ ++ + + +�
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Employing the steady-state approximation for the activated intermediate com-
plex (A + M)+*, the expression for the overall second-order reaction rate constant, 
k(2), is given by:

  (2.8)

If the time interval between the formation of the activated intermediate complex 
and	the	collision	for	stabilization	is	long	compared	to	the	lifetime	( τ, 1/k2) of the 
intermediate product, (A + M)+*, the activated complex will decompose back to the 
initial reactants. Since the formation of the association products depends on the 
collision with the third-body gas molecules (N), the entire process is a competition 
between intermolecular collisional energy transfer and intramolecular vibrational 
energy redistribution of the excess energy of the activated intermediate complex 
among its degrees of freedom.

Two cases should be considered as a function of the buffer gas concentration 
[N]. In the high-pressure region, the stabilization process occurs much faster than 
the dissociation of the activated intermediate complex. In this case, k3[N] » k2 and 
the reaction rate becomes:

  (2.9)

From Eq. 2.9, it can be seen that in this regime, the overall second-order reaction 
rate is equal to ion–molecule association reaction rate, k1, and does not depend on 
the buffer gas pressure. In the low-pressure region, the condition k3[N] « k2 is ful-
filled, and the rate determining step is represented by the collisional energy transfer 
to the buffer gas. The reaction rate in this case is given by:

  (2.10)

These considerations clearly explain the experimental finding that the order of the 
reaction rate constant changes from second order in the high-pressure regime to 
third order in the low-pressure limits. The expression for k(2)overall can be deter-
mined when k1, k2, and k3 are known. k1 and k2 can be calculated by using the 
Langevin collision theory. For the calculation of the dissociation rate constant, k2, 
statistical models like Rice–Ramsperger–Kassel–Marcus (RRKM) theory [14, 15] 
are used. The Langevin and RRKM theories will be presented briefly in the next 
section and detailed in Chap. 3.

Langevin Theory The theoretical treatment of ion–molecule reactions is pre-
sented. This is a useful aid in understanding the collision dynamics of two species. 
The collision rate for an ion and a polarizable molecule having no permanent dipole 
moment is given by the Langevin theory [2, 3] as follows. For an ion and a molecule 
approaching each other with a relative velocity v and impact parameter b (Fig. 2.1), 
the Langevin theory describes the molecular interaction potential between an ion 

( ) [ ] [ ]( )1 3 2 3overall2 / .k k k N k k N= +

( ) 1overall2   .k k=

( ) [ ]1 3 2overall2  / .k k k N k=
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and a nonpolar molecule. According to this, the effective interaction potential is 
given at an ion/molecule separation r by the following expression:

  
(2.11)

where α represents the polarizability of the neutral molecule, e denotes the elemen-
tary charge, μ is the reduced mass, and L represents the classical angular momentum. 
The angular momentum has the form L = μvb. Equation 2.11 contains an attractive 
ion/induced dipole term (∼ r−4) from standard electrostatic forces and is referred to 
as the central potential term. The second term describes the repulsive term (∼ r−2) 
between the two particles and is referred to as the centrifugal term.

When Etrans( r) is defined as the translational energy along the line of the center of 
the collision, the total relative energy of the system is given as follows,

  (2.12)

The variation of Veff( r) with r, depends on the value of the impact parameter b. 
In	 the	 special	 case	 ( b = bc)	 where	 the	 centrifugal	 term	 equals	 to	 E( r), namely, 
Veff( r)	=	E( r), the particles will orbit the scattering center with a constant ion/
molecule separation rc. For impact parameter values b	≤	bc, the capture collision 
probability is p = 1 while for b > bc, the capture reaction does not occur and p = 0.

Similar to the hard-sphere collision model, the capture collision cross section or 
the Langevin cross section is defined as:

  (2.13)

( ) ( ) 2 2 2 4 2 2
eff / 2 1/ 2( / ) / 2 ,V r U r L r ae r L rµ µ= + = − +

( ) ( )trans effE E V .r r= +

( ) 2v .cbσ π=

Fig. 2.1  Schematics of ion molecule collisional behavior for critical impact parameter bc. The 
particles orbit the scattering center with rc. For the impact parameter b greater than bc, the particles 
are simply scattered at large values of the relative intermolecular distance r

 



22 T. Fujii

From the conditions that a δVeff( r)/ δ r = 0 and Veff( r) = E(r), at r = rc, a capture colli-
sion cross section and collision rate constant are deduced by

  
(2.14)

  (2.15)

As can be seen from Eq. 2.14, classical theory predicts the capture cross section 
should vary inversely as the relative velocity of the colliding pair and hence the 
Langevin rate constant, should be independent of the relative velocity and the tem-
perature. Equation 2.15 predicts reasonably well the rate constants for ion–mol-
ecule reactions involving only ion-induced dipole interactions. This indicates that 
a reaction occurs on every collision for many ion/molecule pairs; there can be no 
activation energy for the reaction. The rate constant predicted is of the order of 
1 × 10−9 cm3 molecule1s−1.

2.1.3  Kinetic Data Base

The techniques for measuring rate constants and product distribution (branching 
ratios) for ion–molecule reactions are varied, but the majority of the data have been 
determined using the FA, drift-tube (DT), selected ion flow tube (SIFT), high-pres-
sure mass spectrometric techniques, or ICR. These methods are detailed in Chap. 4. 
A number of surveys of all classes of ion–molecule reactions have appeared in the 
literature; Ferguson [16], Sieck et al. [17], Albritton [18], Anicich et al. [19], Ikezoe 
et al. [20], some of which include termolecular reactions or are limited to selected 
methods. Anicich listed [21] an index to the literature for gas phase bimolecular 
positive ion–molecule reactions as a comprehensive survey of ion–molecule reac-
tion kinetics and product distribution of the reactions. Over 2300 references are 
cited. This index covers the literature from 1936 to 2003. It was limited to selected 
reactions, listed by reactant ion, that were important for chemical modeling ionic 
processes in planetary atmospheres, cometary comas, and interstellar clouds.

Compared to the enormous amount of study devoted to the subject of bimolecu-
lar ion–molecule reactions, the subject of termolecular ion reactions is compara-
tively small. Consequently, kinetic data on the ion association are relatively sparse. 
The measurement has been largely confined to systems of planetary or interstellar 
atmospheres with experiments like SIFT operated at high pressure. An extensive 
study of the Li ion attachment has been carried out by Ferguson et al. [22]. Some 
reaction rates at termolecular kinetics are very large and near the Langevin collision 
rate. The association of Li+ with the water, rare gases, N2, and some organics has 
also been reported in drift tubes and ICR. Passarella et al. [23] reported rate coef-
ficients for the association of HCl, CO2, NH3, ND3, SO2, and CH3OH with Na +. At 
ambient temperature three-body rates in helium are found to range from 1.6 × 10−30 

( ) ( )2 1/22 / ( / )c cv b q vσ π π αµ= =
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to 6.3 × 10−28 cm6/s, increasing in magnitude from ligand to ligand. Ikezoe et al. 
listed the termolecular reactions whose rate constants are in the range of 7 × 10−26 to 
2 × 10−32 cm6/s. Termolecular reactions that have reaction rate constants faster than 
10−26 cm6/s appear to be competitive with bimolecular reactions. These are called 
then the pseudo-bimolecular or saturated termolecular reactions.

2.2  Dissociation Reaction

2.2.1  Unimolecular Dissociation

The basic theory of unimolecular dissociations of the ionized molecules under the 
condition of mass spectrometry are discussed in this section. Useful monograph 
of the development of the theory as applied to unimolecular reactions have been 
presented by Forst and by Baer and Hase [24, 25]. Historically, the unimolecular 
dissociative properties of gaseous precursor ions were studied by fragmentations 
occurring either in the ion source by electron ionization (EI) or by metastable ion 
decompositions during an ion’s flight from the ion source to the detector. This is 
followed by tandem mass spectrometry (MS-MS), which involves the activation of 
a precursor ion formed in the ion source and the mass analysis of the precursor and 
product ions. The ion activation method determines what types of products result. 
Several ion activation techniques have been developed over the past 50 years. The 
advent of soft ionization techniques, such as fast atom bombardment (FAB), elec-
trospray ionization (ESI), and matrix-assisted laser desorption/ionization (MALDI), 
extended the range of application of mass spectrometry to biological, thermally 
labile compounds. However, these ionization techniques primarily yield quasimo-
lecular species with little or no fragmentation and limit the structural information 
available in a single-stage mass spectrum. Consequently, collision-induced disso-
ciation (CID) was introduced in most MS-MS applications. While CID remains the 
most common dissociation technique, several new methods have become increas-
ingly useful for specific applications, complementing conventional CID mass spec-
tra. These include surface-induced dissociation (SID), electron-capture dissociation 
(ECD), electron-transfer dissociation (ETD), and infrared multiphoton dissociation 
(IRMPD). Blackbody infrared radiative dissociation (BIRD) can thermally activate 
ions in quadrupole ion trap and FT-ICR instruments. These activation techniques 
can be used to determine the bond energies (ion affinities) of metal ion/molecule 
complexes and to obtain the structural information in chemical and biological ap-
plications. Lastly, in-source decay (ISD) and post-source decay (PSD) in MALDI is 
presented with a focus on significance of the structural elucidation. A brief descrip-
tion of each of these methods is also presented in this section.

Quasi-Equilibrium Theory (QET) Ionization process in an EI source is very fast, 
taking < 10−16 s, which forms molecular ions in ground and excited states. Ioniza-
tion occurs by a vertical transition, and therefore the interatomic distances remain 



24 T. Fujii

largely unchanged (Franck–Condon principle). Excited molecular ions redistribute 
their internal energy (E) over the degrees of freedom in a statistical manner. It is pos-
tulated that all quantum states have equal statistical probability and all the degrees 
of freedom participate with the same probability in the energy distribution. After 
the accumulation of internal energy into appropriate modes, unimolecular dissocia-
tion (fragmentation) of the ion occurs. The whole system is described with a three-
dimensional potential energy surface (PES) over the reaction coordinate, indicating 
the possible dissociation channels. Observed fragmentations in EI result from uni-
molecular dissociations. The QET or, equivalently, the RRKM theory can be used 
to explain unimolecular dissociations in the gas phase in high vacuum conditions.

The rate constant k(E) for unimolecular dissociation defines the resulting EI 
mass spectra [26]. Ions with dissociation rate constants k(E) < 105 s−1 can reach the 
detector as molecular ions since the total time in mass spectrometers ~ 10−5 s. Those 
with rate constants k(E) > 106 s−1 are unstable ions and fragment in the ion source, 
while the intermediate situation (106 s−1 > k(E) > 105 s−1) represents metastable ions 
(see below) that fragment between the ion source and the detector. Figure 2.2 il-
lustrates the relative portions of stable, metastable, and unstable ions in an internal 
energy distribution curve.

Metastable Ion Decomposition Molecular ions formed in the ion source to dis-
sociate (fragment) spontaneously in a field-free region between the source and the 
detector are defined as metastable ions (see Fig. 2.2). These fragments are uni-
molecular dissociation products decomposed in the field-free regions of a mass 
spectrometer. Beynon et al., in the early 1970s, used a reverse geometry sector 
instrument, in which the magnetic analyzer (B) is placed in front of the electro-

Fig. 2.2  Hypothetical distribution of internal energies of ions formed in a typical beam-type 
instrument. Ions with dissociation rate constants < 105 s−1 remain intact on the timescale of the 
mass spectrometer (10−5 s). Those with rate constants > 106 s−1 are unstable ions and fragment in 
the ion source, while the intermediate situation (106 s−1 > kdiss > 105 s−1) represents metastable ions 
that fragment between the source and the detector. (Reprinted with permission from [26]. ©2004, 
John Wiley and Sons)
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static analyzer (E) [27]. Metastable ions (precursor ions) are chosen with a constant 
B values in the magnetic sector and then scanned by E for detecting metastable 
ion decompositions in sector instruments. This technique is called mass-analysed 
ion kinetic energy spectroscopy (MIKES). A MIKES experiment allows not only 
the study of fragmentation pathways, but also a direct measurement of this kinetic 
energy released during the fragmentation between the two sectors by measuring the 
width of the resulting peak.

The MIKES scans can also be applied very nicely with a collision cell placed be-
tween the two sectors for CID. Consequently, several scan types are developed for 
recording the products of metastable or CID. The linked scan with holding the elec-
tric field (E) and the magnetic field (B) of an analyser constant (B/E-linked scan) 
and the B2/E constant scan are very common among them. The B/E-linked scan is 
useful in both EB and BE geometry instruments and the resolution is enhanced as 
compared to the MIKES experiment. The B2/E, constant scan, is useful for identify-
ing a family of compounds present in a mixture. Another technique, the defocusing 
method, accelerating voltage scan, can be used to determine the precursor ions for a 
given fragment formed in the source of a single focusing instrument.

Even though a two-stage sector MS-MS experiment is rather obsolete and com-
plex methods, it may be applied for specific applications [28]. There are a number 
of important data for fundamental studies of the intrinsic, gas-phase chemistry of 
specific types of products, such as complexes between alkali-metal ions and biolog-
ical molecules [29, 30]. Furthermore, analytical applications of such metal ion asso-
ciation reactions have resulted in new approaches for structural elucidation of large 
biological molecules. These applications have basis in the early work of Rollgen et 
al., who first reported mass spectra of collision-induced decompositions (CID) of 
(M + Cat)+ ions formed by Li+, Na+, and K+ ion attachment under field desorption 
(FD) conditions, in which M = monosaccharide molecule and Cat = alkali-metal ion 
[31]. It is shown that the elimination of the alkali ions is determined by the alkali 
ion affinities of the molecules (M) and competes with a fragmentation of M which 
is almost independent of the alkali ion attached. Correspondingly, the alkali ion is 
predominantly retained in the fragment ions. The usefulness of this method is dem-
onstrated by showing that CID of cationized complexes can be significantly differ-
ent from CID of analogous protonated (M + H)+ ions. The CID and structure deter-
mination of complexes between alkali-metal ions and more complicated biological 
molecules such as peptides are very interesting. These are detailed in the Chap. 7.

The unimolecular dissociation of ions has been analyzed with the aid of statisti-
cal theory, which is based on the assumption that excited states rapidly convert their 
energy into vibrational energy of the ground electronic state [24, 25, 32]. The sta-
tistical theory for unimolecular reactions is known as RRKM, QET, transition state 
theory (TST), variational transition state theory (VTST), transition state switching 
model, or phase space theory (PST) [15], although the basic assumptions in these 
versions are identical. The significance of the theory is the calculation of the rate 
constant for unimolecular dissociation from the energy barrier for dissociation and 
a given reactant state (see details in Sect. 3.2).
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2.2.2  Collisional Dissociation

CID The CID process is assumed to occur by a two-step mechanism; the activation 
(excitation) of the precursor ions, (A + B)+, and their fragmentations.

  (2.16)

  (2.17)

The second step of this mechanism is a unimolecular dissociation of an excited ion. 
Therefore, the subsequent dissociation of activated ions is adequately explained by 
RRKM (or QET). Fragmentation of a precursor ion can occur if the collision energy 
is sufficiently high enough to be excited beyond its threshold for dissociation. Col-
lisions between the precursor ion and a neutral target gas, N, are accompanied by an 
increase in internal energy, which induces dissociation with improved probability 
of fragmentation as compared with metastable ion decompositions (see the previ-
ous section). By varying the translational energy of the (A + B)+ ions in activation 
reaction (Eq. 2.16) and detecting the appearance of the A+ product ions, the thresh-
old energy for CID can be determined and directly related to the bond dissociation 
energy, BDE, of (A + B)+ [26, 33]. Since the powerful CID methods can potentially 
address bond dissociation energies (bond strengths) and conformational informa-
tion between a metal ion and biologically important materials, such as a peptide or 
small protein, these have been applied to many systems [34].

SID As analogy to CID, SID method represents an activation procedure, which 
uses a solid surface as a collision target instead of an inert gas molecule [35, 36]. 
Kinetic energy of the projectile ion is transferred into potential energy upon colli-
sion with a solid surface, with resulting activation of the precursor ions and subse-
quent dissociation.

Threshold Collision-Induced Dissociation (TCID) In the TCID method, a tan-
dem mass spectrometer is used to isolate the parent ion by mass, accelerate or decel-
erate the ions to a controlled kinetic energy, collide them with an inert target gas 
under single collision conditions, and then mass analyze the fragment ions [37]. 
The reaction process is given above by Eqs. (2.16) and (2.17). Xenon is preferred 
as the target gas, N, because it is heavy and polarizable, promoting efficient energy 
transfer. In TCID, the apparent cross section for formation of the fragment ion A+ 
is measured as a function of the relative ion/target collision energy in the center-of-
mass frame. The threshold energy for dissociation, E0, is equal to the 0 K reaction 
endothermicity of the dissociation.

TCID experiments employ tandem mass spectrometers of various types. Guided 
ion beam (GIB) instruments use a radio frequency octopole in the interaction region 
for high-efficiency collection of scattered products and low-energy ions. These in-
struments typically use a magnetic sector or Wien filter for initial mass analysis and 

( ) ( ) *A B N  A B N+ ++ + → + +

( ) *A B A B.+ ++ → +
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a quadrupole for post-reaction mass analysis, but configurations have been reported 
using tandem sector, quadrupole, or time-of-flight mass spectrometers (TOFMSs) 
with an octopole ion beam guide. Commercial triple quadrupole mass spectrom-
eters have been used for TCID experiments as well as for analytic CID. Energy-
resolved CID experiments have also been carried out in ICR or quadruple traps. In 
these experiments, the activation energy is varied either by changing the pressure 
(number of collisions) or by changing the ion kinetic energies.

Much of the available thermodynamic data, such as bond dissociation energies, 
gas-phase acidities and basicities, and heats of formation for ions and neutral target 
species, has been determined using TCID [37, 38]. These data include a variety of 
metals (alkalis, magnesium, aluminum, and first and second row transition metals), 
and many types of target molecules. For instance, Armentrout [39] studied an abso-
lute cation affinity scale, thermochemistry of alkali-metal cation interactions with 
histidine,and host–guest interactions of crown ethers with alkali ions using TCID.

Low-Energy CID All CID processes may be classified into one of two catego-
ries based on the kinetic energy of the precursor ion [26]. Low-energy collision, 
occurred in the 1–100 eV range of collision energy, is mostly observed in triple 
quadrupoles (QqQ, see next paragraph), quadrupole ion traps (QIT), and FT-ICR 
instruments, while high-energy collisions, in the kiloelectron volt range, are seen in 
sector MS and TOF instruments. There are quite some differences in the resulting 
CID spectra under low and high collision energy conditions, since high-energy col-
lisions involve electronic excitation, whereas low-energy collisions involve mostly 
vibrational excitation.

In a QqQ configuration, the collision cell is the second quadrupole (q) and is 
operated in r.f. mode to allow the precursor ions to be focused. The collision cell is 
filled with a neutral inert gas, usually N2, Ar, or Xe, and ion activation is achieved 
by multiple collisions at high gas pressure. Several scan modes are available in the 
case of a Q1q2Q3 instrument, just like sector tandem mass spectrometer. The most 
common scan is the product ion scan, where a specific precursor is selected in Q1, 
fragmented in q2, and the products are subsequently determined in Q3. A second 
scan is the precursor ion scan, which is essentially the reverse of the product ion 
scan. The third quadrupole is set to select a specific product ion formed in q2 and 
the first quadrupole is scanned for all precursor ions forming the chosen fragment.

In a QIT, the precursor ions are isolated and accelerated by on-resonance ex-
citation. Multiple collisions can occur during the excitation period. Ion activation 
times are of the order of tens of milliseconds. Because of this relatively long tim-
escale, interesting excitation techniques have been developed, such as “sustained 
off-resonance irradiation” (SORI) or BIRD with much longer excitation periods. 
Furthermore, multiple stages of CID can be applied to QIT instruments. Several 
hybrid geometries have recently been introduced, including the quadrupole-linear 
ion trap (QqLIT) and the quadrupole time of flight (QqTOF) instruments.

As is the case for QIT, in FTICR instruments isolation and excitation take place 
in the same confined space, where the ions are trapped for a specific time in a com-
bined magnetic and electrostatic field [26]. On-resonance excitation in the FTICR 
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cell	can	be	achieved	by	using	a	short	(hundreds	of	μs)	high-amplitude	a.c.	signal	
at the natural cyclotron frequency of the precursor ion. This procedure excites the 
precursor ion rapidly via multiple collisions and deposits a large amount of energy 
in the ion. The short irradiation time is necessary to minimize precursor ion losses 
in the on-resonance experiment. Some commercial instruments can even achieve 
low-energy CID in an r.f.-only quadrupole with a hybrid Qq-FTICR instrument. 
Additionally, a recently introduced FTICR instrument employs a linear ion trap for 
multiple stages of front end CID.

High-Energy CID In considering high-energy collisions, collisional activation 
occurs in the kiloelectron volt range in sector MS and TOF instruments. A collision 
cell is placed between the two mass analyzers. The precursor ions, having a kinetic 
energy of a few kiloelectron volt, can enter the collision cell, absorbing energy by 
single collisions to dissociate before mass analysis of the product ions. Ion activa-
tion at high kinetic energies caused a vertical electronic transition (Franck–Condon 
principle) and hence ion excitation is mainly electronic. However, vibrational and 
rotational energies can also be involved in the excitation. As is the case for metasta-
ble ion decompositions, several linked scans can also be employed (see Sect. 2.2.1) 
for the analysis of CID products in sector instruments.

2.2.3  Time-Resolved Photoactivated Dissociation, IRMPD, 
and BIRD

Photoactivated dissociation processes [40–42] are briefed. Ion photo dissociation 
time-resolved measurements have been made for a long time. In time-resolved 
photo dissociation, the rate of dissociation reaction can be measured by monitor-
ing photo fragmentation of ions as a function of time. MS-MS allows selection of 
the target ion to be dissociated and analysis of the product ions. FTICR or QIT are 
well suited for time-resolved photo dissociation experiments. The photoactivated 
dissociation is assumed to occur by a two-step mechanism; the photo activation 
(excitation) of the precursor ions, (A + B)+, and their fragmentations, similar to CID.

  
(2.18)

  
(2.19)

where n describes the number of absorbed photons and hv is the photon energy. 
The mechanism of activation is through the absorption of IR radiation, followed by 
the statistical internal rapid redistribution of excited energy over all the vibrational 
degrees of freedom. The second step of this mechanism is a unimolecular dissocia-
tion of an excited ion. Therefore, the subsequent dissociation of activated ions is 

( ) ( ) *A B  A Bnhv+ ++ + → +

( ) *A B A B,+ ++ → +
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adequately explained by RRKM (or QET). Fragmentation of a precursor ion can 
occur if the absorbed energy is sufficiently high enough to be excited beyond its 
threshold for dissociation.

Photo activation of gaseous ions in a mass spectrometer has been performed by 
using IR lasers. These lasers do not provide enough energy to initiate dissociation 
of precursor ions. In IRMPD experiments, multiphoton processes are consequently 
needed to excite ions sufficiently for efficient dissociation. IRMPD as an activation 
technique in MS-MS is suitable to QIT and FT-ICR mass spectrometers, because of 
their capability to store ions for long times. Over last decades, IRMPD spectroscopy 
has proven to be a powerful method [43–47] for obtaining structural information on 
protonated and alkali-metal ion complexes of small biological molecules including 
nucleic acid bases which make up the A:T base pair, amino acids (Adenine, proline, 
phenylalanine) and dipeptides, and medicines (therapeutically theophilline). Most 
work is done in combination with computational methods [46, 47].

In BIRD experiments of FTI-CR mass spectrometers [42], the IR radiation by 
heating from the ICR cell is employed for unimolecular dissociation rate constants. 
Heating makes possible for the trapped ions to absorb blackbody photons radiated 
from the walls of the ICR cell. There are two essential requirements for BIRD meth-
ods: (i) collision-free conditions at the low ambient pressure (< 10−8 Pa) and (ii) 
long reaction time of the dissociating molecules (of the order of seconds). FTICR 
mass spectrometers can achieve these conditions, with background pressures below 
10−8 Pa and ion trapping times of milliseconds or longer. Dissociation occurs with-
out collisional activation due to the extremely low pressures in this instrument. In 
BIRD conditions, the precursor ions reach equilibrium at the chamber temperature 
because (i) radiative photon absorption are much faster than dissociation and (ii) 
blackbody IR activation provides a thermal energy distribution. Under these condi-
tions, the simple Arrhenius rate equation may be applied [48],

  (2.20)

where k represents the rate constant, A is the pre-exponential Arrhenius factor, Ea is 
the activation energy, R is the gas constant, and T is the absolute temperature of the 
ICR cell. Dissociation rate constants can be calculated from measurements of the 
dissociated ion yields at different activation times. If the experiment is performed at 
several temperatures, the activation energy and the pre-exponential Arrhenius factor 
are easily calculated for the dissociation of the precursor ions. Ea is assumed to be 
equal to the bond dissociation energy for unimolecular dissociation. Since BIRD 
has also proven to be a powerful tool for obtaining structural information as well as 
dissociation pathway, kinetics and Arrhenius parameters of various kinds of com-
pounds including protonated and alkali-metal ion complexes [49, 50], the BIRD 
research done in less than a decade has extended to variety of applications and 
systems. Alkali ion complexes of biomolecules are attractive BIRD targets. These 
include amino acids, hydrated complexes of valine, leucine enkephalin cationized 
with alkali-metal ions, and so on.

( ) /E e ,Ea RTk A −=
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2.2.4  Electron-Capture Dissociation and Electron-Transfer 
Dissociation

Fragmentation following gas-phase electron capture by positive ions is termed dis-
sociative recombination. ECD is based on the dissociative recombination of mul-
tiply-charged cations (M + nH)n+ with low-energy electrons (< 1 eV), generating 
charge-reduced radical species (M + nH)(n−1)+* and product ions [51, 52].

  
(2.21)

The recombination energy (RE) can be estimated from the thermodynamic cycle of 
ECD (Fig. 2.3).

  (2.22)

where	 PA	 and	 D[(M	+	( n−	1)H)( n−	1)+	 −H]	 are	 the	 proton	 affinity	 of	 [M	+	( n−	1)
H]( n−	1)+	 and	 bond	 dissociation	 energy	 between	 (M	+	( n−	1)H)( n−	1)+ and hydrogen 
atom, respectively. The 5– 7 eV energy released by recombination (neutralization) 
appears to induce cleavage. The ECD process is non-ergodic; bond cleavage occurs 
before energy randomization (intermolecular vibrational energy redistribution), and 
the electron forms radical species whose activation energies for dissociation should 
be lower.

[ ] [ ]( )n 1 *M nH e M nH .n+ − +−+ + → +

( ) ( ) ( )1 1RE IE 13.6 eV PA[(M ( 1)H) ] D[(M ( 1)H) H],n nn n− + − += − + − + + − −

Fig. 2.3  Energy level diagram depicting how REs are calculated using the thermodynamic cycle. 
R	=	[M	+	( n−	1)H]( n−	1)+, PA(R) = proton affinities of R (up to ∼ 6 eV), D(RH) = bond dissociation 
energies, and IE(H) = ionization energies of H, 13.6 eV
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The advantage of ECD is (i) ECD spectra are characteristic of the molecular 
composition and structure, (ii) ECD causes dissociation in very large biomolecules, 
especially useful for protein sequencing applications, (iii) ECD cleaves homoge-
neously and effectively many more bonds than conventional CID, and its fragment 
ions come from single bond cleavage, and (iv) the labile bond as well as ionic (non-
covalent) bond remain intact in ECD spectrum. Therefore, the fragments reflect the 
original structure. FTICR-MS is ideal for the application of ECD and, accordingly, 
all commercial FTICR instrument could be used for ECD experiments without 
hardware modification.

The ECD technique in FTICR-MS has been applied [53–55] to precursor cat-
ionized with metal ions. The application of ECD to oligosaccharides is made by 
employing alkali, alkaline earth, and transition metals as charge carriers in ESI. It 
is demonstrated that complementary structural information is obtained with ECD 
of metal ion adduct complexes as compared with other dissociation methods, and 
hence it is a valuable method for structural characterization of oligosaccharides and 
polyethers. Another finding in these studies is that ECD of multiply-sodiated pre-
cursor produces significantly less fragmentation than ECD of multiply-protonated 
one. It is consistent [52] with the much lower RE of sodiated species (see Fig. 2.4) 
compared with protonated species.

More recently, ETD, a dissociation technique very similar to ECD, was intro-
duced for peptide/protein sequencing [56–58]. In ETD, multiply-charged cations 
react with an anion radical (A−*, e.g., SO2

−, SF6
−, anthracene, fluoranthene), leading 

to electron transfer and the generation of both odd- and even-electron fragments and 
molecular species with lower charge states as follows:

Fig. 2.4  Energy level diagram depicting how REs are calculated using the thermodynamic cycle. 
R	=	[M	+	( n−	1)Na]( n−	1)+,	IA(Na)	=	sodium	ion	affinities	(up	to		̴		2	eV),	D(RH)	=	bond	dissociation	
energies, and IE(Na) = ionization energies of Na, 5.14 eV
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(2.23)

Equation 2.23 is less exothermic than Eq. 2.21 by the electron affinity (EA) of A 
(see Fig. 2.5). Similar to ECD, the electron-transfer reaction deposits excitation 
energy, only lowered by the EA of the radical anion (0.5–1.5 eV, depending on the 
radical anion), for hydrogen atom release. The next reaction (Eq. 2.24) is the proton 
transfer reaction which may be competing pathway to Eq. 2.23.

  

(2.24)

ETD induces a less-exothermic (i.e., more “gentle”) electron-transfer reaction than 
ECD and its process is non-ergodic. ETD can be performed in quadrupole ion trap 
mass spectrometers, which are widely available to the mass spectrometry commu-
nity. Several types of mass spectrometers have been configured to perform ETD 
experiments [59, 60]. These include a hybrid ion trap (3D, a linear multipole, or ring 
guide)-Fourier transform ion cyclotron resonance mass spectrometer (LTQ-FT), hy-
brid triple quadrupole-linear ion trap instrument (QqQ-LIT), and hybrid quadrupole 
time of flight (QTOF).

ETD and electron activated dissociation (ExD) are applied to structural identifi-
cation of carbohydrates and results in some new and detailed information for glycan 

[ ] [ ]( )n 1 **M nH A M nH A.n+ − +−+ + → + +

[ ] ( ) ( )1nM nH A  M 1 H AHnn − ++ −+ + → + − +  

Fig. 2.5  Energy level diagram depicting how REs are calculated using the thermodynamic cycle. 
R = [M + nH]( n−	1)+, EA(A) = proton affinities of A, and D(RA) = bond dissociation energies
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(a series of linear milk sugars) structural studies [61, 62]. Different metal ion adducts 
of Na+, Li+, Ca2+,Mg2+, and Zn2+ were used as precursor ions to determine which 
metal adducts provided the most informative dissociation behavior under ETD con-
ditions. It is demonstrated that ETD of metal ion complexes should contribute sub-
stantially to confident structural analysis of a wide variety of oligosaccharides [61]. 
ETD is also employed to analyze synthetic phospho- and sulfopeptides [63]. It is 
reported that informative fragmentation behavior may be observed by fragmenting 
peptide-alkali-metal adducts, such as sodiated or potassiated peptides.

2.2.5  ISD and PSD in MALDI

Similar to fragmentations occurring either in the ion source by EI, or by metastable 
ion decompositions during an ion’s flight from the ion source to the detector, quite 
some degree of fragmentations is observed during the MALDI process. The rate of 
a fragmentation reaction is important in deciding whether or not that reaction will 
take place. As for peptide and protein ions, very fast reactions, such as loss of water 
or ammonia, occur within the ion source before ion extraction. On the other hand, 
some peptide bond cleavages require more time. Two types of fragmentation reac-
tions can be distinguished and referred to in MALDI-MS as ISD, which is “prompt 
fragmentation” of ions occurring in the source region of the mass spectrometer and 
PSD, which involves the fragmentation of metastable ions occurring in the field-
free drift region of a reflectron TOFMS [64–67].

PSD seems to be induced by converting the excess energy deposited on ions into 
vibrational energy that is distributed over the entire molecule. PSD mechanisms are 
the randomization of the internal energy among all internal degrees of freedom be-
fore the metastable ion decomposition. Instead, ISD is postulated to be induced by 
plenty of electrons as well as hot hydrogen atoms in the MALDI plume [68]. When 
a precursor ion enters the conventional TOFMS, metastable ions that decompose 
during their flight through the drift tube are detected at the precursor’s m/z. These 
PSD fragment ions can be distinguished, however, by the reflectron TOFMS. Re-
cently, ISD and PSD fragments can be observed in the same spectrum. In addition, 
PSD experiments make use of a collision cell placed between the ionization source 
and the drift tube to induce fragmentation by collision. The unimolecular decompo-
sitions of ions possessing excess energy in MALDI process, as well as collisional 
activation of analyte ions, are contributed to the observed ISD and PSD spectra.

PSD-MALDI techniques have been developed to obtain chemical structure in-
formation from MALDI. PSD-MALDI-MS has been applied to precursor cation-
ized with metal ions. The reported PSD-MALDI-MS studies have dealt with metal 
ion adduct precursors of a wide variety of compounds. For instance, the application 
of PSD to oligosaccharides [69–71] and synthetic polymers [72, 73] is made by em-
ploying alkali-metal ions for precursor ions in MALDI. Recently ISD-MALDI-MS 
investigation has been reported on metal ion complexes of oligosaccharides [74].
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2.3  Ion–molecule Association in the Condensed Phase

2.3.1  Cationization in Desorption Ionization

Observations of alkali-metal ion adducts of the type [M + Li]+, [M + Na]+, etc. are 
common in the desorption ionization (DI) mass spectra of a variety of polar mole-
cules. In fact, alkali-metal ion association reactions are observed with FD ionization, 
FAB ionization, 252Cf plasma desorption (PD), secondary ion mass spectrometry 
(SIMS), MALDI, and ESI. Ion yields can be greatly enhanced by addition of alkali-
metal salts to the sample. Particularly for the MALDI analysis of synthetic poly-
mers, metal cations are often intentionally added to enhance signals. A qualitative 
description of the current understanding of formation mechanism of alkali-metal 
ion complexes from the condensed phase was presented [75]. Knowledge of the 
ionization mechanisms is important and helpful from the perspective of increasing 
the analytical utility of the method.

Although the mechanism of production of cationized molecules is not fully un-
derstood and details of the mechanisms may be debated [76], a qualitative state-
ment has been made by Busch [77]. He describes qualitatively the features of ion 
generation in a number of particle-induced emission techniques. It is suggested that 
ions may be formed in distinctive beam-induced processes. Finally, ions and mol-
ecules must survive passage through a so-called selvedge region. The selvedge is 
phenomenologically defined as the boundary above the surface beyond which no 
ion–molecule reactions occur, and past which only unimolecular dissociation reac-
tions occur. In this region, the pressure drops from that of the condensed phase to 
that of the free vacuum of the mass spectrometer source and ions and molecules 
may undergo association and dissociation reactions both with each other and with 
other solution components as well as the matrix. DI methods tend to produce even-
electron ions such as protonated molecules [M + H]+ or cationized molecules such 
as [M + Na]+; these stable ions undergo only a minimum amount of fragmentation. 
A metal cation can be something as ubiquitous as Na+ or K+, or transition metal 
cations such as Fe+ or Ag+.

2.3.2  Cationization Mechanism in MALDI

The factors determining the observed ion distribution in MALDI are of consider-
able interest. The question regarding metal cation adducts in MALDI is why they 
give the dominant signal in certain cases, although proton affinities are always 
much higher. There have been a number of qualitative mechanistic proposals [77, 
78] which include a wide variety of rather different processes. Knochenmuss et al. 
have proposed that secondary reactions in the MALDI plume may in many cases 
be the dominant determinant of the final detected mass spectrum. This quantitative, 
thermodynamically based proposal was built on earlier qualitative indications that 
analyte ions are formed either predominantly or in part via secondary reactions with 
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matrix or metal ions. The thermodynamics of possible plume cation transfer reac-
tions is slowly becoming known, as is their role in MALDI. Cationization is found 
to be typically important for analytes with a low proton affinity, less than that of 
the matrix. The thermodynamic approach also extends earlier studies of systematic 
influences on MALDI spectra.

2.3.3  Cationization Mechanism in ESI

Cationization appears to hold great promise for the ESI analysis of nonvolatile and 
thermally labile compounds. The initial ESI droplets are positively charged due to 
the presence of excess ions that can include H+, NH4

+, Na+, and K+, although pro-
tons are often the main contributor to the net droplet charge. Studies in a number of 
laboratories are performed to understand the mechanism of this form of ionization 
in order to make a wider application of the technique. In recent year, some advances 
have been made in the understanding of the ESI mechanism [79–81]. Two compet-
ing mechanisms explain how macromolecules become multiply charged in ESI, 
the charged-residue mechanism (CRM) and the ion-emission mechanism (IEM). 
According to the CRM, the excess charges on ESI droplets are transferred to and 
remain on macromolecules enclosed within the droplets after solvent evaporation. 
The charge on a macromolecule is limited by the maximum charge (i.e., the Ray-
leigh limiting charge) that a droplet similar in size to the macromolecule can con-
tain without fissioning. Conversely, according to IEM theory, analyte ions desorb 
directly from charged nanodroplets, driven by the large electric field at the droplet 
surface. The formation of low molecular weight, singly charged ions in ESI has 
been explained well by the IEM. Despite extensive study of macromolecular ESI, 
neither mechanism explains quantitatively the extent of macromolecular multiple 
charging.
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3.1 Basic Ion–Molecule Interactions

Non-covalent interactions play an important role not only in chemistry but also 
in molecular biology and material science. The well-known nonbonding electro-
static interactions mainly are dipole–dipole, ion–dipole, dipole–induced dipole, 
ion–induced dipole, and ion–π interactions. Electrostatic interactions are normally 
between cations and anions, which are species with formal charges. In fact, all mo-
lecular interactions are inherently electrostatic in nature. It might have been better 
to have called these interactions between cations and anions charge–charge interac-
tions; however, by convention we use the term electrostatic to describe interactions 
between formally charged species.

Before going to see what a dipole–dipole interaction is, one should know about 
dipoles and electronegativities. In a molecule with unlike atoms, electrons are not 
shared equally. The tendency of any atom to pull electrons away from other atoms is 
characterized by a quantity called electronegativity. Oxygen has the highest electro-
negativity (approximately 3.5) and hydrogen has the least electronegativity (around 
2.1). In a molecule containing atoms of different electronegativities, atoms with 
the smallest electronegativities hold partial positive charges, and the atoms with 
largest electronegativities hold partial negative charges (polar molecule). In a water 
molecule, the oxygen atom pulls electron density away from the hydrogen atoms. 
The oxygen atom then carries a partial negative charge whereas both the hydrogen 
atoms carry partial positive charge. This phenomenon of charge separation is called 
polarity. So, water is a polar molecule. The extent of charge separation within a 
molecule is characterized by the dipole moment μ, which is determined by the mag-
nitudes	of	the	partial	charges	( q)	and	by	the	distances	( r)	between	them	( μ = qr).

In a dipole–dipole interaction, two dipoles have a kind of interaction (either at-
tractive or repulsive), and the strength of a dipole–dipole interaction depends on the 
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size of each dipole and on their relative orientation. On the other hand, dipole–in-
duced dipole interaction differs slightly: A molecule with a permanent dipole mo-
ment will induce a dipole moment in a nearby molecule. This phenomenon even 
can induce a temporary dipole in a nonpolar molecule (this inducing phenomenon 
is called polarization) and thus produces a net interaction between these two mol-
ecules. This is called dipole–induced dipole interaction. The strength of a dipole–in-
duced dipole interaction depends on the size of the dipole moment of the first mol-
ecule and on the polarizability of the second molecule. Polarizability is a measure of 
the ease with which electrons are shifted by an external electronic field. Molecules 
with π-electrons, such as in benzene and phenylalanine, are more polarizable than 
molecules that lack π electrons. Dipole–induced dipole interactions are important 
even between molecules with permanent dipole because a permanent dipole is al-
tered by the dipole of the other.

Ion–molecule complexes are formed mainly due to one of the following three 
interactions: (1) ion–dipole, (2) ion–induced dipole, and (3) ion–π interactions. Ac-
cording to Coulomb’s law, the electrostatic force between two charged particles is 
defined as f q q

r
= 1 2 , where q1 and q2 are the charges of the particles and the r is 

the distance between them. Accordingly, the electrostatic force between an ion and 
a neutral particle should be zero; however, this law assumes that the two particles 
are point charges having zero radii. A real particle, a molecule in this case, occupies 
a certain volume of space. Even in the case of a neutral molecule, it is possible that 
the spatial distribution of the electron density representing the most loosely bound 
electrons might be asymmetrical. This asymmetrical nature gives an electric dipole 
moment. There are two kinds of dipole moments as explained above: (1) permanent 
dipole moment that can arise when bonding occurs between dissimilar atoms of dif-
ferent electronegativities, and (2) induced dipole moment, which is created when an 
external electric field causes distortion of the electron cloud of a neutral molecule. 
Even if a molecule is neutral and possesses no permanent dipole moment, a nonpo-
lar molecule, an electric field of a nearby ion can cause the centers of positive and 
negative charges of a neutral molecule to shift in opposite directions, which results 
in induced dipole moment. Normally, charged ions polarize nearby molecules more 
than a dipole of a polar molecule and induce favorable dipoles.

In an ion–dipole (or charge–dipole) interaction, a dipole, in a polar molecule, 
will orient itself to the nearby ion so that the end whose partial charge is opposite 
to the ion charge will point towards the ion that causes the interaction between the 
dipole and the ion. A simple example is a cation interaction with an H2O molecule 
(Fig. 3.1 (a)). The strength of the ion–dipole interaction depends on the magnitude 
of the dipole moment of the polar molecule and the charge density of the ion. The 
later quantity is the charge of the ion divided by its volume. Hence, the ion–dipole 
interaction energy decreases with increase in the size of the ion. In the ion–induced 
dipole interaction, which can also be called as ion–polarization interaction, the in-
duced dipole (of the nonpolar neutral molecule) interacts with the nearby ion that 
induced it (for example, cation interaction with a CH4 molecule, Fig. 3.1 (b)). In 
the ion–induced dipole interaction case, the larger the ion the more readily will 
the electron cloud be distorted by an external field. Thus, unlike in an ion–dipole 
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interaction, the ion–induced dipole interaction energy cannot decrease with the in-
crease in size of the ion. It is obvious that a small to significant amount of ion–
induced dipole interaction element also is involved in any ion–dipole interaction 
complex.

The last one, ion–π interaction, differs much from these two interactions. A 
π-system, like benzene, has π-electron density above and below the plane of the 
ring. A cation can interact favorably with this negatively charged electron density 
cloud when it comes close to the face of the π-system (see Figs. 3.1 (c) and (d)). In 
the most stable complexes, the cation is centered directly over the π-system and the 
cation–π interaction energy is roughly close to that of the cation–dipole interaction.

There are a few other important non-covalent interactions such as, (1) disper-
sive interaction (fluctuating electrons that cause molecules and atoms to behave 
like oscillating dipole. In molecules that are located near each other, the oscillating 
dipoles are coupled and the movement of the electrons in the adjacent molecules 
is correlated. These coupled fluctuating dipoles experience favorable electrostatic 
interaction known as dispersive interaction.), and (2) hydrogen bonding interactions 
(Interaction involving hydrogen atoms—an acceptor with a basic lone pair can in-
teract with an acidic proton (hydrogen) bond to an electronegative atom). Since they 
are out of scope of this present topic, these are not detailed here.

Fig. 3.1 Typical ion-molecule complexes. a ion-dipole, b ion-induced dipole, c & d ion-π 
interactions.
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3.2  Ion–Molecule Association/Dissociation Dynamics

Gas-phase ion–molecule reaction is an interesting class of association reactions 
without a potential energy barrier. The ion–molecule complex formation can be 
visualized to form through a sequence of reaction steps which are as follows:

  
(1)

  (2)

and the overall reaction is

  (3)

where M +  is the metal ion and L refers to a neutral molecule. The ion–molecule 
complex formation, reaction 3, must be considered to proceed in two independent 
steps, complex formation, reaction 1, and stabilization, reaction 2. The bonding 
between ion and the ligand is generally found to be weak relative to normal chemi-
cal	bond	 strengths;	ΔE(L-M + ) is typically around 50 kcal/mol, often much less. 
It	 seems	 likely	 that	 the	L−M	+  complexation derives primarily from electrostatic 
forces such as ion–dipole or ion–induced dipole attraction. The ion–molecule as-
sociation process is considered to proceed via an intermediate complex (ML)+*. 
Collision with a third body (buffer gas), B, removes the excess energy from the ion–
molecule complex and results in the formation of a stable ion–molecule complex.

Let us briefly see some of the important theories that explain reaction dynamics. 
These theories were developed to answer experimental questions.

3.2.1  Transition State Theory (TST) and Variational TST

TST is a semiclassical theory [1, 2], where the dynamics along the reaction coordi-
nate is treated classically, while the perpendicular directions take into account the 
quantization of, for example, the vibrational energy. It also assumes an equilibrium 
energy distribution among all possible quantum states at all the points along the 
reaction coordinate. The probability of finding a molecule in a given quantum state 
is proportional to e E kT−∆ / , which is a Boltzmann distribution. Assuming that the 
molecules in the transition state (TS) are in equilibrium with the reactant, the rate 
constant (for the reaction (3), we consider this reaction is our main ion–molecule 
association reaction) can be expressed as in Eq.  (4).
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where
∆ ∆ ∆G G GTS reac

*
tant .= −

Actually, the TST expression only holds if all molecules that pass from the re-
actant over the TS go on to the product, the ideal situation to the ion–molecule bar-
rierless association reaction. The TST assumption is that no recrossing occurs for a 
given temperature, i.e., all molecules passing through the dividing surface will go 
on to form the product.

From the expression in Eq. (4), it is clear that if the free energy of the reactants 
and TS can be calculated, the reaction rate can also be calculated. Similarly, the 
equilibrium constant for the reaction can be calculated from the free energy differ-
ence between the reactants and the product.

  (5)

Variational transition state theory (VTST) is useful when no TS can be explicitly 
identified (for Morse-like potential, e.g., direct bond dissociation), where there is no 
TS. It is based on the idea that there is a “bottleneck” in the phase space during the 
dissociation. This can be explained by the fact that during the dissociation process 
the molecule needs to reach at a certain point a very specific conformation, without 
which it cannot go further to disassociate. The Arrhenius equation can be written in 
terms of exponential of Gibbs free energy and exponential of entropy, which char-
acterize the number of distinct states reachable with that amount of energy.

This variational version of TST can be used to calculate temperature-dependent 
rate constants for the barrierless reactions [3−6]. In VTST, the TS state is located at 
the free energy maximum along the reaction path, and the association rate constant 
is given by

 

(6)

where G∆
‡

 is the free energy difference between the variational transition state 
and the reactants. The temperature-dependent TST rate constant can also be found 
with the use of microcanonical VTST. The microcanonical variational transition 
state is dependent on total energy E and angular momentum J and is located at the 
minimum in the sum of the states ( )‡ ,N E J  along the reaction path. The association 
rate constant is then

 
(7)

where Qr is the reactant partition function and all the other parameters are described 
earlier.
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3.2.2  Rice–Ramsperger–Kassel–Marcus Theory (RRKMT)  
and Quasi-equilibrium Theory (QET)

The canonical transition state theory assumes fast energy exchange with the sur-
roundings, i.e., the reacting molecule is in thermal equilibrium with the environment. 
For unimolecular reactions in the gas phase, this assumption may not hold, espe-
cially not if the pressure is low. To avoid the shortcomings of both TST and RRM 
methods, Rice, Marcus, and others merge TST with RRK to bring a new theory, 
known as Rice–Ramsperger–Kassel–Marcus (RRKM theory) [7−10], considering 
individual vibrational frequencies of the activated complex. The fundamental as-
sumption in the RRKM theory is that no recrossing occurs for a given total energy 
of the molecule. When combining with the RRK approximation, this means that the 
reaction rate coefficient can be calculated from the rate of reaction paths that cross 
the barrier by the total number of states in ensemble at the required energy (phase 
space). The other assumptions in RRKM are (1) the time required for dissociation 
is long, relative to the time required for ion formation/excitation/activation; (2) the 
time required for dissociation is long, relative to the time required for redistribution 
of energy over all internal modes of ion and the distribution of reactants is defined 
by a microcanonical ensemble; (3) the reaction is adiabatic; it takes place on a 
single potential energy surface, upon which the motion is classical, linking reactants 
to products and is separable from the other molecular motions.

The new reaction scheme is therefore

  (8)

  (9)

In this reaction, a molecule A acquires energy by collision with a molecule M to 
form an energized molecule A*, with the energy being distributed between the tran-
sition, rotation, and vibrational degrees of freedom. The vibrational energy can be 
transferred between different modes owing to vibrational anharmonicity, and if it is 
higher than the activation energy E#, it may at some point accumulate in a specific 
mode to reach an activated state A# (TS) leading to the reaction product P. Assum-
ing that the decay rate constant k# for the TS A# is much faster than k2, the rate for 
production of P can be written in terms of the k1, k−1, and k2 rate constants by making 
a steady state approximation for A*, as shown in Eq.  (10).

  

(10)

keff, the effective rate constant, is thus a function of the concentration of M, i.e, the 
pressure of the gas. The energy transferred to A* by M will be a variable, and the 
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rate constant for the activation and reaction (but not the deactivation) will depend 
on the energy, i.e., k1( E) and k2( E). The effective rate constant in a small energy 
interval around E is obtained by rearranging Eq. (10).

  

(11)

The ratio k1/k2 is the equilibrium constant for the reaction (Eq. 8), and dk E k1 ( ) −/ 1 
is the probability of A* being in a state with energy E, P( E). The k−1[M] factor is the 
collision frequency for deactivation that is usually denoted by ω. The unimolecular 
reaction rate constant can be obtained by integrating the effective rate constant over 
all energies higher than the activation energy.

  
(12)

P( E), the probability factor, is given by a Boltzmann distribution for the reactant, 
while k2( E) is determined by the number of vibrational quantum states for the ac-
tivated state A#. For further details readers can refer to the references 9 and 10, but 
the essence of Eq. (12) is that the rate constant can be evaluated from the geometries 
and vibrational frequencies of the reactant and activated complex. In a fast energy 
exchange limit (i.e., ω → ∞ ), the RRKM expression becomes equivalent to the TST 
expression in Eq. 4.

The QET was developed simultaneously with the RRKM theory by Rosenstock 
[11] and used in the mass spectrometry literature to explain breakdown curves 
whereas the RRKM theory was developed for neutral reaction kinetics, but they are 
basically identical.

3.2.3  Phase Space Theory (PST)

The RRKM theory is equivalent to TST, and it allows an arbitrarily detailed de-
scription of the TS. PST [12−19], however, assumes that the collisional rate coef-
ficient k1 and the rate coefficient k−1 for dissociation of the complex are governed 
by an orbiting or other type of loose TS, but unlike the usual formulation of RRKM 
theory, it rigorously conserves angular momentum. The statistical dissociation rate 
constant can be calculated from the point of view of the reverse reaction. Again, this 
procedure is limited to reaction without energy barrier.

It is considered that the disassociation reaction is governed by the phase space 
available under strict energy and angular momentum conservation. Considering 
equilibrium between reactants and products, one gets:

  
(13)
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for which there is no need for information on the TS.
There were many studies using PST to explain the dynamics of the ion–mol-

ecule reaction. For example, Base et al. [20] studied PST models of the reaction 
CH3

++ HCN → (CH3
+HCN) + hν and analyzed the radiative stabilization of the 

complex. Bass coworkers [21] also applied statistical PST to clustering reactions of 
CH3OH2

+, (CH3)3OH+, and (CH3OH)2H
+ with CH3OH. They found good agreement 

between their calculated and experimental rate coefficients.

3.2.4  Quasi-classical Trajectory Theory (QCT)

The quasi-classical trajectory theory provides a procedure for calculating trajec-
tories of the reaction in which the quantization of the reactants is taken into ac-
count, but the course of the reaction is treated classically. In the standard QCT 
method [22−25], the reagent molecules are given initial coordinates and momenta 
that correspond to the semiclassical eigenstates being studied, and then the classical 
equations of motion are numerically integrated to simulate collisions. For reactive 
trajectories, states of the product molecules are assigned by determining the good 
actions that characterize vibrational–rotational motion of the product molecules. 
These actions are the classical equivalent of the quantum numbers, and it is custom-
ary to round them off to the nearest integer multiple of �  to define quantum states. 
One of the issues is that the determination of vibrational actions for polyatomic 
molecules involves a nonstandard calculation that must be done with some care, if 
accurate results are to be obtained. These actions (both vibrational and rotational) 
are well-defined only if the molecular motion is quasi-periodic, which means that 
trajectory motion follows the surface of a torus in phase space. In this case the ac-
tion Jk is calculated from the following relation:

  (14)

where X and P are normal coordinates and momenta, and Ck specifies a closed 
contour in phase space that encircles the torus, and the index k labels the 3n−6	inde-
pendent contours that exist for a molecule with n atoms.

The evaluation of the integral in Eq. (14) may be done in a number of ways. 
Harmonic oscillator expressions for vibrational actions can be used for weakly an-
harmonic molecules. A more accurate rate method, which is most useful, is based on 
a Fourier series representation of the coordinates and momenta in Eq. (14). In this 
method, the normal coordinates and momenta are calculated as a function of time 
by integrating the molecule equations of motion by standard numerical integration 
methods. The X’s and P’s are represented in a Fourier series, and then the actions of 
Eq. (14) are evaluated from the Fourier coefficients:

  
(15)
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  (16)

where t is time, T is the time interval over which the coordinates and momenta have 
been determined by numerical integration, and Dkn and Fkn are coefficients that are 
obtained by fast Fourier transfer methods. By examining the Fourier coefficients, 
it	is	possible	then	to	determine	the	fundamental	frequencies	Ωk for each mode, and 
the actions are obtained from

  (17)

It is necessary to determine vibrational semiclassical eigenvalues to determine ini-
tial coordinates for a quasi-classical calculation. This requires finding molecular 
coordinates and momenta such that the resulting good actions are integer multiplies 
of �.  Usually, the harmonic actions can be used to define initial conditions that are 
approximately correct, and then the ratio of desired to calculated actions is used 
to scale the coordinates and momenta until the calculated actions are equal to the 
desired actions within some tolerance. Once the semiclassical eigenvalue has been 
determined, it is necessary to calculate molecular coordinates and momenta that 
can be used as initial conditions for collision simulations. These can be determined 
from the Fourier representation, or one can save coordinates and momenta from the 
trajectory that is used to determine the semiclassical good actions.

Ion–molecule association is seemingly well suited for the application of the QCT 
method. Since there is no potential barrier and the centrifugal potential is broad, quan-
tum mechanical tunneling, which is an issue with the QCT method, is typically un-
important. Energy transfer from relative translational to vibrational and/or rotational 
motions of the ion–molecule complex should be reasonably classical because of the 
large density of states involved. Additionally, since the variational transition state has 
an early location along the reaction path, quantization of reactant vibrational motions 
should result in a reasonably correct treatment of these motions at the TS.

Hase and coworkers [26−32] made a number of classical trajectory studies on the 
association reactions: M++ H2O and M++ D2O with M = Li, Na, K, Li+(H2O) + H2O, 
Li++ (CH3)2O, and Cl−+ CH3Cl. In their studies, the occurrence of multiple inner turn-
ing points in the time dependence of the association of radical coordinate was taken as 
the criterion for complex formation. Comparison of association probabilities from var-
ious studies leads to the conclusion that softer and/or floppier ions and molecules that 
have low-frequency vibrations typically recombine most efficiently. Thus, it has been 
found that Li++ (CH3)2O association is more likely to occur than Li++ H2O association, 
and similarly H2O association with Li(H2O)+ is more likely to occur than with the 
bare Li+ ion. They found a non-monotonic dependence of association probability on 
the assumed H2O bending frequency and also a dependence on the impact parameter, 
the rotational temperature, and the orientation of the H2O dipole during the collision.

Although the RRK theory is sometimes used, the more advanced RRKM theory 
and PST give more insight because of their closer connection to the true molecular 
dynamics. QCT calculations have provided important information about ion–mol-
ecule reactions. In addition to giving accurate rate constants, the trajectory calcula-
tions provide valuable microscopic details about the recombination dynamics [28].
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3.3  Overview of Computational Chemistry

The term theoretical chemistry may be defined as the mathematical description of 
chemistry, and computational chemistry uses well-developed mathematical methods 
of chemistry to generate numerical data using computers. Computational chemistry 
is the application of chemical, mathematical, and computational skills to the solu-
tion of interesting chemical problems. It uses computers to generate information 
such as structure and properties of molecules. Computational theoretical chemistry 
is mainly concerned with the numerical computation of molecular electronic struc-
tures and molecular interactions. Quantum mechanics, classical mechanics, statisti-
cal physics, and thermodynamics are the foundation for most of the computational 
theoretical chemistry. There are a lot of computational chemistry programs (soft-
ware) available in the market; some are free and can be downloaded from the Web. 
The following are some of the popular computational chemistry programs:

•	 Gaussian	[33]
•	 GAMESS	[34]
•	 Q-Chem	[35]
•	 NWChem	[36]
•	 Molpro	[36]
•	 Molcas	[38, 39]
•	 ACES	II	[40]
•	 Turbomole	[41]
•	 HyperChem	[42]

Theoretical studies have provided an excellent complement to the experimental, 
gas-phase ion–molecule interactions. In fact, modern theoretical approaches with 
the vast improvement of computational hardware potentials have become a way to 
prove experimental results. In addition to that, though hundreds of ion–molecule 
complexes have been studied by using various methodologies through experiments, 
most of these studies have mainly focused to study the interaction energies and 
stabilities of these ion–molecule complexes, but the geometries of these complexes 
have been obtained very rarely. This might be because of the lack/limitations of 
sophisticated techniques.

Computational chemistry methodology has become a powerful tool for predict-
ing a number of molecular properties, including structure and energetics of ion–
molecule complexes. High-level theoretical studies have become handy in studying 
the ion–molecule complex structures as well as accurate ion–molecule interaction 
energies, reliably.

The following are the available computational chemistry methodologies to study 
the chemistry of molecules and molecular complexes:

•	 Ab	initio	[43] (Latin word for “from scratch”) uses various quantum mechanical 
concepts and methods to solve the Schrodinger equation to find the wave func-
tion, structure, and other physical and chemical properties of molecules. It does 
not use any experimental values other than fundamental constants.



513 A Theoretical Approach to Ion–Molecule Complexation

•	 Density	functional	theory	(DFT)	[44, 45] is also based upon the foundations of 
quantum mechanics to solve the energy equation. Within this theory, the proper-
ties of molecular systems can be determined by using functionals, i.e., functions 
of another function, which in this case is the spatially dependent electron density.

•	 Semiempirical	 methods—these	 methods	 use	 approximations	 from	 empiri-
cal (certain number of experimental results) data throughout the calculation to 
provide the input for the mathematical models. For example, bond lengths and 
bond angles of specific types will have fixed values independent of the molecule. 
This dramatically speeds up the calculations, but in general, the results are not 
accurate. Usually, semiempirical methods are used for very large systems. Some 
of the examples of semiempirical methods are MINDO3 [46], AM1 [47], and 
PM3 [48].

•	 Molecular	mechanics,	which	uses	classical	mechanics	and	predetermined	force	
fields to explain the behavior of atoms in molecules. They consider atoms as 
spheres and bonds as springs. They use an algebraic classical mechanics equa-
tion for the energy calculation. The constants in the equation are obtained from 
experimental data or other calculations and are stored in a data library. The com-
bination of constants and equations is called a force field. These calculations are 
simple and can be done with many software programs such as AMBER [49] and 
CHARMM [50]. There are lot of force fields available and some of the popular 
force fields are UFF [51], MM4 [52], and MMFF94 [53].

Among these methods, ab initio and DFT methodologies are important and they play 
central roles in understanding the molecular structure and other physical and chemi-
cal properties of molecular systems. The starting point of these quantum mechan-
ics-based computational chemistry is the well-known Schrodinger equations [54]. 
These theories consider Born–Oppenheimer approximation [55], through which the 
position of the nuclei is considered as fixed and electrons move in a field of fixed 
nuclei, and variational principle to find the solution for the Schrodinger equation. 
When more than one electron is present in a system, solving the Schrodinger equa-
tion is impossible because of the interelectronic term. To produce a solvable Schro-
dinger equation, some kind of approximation and assumptions are made.

According to the ab initio molecular orbital theory methodology, atomic orbitals 
(set of functions, also called basis sets) combine in a way to form molecular orbitals 
that surround the molecule. The molecular orbital theory considers the molecular 
wave function as an antisymmetrized product of orthonormal spatial molecular or-
bitals. Then they are constructed as a Slater determinant [56]. Essentially, the cal-
culations initially use a basis set, atomic wave functions [57, 58], to construct the 
molecular orbitals. The first and basic ab initio molecular orbital theory approach to 
solve the Schrodinger equation is the Hartree–Fock (HF) method [59, 60]. Almost 
all the ab initio methodologies have the same basic numerical approach but they 
differ in mathematical approximations. As it is clear that finding the exact solu-
tion for the Schrodinger equation, for a molecular system, is not possible, various 
approaches and approximations are used to find the reliable to close-to-accurate 
solutions [61−68].
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Wave function, the backbone of the ab initio-based molecular orbitals theory, 
depends on three spatial and one spin coordinates of each electron, assuming that 
electrons move in a fixed nuclear potential. However, the DFT is based purely on 
electron density, ρ [69−72], and the ground-state electronic energy is determined 
completely by electron density. In other words, the ground-state energy from the 
Schrodinger equation is a unique functional of the electron density. The significance 
of this is that when a wave function for an N-electron system contains 3N spatial 
and a spin coordinate, the electron density, which is a square of the wave function, 
integrated over N−1 electron coordinates, only depends on three coordinates, inde-
pendent of the number of electrons. The advantage is that while the complexity of a 
wave function increases with the increase in number of electrons, the electron den-
sity has the same number of variables. The disadvantage is that although it has been 
proved that each different density yields a different ground-state energy, the exact 
functional connecting these two quantities is not known. Because of this, consider-
able research effort has gone into finding the more accurate density functionals. 
Since detailing these methods are beyond the scope of this book, readers are advised 
to check basic and advanced ab initio molecular orbital theory books and reviews 
for theoretical details [43, 73−75].

3.4  Computational Methodologies

All these theoretical procedures try to find the minimum energy structure of a mo-
lecular system, which is normally called “optimization.” The procedure calculates 
the wave function (or electron density) and the energy at a starting geometry, and 
then proceeds to search the new geometry of a lower energy. This is repeated until 
the lowest energy geometry is found. The procedure calculates the force on each 
atom by evaluating the gradient (first derivative of the energy) of the energy with 
respect to atomic positions. Sophisticated programs are then used at each step to 
select a new geometry, aiming for rapid convergence to the geometry of the lowest 
energy. In the final, at minimum energy geometry, the force on each atom is zero. 
This procedure is not guaranteed to find the global minimum, i.e., the geometry 
with the lowest energy because the optimization procedure stops when it finds a sta-
tionary point, i.e., a point where forces on the atoms are zero. As one can imagine, 
existence of many local minima on a potential energy surface is possible. So, one 
has to consider and check all possible structures.

Various ab initio and density functional theories are used to find the structure, 
interaction energies, and other properties of the molecular complexes. In particular, 
though ab initio procedures provide highly reliable results, especially accurate in-
teraction energies, they are time-consuming and also limited to small- to medium-
sized molecular complexes. However, nowadays, the DFT plays a prominent role 
in studying the chemistry of molecules mainly because the DFT-based calculations 
are not time-consuming, unlike ab initio calculations, and they can be used to study 
very large molecules with even a thousand atoms. Also, they provide reliable re-
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sults. Many studies have shown that various ion affinities obtained using hybrid 
density functionals are highly comparable in quality with the experimental values 
[76−82]. This is an interesting fact considering that very large systems, up to thou-
sands of atoms, can be studied by using the DFT. Because of the availability of 
these accurate theories, studies of ion–molecule interactions involving very large 
biomolecules as well as materials are becoming possible.

Though there are many density functionals available to study the ion–molecule 
complexes using the DFT, as mentioned earlier, the Becke’s three-parameter hybrid 
functional, B3LYP, which includes a mixture of HF exchange and DFT exchange 
correlation has been much popular and using which reliable to accurate results have 
been obtained on many systems. The Becke’s three-parameter functional [83, 84] 
has the form AE A E BE E C Ex

Slater
x
HF

x
Becke

C
VWN

C
non local+ −( ) + + + −1 88 ∆ , where the 

nonlocal correlation is provided by the Lee–Yang–Parr expression [84]. The con-
stants A, B, and C are those determined by Becke via fitting the results in the G1 
molecular set (a large number of molecular set). Readers can refer to the parent ref-
erences in computational chemistry books for details on other density functionals.

3.4.1  Structure, Bonding Energies, Rate Constants,  
and Trajectories

Normally, molecules, as well as ion–molecule complexes, are optimized first at a 
medium level of theory, say MP2 in ab initio and B3LYP functional in DFT, using 
a medium-size basis set, say 6–31G(d), followed by the frequency calculation to 
make sure that the optimized structures are minimum energy on the potential energy 
surface. These frequency calculations also yielded the zero-point energies (ZPE), 
which might be scaled by considering anharmonicity and the incompleteness of 
the basis set, according to the level of theory is used for the frequency calculations; 
thermal corrections (at 298.15 K) were needed for the calculation of enthalpies. 
Second, an appropriately higher level of theory, either B3LYP functional or any 
other suitable functional for the system of interest or a high-level ab initio theory 
such as coupled-cluster methods, with the possible large basis set, for example, 
6-311 + G(3df,2p) or cc-pVTZ, will be used to optimize the molecules as well as 
ion–molecule complexes. This should be done to obtain the reliable complex struc-
tures as well as energies. This will also help to derive the accurate binding energies. 
In rare cases, such as in large ion–molecule complexes, single-point energy calcula-
tions are performed instead of the full optimization (second step) at the medium-
level optimized structures obtained in the first step.

By analogy with proton affinity (PA) and gas-phase basicity (GB) used for gas-
phase BrØnsted basicity, alkali metal cation affinity (CA) and alkali metal cation 
basicity	(CB)	are,	respectively,	defined	as	the	standard	enthalpy	ΔH and the stan-
dard	Gibbs	energy	ΔG of dissociation of a bond formed between metal cation M+ 
and a Lewis base (or ligand) L:
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  (18)

The	binding	energies	(ΔE) are obtained from the difference between the total energy 
of the ion–molecule complex [E(L–M)+] and the sum of the total energies of the ion 
[E(M+)] and molecule [E(L)], using the optimized or single-point energies:

  
(19)

Binding enthalpies (alkali metal cation affinities or simply, ion affinities of the mol-
ecules) are then calculated using the following relation:

 (20)

where	Δ( PV) = nRT	=	−	0.593	kcal/mol	at	298.15	K.
ZPE and thermal and entropic corrections at the appropriate experimental tem-

peratures can be calculated using the frequencies in conjunction with the standard 
textbook formulas for the statistical thermodynamics of an ideal gas under the har-
monic oscillator/rigid rotor approximation. Equations (4) and (5) relates the rate 
constant and equilibrium constant with the Gibbs free energy, which can be de-
scribed	in	terms	of	the	enthalpy	( H)	and	the	entropy	( S) in the following equation:

  
(21)

These quantities, H and S, hence G, can be calculated using any computational 
chemistry methodology. From the calculated relevant G values, various rate con-
stants can be derived.

Computational chemistry calculations can be used to determine the geometries, 
vibrational frequencies and infrared intensities for the normal modes, rotational 
constants of reactants, dissociating complexes, and the products. These calculations 
also provide the other molecular parameters necessary to evaluate the internal ener-
gy of the reactant complex and as input for the RRKM calculations used to estimate 
the rate constant and the lifetime for dissociation. So, the parameters necessary for 
kinetic modeling by using the above mentioned theories such as RRKM or VTST 
can be obtained by using computational chemistry procedures. A computer program 
such as POLYRATE [85] can be used to perform all kinetic calculations, especially 
VTST calculations. POLYRATE is designed to be used in conjunction with inter-
faces to electronic structure programs that makes it convenient to perform structure 
and dynamics studies together.

The PST calculations of the association rates for the ion–molecule reactions can 
be carried out using programs such as VariFlex [86]. Though the main aim of this 
program is the calculation of rates for barrierless reactions, it also allows convenient 
estimates of the rates using PST. The program employs Monte Carlo phase space 
integration to evaluate the statistical functions.

( )L – M L M .+ +→ +

( ) ( ) ( ){ }L – M – L M .E E E E+ +     +∆   =

( )ZPE thermalH E E E E PV∆ = ∆ + ∆ + ∆ + ∆

 – .G H T S∆ = ∆ ∆
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The QCT calculations need to be done in three stages: (1) structure and energet-
ics using ab initio or DFT calculations, (2) potential energy surface (PES), from the 
structure and energy data obtained in the first stage, construction using some inter-
polation, such as modified Shepard interpolation, [87−89] method, and (3) finally 
trajectory calculations. For the final step, initial conditions are for the trajectories 
to simulate random collisions between an ion and a molecule and the criterion for 
the recombination to be set. Normally, the QCT calculations are performed using 
a computer program, such as VENUS96 [90], which is modified to incorporate 
PES. For further methodological details on QCT, readers can look up the references 
[91–93].

3.4.2  Nature of Bonding

There are a number of ways to analyze interactions in ion–molecule complexes. 
Among them, population analysis plays a vital role in understanding the bonding or 
nonbonding interactions. Population analysis is a mathematical way of partitioning 
a wave function or electron density into charges on the nuclei, bond orders, and 
other related information. These are the most used results that are not experimen-
tally observable. Atomic charges cannot be observed experimentally because they 
do not correspond to any unique physical property. In reality, atoms have a posi-
tive nucleus and surrounded by negative electrons, and not partial charges, on each 
atom. However, condensing electron density and nuclear charges down to partial 
charges on the nucleus results in understanding the electron density distribution. 
These are not formal integer charges but rather fractions of an electron correspond-
ing to the percentage of time an electron is near each nucleus. Though these values 
are artificial, they are very effective for predicting sites susceptible to nucleophil-
ic or electrophilic attack and other aspects of molecular interaction. These partial 
charges correspond well to ionic or covalent bonds, polarity, and so on.

Molecular orbital pictures are informative; however, to quantify a specific in-
teraction, deriving numerical values will be very useful. Calculating the atomic 
charges, quantifying the charge distribution, in the molecules and in the complexes 
will help to analyze the bonding nature of the ion–molecule interaction. There are 
several population schemes to do this job. Mulliken population analysis (MPA) [94, 
95], which is based on the one-particle density matrix defined over standard nonor-
thogonal atomic basis sets, was the first scheme for predicting atomic charges and 
became very popular due to its simplicity. In this approach, atomic charge is defined 
as the difference between the total number of electrons in the ground state of the 
neutral atom and the gross atomic population on the atom within a molecule. The 
latter depends on the equally shared overlap population with the adjacent atoms that 
is best described as when the boundary between atoms is placed in the middle of 
the bond. Though MPA is the most common population analysis method, its results 
are largely basis set dependent and also it yields unnatural values in some cases. 
The natural population analysis (NPA) scheme [96, 97] was proposed to overcome 
the problems existing in the MPA scheme. In NPA, the nonorthogonal atomic orbit-
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als are transformed into an orthonormal set by an occupancy-weighted symmetric 
orthogonalization procedure, where the orbitals having the highest occupancy are 
strongly preserved in form, whereas orbitals of negligible occupancy can distort 
freely to achieve orthogonality. This property renders the NPA inherent to the wave 
function rather than the quality of the basis set, and so NPA is insensitive to basis 
set. Because of this, the NPA scheme has been recognized as a reliable tool for 
calculating atomic charges and has been used for studying a number of chemical 
systems [98−100]. The other approach is the one-particle electron density approach 
which is based on fitting atomic point charges to reproduce the electrostatic poten-
tial (ESP) of a molecule [101−104]. Different algorithms are used for calculating 
ESP-driven charges, such as Chelp [105], ChelpG [106], Connolly [107−110], and 
Geodesic [111]. It should be noticed that in the GAUSSIAN software the Connolly 
algorithm is known as the MK scheme.

A very different approach, from those described above, is the Bader’s atoms-
in-molecules (AIM) method [112−116]. In the AIM scheme, electron densities are 
integrated over the volumes (basins) assigned to the individual atoms. The volumes 
are assigned in terms of zero flux surfaces defined by the gradients of the electronic 
density function. It was shown that within these basins the quantum (atomic) sub-
systems obeyed a local virial relation and therefore, atomic charges are well-defined 
within the quantum mechanical formulation. Bader’s AIM theory has an additional 
advantage: It can be used to thoroughly analyze the nature of bonding by studying 
the	electron	density	( ρ) and its Laplacian ( )2 .ρ∇  As has been shown by the Bader 
group [112–116], 2ρ∇  identifies regions of space wherein the electronic charge 
of a system is locally concentrated, 2 0ρ∇ <  or depleted, 2 0ρ∇ > . According to 
the AIM theory, negative values of 2ρ∇  at the bond critical point (BCP, where 

2 0ρ∇ = ) are associated with shared interactions, typically covalent bonds, whereas 
positive 2ρ∇  values are associated with closed-shell interactions, corresponding 
to ionic bonds, electrostatic, hydrogen bonds, and van der Walls interactions. The 
concentration of the electronic charge at the BCP is relatively low for closed-shell 
systems and large for shared interactions. Therefore, by analyzing ρ  and 2ρ∇  
 parameters at BCPs, one can identify the nature of ion–molecule bonding as well as 
bond activation effects in the molecules upon ion attachment.

3.5  Ion–Molecule Complexes

The aim of this chapter is not to make it a review-like material by collecting most 
of the ion–molecule interaction studies available in the literature, but to give an es-
sence of the importance of studying the ion interactions with the molecules with a 
few examples.
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3.5.1  Interactions with Organic Molecules

For this work, a few simple organic molecules are considered for the complexation 
with two different alkali metal ions, Li+ and Na+ ions. The selected organics are 
H2O, CH4, C2H4, CH3OH, and C6H6 molecules. Calculations have been done us-
ing two different density functionals, B3LYP and M06-2X, with 6-311 + G(3df,2p) 
basis set in DFT, and coupled-cluster methods with 6-311 + G(2d,2p) basis set in ab 
initio. In all the calculations, structures are optimized at their respective level of the-
ory except at the CCSD(T) level, where CCSD optimized structures are used. The 
optimized geometries of the ion–molecule complex structures with the structural 
parameters, along with their respective ligands, are depicted in Fig. 3.2. Table 3.1 
shows the Li+ and Na+ ion affinities for the selected organics calculated using vari-
ous level of theories along with their corresponding experimental values available 
in the literature. As it is clear from the table, all the calculated values nicely agree 
with the experimental values. These calculations, like many other available studies, 
support the fact that not only ab initio but DFT too can be used to calculate the alkali 
metal ion affinities of various molecules reliably.

The structural parameters noted in Fig. 3.2 show minimum to moderate changes 
in the ligand geometries upon ion attachment. For example, C–O bond length in 
methanol is elongated by around 0.4 Å due to the complexation with the Li+ ion 
and the same value is around 0.3 Å in the Na+ addition. The C = C bond in ethylene 

Fig. 3.2  CCSD/6-311 + G(2d,2p) optimized ion-molecule complex structures. The point groups 
given in the figure are for respective ion-molecule complexes. Structural parameters, without any 
brackets, represent the ligand monomers, whereas values in parenthesis represent complexes with 
Li+ ion and the values in square brackets are for complexes with Na+ ion
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also has a significant elongation with interaction with the metal ions. CH4 changes 
its symmetry from Td to C3v while forming an ion–molecule complex with an alkali 
metal ion. One other notable change is the movement of hydrogen atoms from the 
carbon plane in C2H4. Overall, the ion–molecule complex structures obtained using 
the DFT calculations agree well with the high-level ab initio calculations.

Simple population analysis, along with the structural parameters, can explain the 
bonding nature of the ion–ligand bond in these complex structures. While the alkali 
metal ion bonding in H2OM+ and CH3OHM+ (M+ refers to metal ion) complexes 
are typical ion–dipole interactions (metal ion interacts with the dipole of these mol-
ecules by orienting itself in the same direction as the dipole vector of the ligand), the 
same bonding in the other molecules are different. The CH4M

+ complex is a classic 
example. As a nonpolar molecule, CH4 does not have permanent dipole moment; 
however, the calculated results show that CH4Li+ and CH4Na+ complexes possess 
dipole	moment	of	6.34	and	4.58	Debyes	(at	B3LYP/6-31G( d) level of theory), re-
spectively. The analysis clearly reveals that the alkali metal ion bonding in CH4M

+ is 
an ion–induced dipole interaction. The other two complexes, C2H4M

+ and C6H6M
+, 

are ideal examples for the complexes with cation–π interactions. MPA calculations 
reveal that charge-transfer acceptor–donor type interaction plays an important role 
in	these	complexes.	Electronic	charges,	calculated	at	B3LYP/6-31G( d), of around 
0.31 e and 0.23 e are transferred from ligand to metal ion in C2H4Li+ and C2H4Na+ 
complexes, respectively. The same values in C6H6Li+ and C6H6Na+ are 0.58 e and 
0.35 e, respectively. These larger charge transfers in benzene-ion complexes reflect 
in their larger ion affinities (see Table 3.1). Though C6H6 has zero permanent elec-
tric dipole moment like C2H4, it has a larger quadruple moment. Apart from that, 
benzene has six π electrons, whereas ethylene has one double bond with two π elec-
trons. Every π electron in both the molecules is involved in the interaction with the 
alkali metal ions. All these facts contribute to a stronger bonding with alkali metal 
ions and larger ion affinity of benzene. Bonding analyses conclude that the bonding 
mechanism in C6H6–M+ complex, in a classical sense, is characterized by attractive 
forces due to ion–induced polarization and ion–quadruple interactions.

Knowing metal ion interactions with organics, especially their ion affinities, be-
come an essential part of ion attachment spectroscopy. Fujii [124] has brilliantly 
utilized the metal ion attachment technique, ion attachment with the organic mol-
ecules/radicals, as a soft ionization method to overcome complications related to 
the fragmentation of the sample molecule in the normal electron ionization mass 
spectroscopy (EI-MS) due to the high energy of the electrons. Li+ ion attachment 
mass spectrometry (IAMS) was developed two decades ago by Fujii as a novel 
soft ionization mass spectrometry technique [124–129]. Unlike the more commonly 
used EI-MS, the ion attachment process in IAMS is nondissociative and generates 
[M + Li]+ ions that do not fragment. The fragment-free measurement of chemical 
samples allows the analysis of mixtures with spectra that are difficult to interpret 
using EI-MS. It was demonstrated that Li+ MS produces only the molecular ions 
permitting the direct determination of unfamiliar and reactive species.

Since the ionization efficiency in (M + Li)+ ion formation strongly relies on the 
Li+ ion affinity of the molecule, to observe the Li+ ion complex in IAMS the mol-
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ecule should have a large Li+ ion affinity. So, to show the applicability of IAMS 
to detect the species of interest, one should know the Li+ ion affinity of the spe-
cies; hence, understanding the ion interaction energy becomes important. For this 
purpose, Li+ ion affinities of various molecules were obtained using different theo-
retical methodologies to support the experimental studies. These studies helped in 
many ways in interpreting the experimental results. For example, an unknown spe-
cies detected in the analysis of the products in a pyrolysis of polycarbonate in the 
IAMS was able to be assigned to a bisphenol A biradical [130]. The Li+ ion affini-
ties calculated using DFT at B3LYP/6-311 + G(3df,2p) reveal that the bisphenol A 
diradical has large ion affinities ranging from 26.6 to 58.2 kcal/mol. The biradical–
Li+ complex structures are given in Fig. 3.3. Because of the biradical nature where 
unpaired electrons occupy the oxygen atoms, the complex structure with the Li+ ion 
interacting with the oxygen atom (Fig. 3.3 (a)) has a larger interaction energy. The 
larger Li+ ion affinities obtained for the BPA biradical derived, along with other 
theoretical analysis and experimental results, reveal that the Li+ complexes could 
be detected in the Li+ IAMS, and on the basis of these results the Li+ adduct peak 
at m/z 233 detected in the pyrolysis if polycarbonate is assigned to the bisphenol A 
biradical. Similarly, with the help of theoretical calculations, many other rare organ-
ics detected in the experiments are also identified; for example, H2O2 species in the 
microwave (MW) discharge CH4/O2 plasma [131] and C3N4 in the MW discharge 
C2H2/N2 plasma [132].

Also, in an attempt to understand the feasibility of Li+ ion attachment mass spec-
trometry to estimate emissions from industry of the global-warming perfluorocar-
bons (PFCs), DFT studies using B3LYP functional incorporating various basis sets 
up to 6-311 + G(3df) were performed to determine the Li+ ion affinities of six PFCs 
[80]. These PFCs are CF4, CHF3, CH2F2, CH3F, C2F6, and C4F8. The complex struc-
tures are given in Fig. 3.4.

Fluorine atom is more electronegative than a carbon atom and so negative charges 
reside in fluorine atoms in all of these PFCs. Because of that, alkali metal ion cation, 
here Li+ ion, interacts with these PFCs through their fluorine atoms while becoming 
ion–molecule complexes. Some of these complex structures are particularly inter-
esting: For example, CF4 has a tetrahedral structure similar to CH4; however, while 

Fig. 3.3  Structures of the lithiated bisphenol A biradical. Carbon atoms are shown brown, oxygen 
red, lithium cation violet, and hydrogen white
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the attachment with a Li+ ion makes CH4 to have a C3v structure (Fig. 3.2), CF4, on 
the other hand, becomes a C2v symmetry structure upon complexation with a Li+ 
ion. As is clear now, Li+ ion interacts with the carbon atom when it forms a complex 
with CH4 molecule; however, the same ion interacts with the fluorine atoms when it 
forms a complex with CF4 molecule. Basically CF4, like its counterpart CH4, does 
not have a dipole or quadrupole moment, and its dipole polarizability is small. So, 
as in the case of CH4–Li+ complex, the ion–induced dipole interaction plays an im-
portant role in the interaction between CF4 and the Li+ ion. The ion induces a dipole 
in CF4 and interacts with the induced dipole, hence it has weaker interaction. The 
calculated ion affinities are tabulated in Table 3.2.

Once again it is proved that the theoretically calculated ion affinities agree very 
well with the experimental values. The larger Li+ ion affinities obtained for the PFCs 
studied here indicate that lithiated PFCs can be detected in the Li+-IAMS. Later, 
through many experimental studies [135], it has been proved that the IAMS could 
be used to quantify the emissions of these PFCs from the semiconductor industries. 
Analyzing the calculated atomic charges and the bond analysis using Bader’s AIM 
theory demonstrated that the ion–molecule interaction in most of these complexes 
is mainly due to dipole-induced electrostatic interactions.

Here, only a few representative studies on alkali–metal ion interactions with a 
few organic molecules are provided; however, as one can imagine, there have been 
hundreds of studies in the past. Also, only a few theoretical methods are used for 
the calculations and their results are given in this material though there are many 
other highly reliable methods, especially on the ab initio side. Composite methods 
[66−68], such as Gaussian-n, complete basis set, and Weizmann-n methods can be 
used to obtain very accurate results, especially alkali–metal ion affinities. Because 
these calculations are computationally expensive, even for a molecule with more 

Fig. 3.4  B3LYP/6-31G(d) optimized complex structures of lithiated perfluorocarbons. a CF4−Li
+, 

b CHF3−Li
+, c CH2F2−Li

+, d CH3F−Li
+, e C2F6−Li

+, f C4F8−Li
+. Carbon atoms are shown brown, 

fluorine green, lithium cation violet, and hydrogen white
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than ten atoms, normally the DFT approach is used as it has been shown that reli-
able results can be obtained using DFT. Most of the results provided here are cal-
culated using DFT and these values agree with the experimental ones. Still, there is 
room to improve the results such as one can use better density functionals, instead 
of using the popular B3LYP functional, and also correlation-consistent basis sets, 
such as Dunning’s basis sets. Experience shows that core correlation of Li+–C is 
necessary to accurately measure the Li+ ion affinities and so correlation-consistent 
basis set is a better choice. Also, the accuracy of the results can be improved further 
by considering scaling of zero-point energy corrections and basis-set super position 
errors. For further information on these general issues, mainly on obtaining the ac-
curate alkali–metal ion affinities, readers can see the references [136] and [137].

3.5.2  Interactions with Biomolecules

The involvement of metal ions, especially alkali–metal ions, in biological processes 
has been identified early [138−145]. Metal ions play both direct, as in oxidation-
reduction reactions, and indirect, by inducing conformational changes, roles [146]. 
Different metal ions exhibit different structural effects so that the nature of the metal 
contact in the nucleus can conceivably influence the course of genetic information 
transfer. Base-binding metal ions can cause more profound effects on the DNA 
conformation than metal ions that bind to the phosphate backbone [139]. Cations of 
sodium and potassium, and to a lesser extent of lithium, have important effects from 
the biological point of view [147, 148]. These cations involve several functions 
of living systems such as enzyme regulation, stabilization of structural elements, 
transmission of cellular signals (Na+ or K+ channels), and transport of glucides and 
amino acids to proteins through transmembrane channels [147, 149–157]. Metal 
ions also play key roles in enzymatic activity, cellular metabolism, and structural 
stabilization [158−161]. Thus, the understanding of the details of the local interac-
tions of metal ions with amino acids and nucleic acids has therefore become funda-
mental in biology.

One of the main non-covalent interactions in biology is the cation–π interaction. 
Reviews on cation–π interactions by Dougherty coworkers [162, 163] and other 

Table 3.2  Calculated Li+ ion affinities of various perfluorocarbons using B3LYP functional
PFC ΔH (in kcal/mol)

6-311 + G(2d) 6-311 + G(3df) Expt. [133, 134]
CF4 −	12.1 −	12.3
CHF3 −	19.4 −	19.6
CH2F2 −	26.6 −	26.8 −	26.5
CH3F −	30.0 −	30.1 −	31.0
C2F6 −	16.9 −	17.2
C4F8 −	20.6 −	21.1
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researchers [164] provide a detailed overview of this interesting interaction, high-
lighting both its fundamental nature and its importance in the biological chemistry. 
The pioneering work by Sunner et al. [165] showed that the non-covalent interac-
tion of K+ with benzene was significant and stronger than the interaction of K+ 
with a water molecule. It is well-known, now, that cation–π interactions play an 
important role in protein structural organization and the functioning of ionic chan-
nels in membranes [162, 163, 166−172]. Additionally, a number of studies have 
established that cation–aromatic interactions are very important in protein–ligand 
interactions, too [162]. It is also found that energetically significant cation–π inter-
actions are common in proteins and that they probably contribute to protein stabil-
ity. Because of these facts, cation–π interactions are now considered as important 
non-covalent interactions [173]. Among many metal ions, alkali metal ions are sig-
nificantly involved in the cation–π interactions in the biological systems [174−176]. 
These metal ions can form cation–π interaction with nucleic acids and with proteins 
through aromatic amino acids, especially through tryptophan, phenylalanine, and 
tyrosine. Hence, understanding cation–π interactions involving alkali metal ions, 
both from a fundamental perspective as well as the detailed role that they play in 
biological systems, becomes important.

Because of this importance, studies on metal-binding affinities to biologically 
relevant molecules have attracted much attention at theoretical levels too [81, 82, 
147, 149, 177−229]. These studies include alkali metal ion interactions with all the 
amino acids, nucleic acids, and peptides among the others. Theoretical investiga-
tions can overcome the problems faced by the experimental techniques allowing 
the determination of not only the minimum energy structures but also a means of 
following their formation mechanism through TS characterizations.

After recognizing the importance of metal ions, especially alkali metal ions, 
interactions with the DNA components, many researchers investigated various 
metal ion interactions with nucleic acids by using various theoretical method-
ologies. Let us consider one of these studies. Rodgers and Armentrout [225] 
studied the alkali–metal ion (Li+, Na+, and K+) interactions of three nucleic 
acid bases, adenine, thymine, and uracil by using threshold collision-induced 
dissociation (TCID) and theoretical methods. Their calculations were done at the 
MP2(full)/6-311 + G(2d,2p)//MP2(full)/6-31G( d) level of theory (single point 
calculations with MP2(full)/6-311 + G(2d,2p)	 theory	 at	 the	 MP2(full)/6-31G( d) 
optimized geometries). The calculations provide insight into the structures and 
binding of the metal ions to the nucleic acid bases. Authors considered various 
possible binding sites on the bases. Complex structures are given in Fig. 3.5 (stable 
MP2(full)/6-31G( d) geometries of thymine–Na+ complexes bound at the O2 and 
O4 sites, and adenine–Na+ complexes bound at the N1, N3, and N7 sites). The fig-
ure shows that all the stable complex structures are almost planar. The calculated 
Na+ ion interaction energies, in kcal/mol, for the most stable complex structures, 
with adenine, thymine, and uracil bases are 30.7, 32.3, and 32.1, respectively. They 
have also calculated the Li+ ion and K+ interaction energies with these three bases. 
These calculated energies compare favorably with the experimental values though 
the calculated values for Li+ to all three bases and adenine with all three metal ions 
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are systematically low by around 4 kcal/mol. Their calculations undoubtedly did not 
only complement their experimental results but also helped to identify the complex 
structures by providing the location of the interactions.

Kabelac and Hobza did a thorough study on the interactions of all 14 amino and 
imino tautomers of adenine with Na+ ion using the MP2/TZVPP level of theory 
[223]. According to their study, cations interact mostly in a bidentate (interacting 
with two positions simultaneously) manner with all the nucleic acid bases. The 
metal ion—nucleic acid bonding energy in these cases is larger than those when 
ions bind in a unidentate manner. It can be easily understood by considering the fact 
that nucleic acids have oxygen or nitrogen lone pairs. For example, when an alkali 
metal ion interacts with the adenine through N7 (see N1 or N7 structure of Fig. 3.5), 
the amino group is distorted from the original position, allowing a direct interac-
tion of the ion with the nitrogen lone pairs of the amino group. This makes the ion 
interacts with the nucleic acid in a bidentate manner. It is the same with the other 
nucleic acids too, though thymine and cytosine possess fewer binding sites than 
the other nucleic acids. The metal ion-base intermolecular distances in adenine and 
cytosine are shorter than those in guanine and thymine. An interesting consequence 
of such metal ion interaction with these DNA elements is the metal-induced stabil-
ity changes in DNA duplexes. For example, as noticed earlier [217], the binding of 
alkali metal ions to adenine, which occurs preferentially at the N7/NH2 chelation 
site (Fig. 3.5), would tend to disrupt the hydrogen bonding of A:T pairs. However, 
disruption of a single hydrogen bond in an AT base pair costs around 6 kcal/mol, 
more than the calculated difference in binding affinities of the N3 and N7 sites. 
There are at least two possibilities: one, nature tends to save the existence and in 

Fig. 3.5  Na+ complex structures with thymine and adenine. (Taken from [225])
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such a scenario, metal ions may preferentially bind at N3 site, such that hydrogen 
bonding between DNA elements is not disturbed. In fact, such a binding at the N3 
site should make the amino hydrogen atoms to become more acidic that should re-
sult in an enhancement of the hydrogen bonding in duplex DNA. Otherwise, metal 
ion binding could cause the disruption of a hydrogen bond in a base pair, which 
could damage the DNA. There is a lot of scope of studying and understanding the 
metal–ion bonding with the DNA bases.

Understanding the metal–ion, especially alkali–metal ion, interactions with the 
amino acids is important because such interactions can influence, among others, 
the protein folding. An important as well as interesting fact is that the 20 amino 
acids vary considerably in their physicochemical properties such as polarity, acidity, 
basicity, aromaticity, bulk, and conformational flexibility. Due to these differences 
in nature (amino acids with nonpolar side chains—glycine, alanine, valine, leu-
cine, isoleucine, methionine, proline, phenylalanine, tryptophan; amino acids with 
uncharged polar side chains—serine, threonine, asparagine, glutamine, tyrosine, 
cysteine; and amino acids with charged side chains—lysine, arginine, histidine, as-
partic acid, and glutamic acid), the metal ion interactions vary among the amino 
acids. In addition to that phenylalanine, tryptophan, histidine, and tyrosine are the 
aromatics ones. These amino acids can also interact with the metal ions through 
cation–π interactions.

Many researchers studied the alkali–metal ion interactions with amino acids. 
Feng et al. [213] determined the lithium ion binding energies of 15 of the common 
amino acids using the kinetic method in a quadrupole ion trap mass spectrometer. 
The calculated binding energies scale from glycine to glutamic acid spans the range 
41.6–52.9 kcal/mol. They concluded that alkali metal cations exalted binding ener-
gies for amino acids with side chains that include oxygen-bearing functional groups 
(i.e., alcohols and carboxyl acids). Armentrout and coworkers extensively studied 
the binding energies of alkali metal cations (Li+, Na+, K+, Rb+, and Cs+) with all the 
amino acids using both experimental (both threshold collision-induced dissociation 
(TCID) and infrared multiple photon dissociation (IRMPD) methods) and theoreti-
cal methods (both ab initio and DFT) [187–207].

Let us briefly see alkali metal ion interactions with Histidine (His) amino acid 
[204, 205, 208, 212]. Histidine is the basic but an essential amino acid and is chemi-
cally one of the most flexible protein residues thanks to its imidazole side chain, 
which functions as both acid and base near neutral pH. His residue presents three 
potential coordination sites in aqueous solution. The imidazole nitrogen of histidine 
is a primary site for binding metal ions and the other two sites are carboxyl and 
amino nitrogen sites. Bojesen et al. [208] found that Na+ affinities for His was the 
second highest, lying only below that of arginine in their relative measurements. 
This order was also confirmed by Kish et al. [212] in a more quantitative study, 
where the Na+ ion binding affinity for His was found to be 52.3 kcal/mol. Recently, 
Armentrout and coworkers studied all alkali metal ion complex structures with His 
using IRMPD and theory [204]. The very significant fact in using theory to study 
such complex systems is that it not only gives the ion affinities but also it correctly 
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identifies the complex structures that are present in the experiments. That is the 
strength of an accurate theory.

Armentrout and coworkers studied all possible alkali–metal ion complex struc-
tures with histidine. Two density functionals (B3LYP and B3P86) in DFT and MP2 
in ab initio theory with different basis sets are used for their calculations [204]. 
Structures	of	the	complexes	calculated	at	the	B3LYP/6-311	+	G( d,p) level of theory 
are given in Fig. 3.6.

There are many energy minima complex structures. It is common in many of the 
amino	acids,	for	example,	theoretical	studies	using	B3LYP/6-311	+	+	G( d,p) level of 
theory have shown that eight minima are present on the potential energy surface for 
alkali–metal ion (Li+, Na+, K+) cationized alanine [82]. At all levels of theory used, 
the authors [204] found that the ground state structure for Li+ (His) and Na+ (His) 
is the tridentate charge-solvated structure in which the metal ion binds to the back-
bone carbonyl oxygen, backbone amino nitrogen, and imidazole side chain nitrogen 
(structure a of Fig. 3.6). Again it is same with the K+ (His) complex according to the 
MP2 level of theory though DFT supports a bidentate structure in which the metal 
ion binds to the backbone carbonyl oxygen and imidazole side chain nitrogen. For 
the larger alkali metal ion complexes with the histidine, the ground state structures 
are slightly different.

To identify the structures present in the experimental study, authors com-
pared their IRMPD spectra with the single photon spectra calculated at the B3L-
YP/6-311	+	G( d,p) level. Figure 3.7 compares the experimental IRMPD action 
spectrum with the calculated IR spectra for three distinct conformers of Li+ (His): 
the structure a (see Fig. 3.6), ground state at all levels of theory, and two other 
representative lower energy conformers. Though the calculated IR intensities may 

Fig. 3.6  M+ (His) Complex structures. (Taken from reference [204])
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not be in direct accord with the IRMPD spectrum because of the latter being a mul-
tiple photon process, contrary to the theoretical IR spectra, the bands predicted for 
the structure a conformer correspond reasonably well with the observed spectrum 
(see Fig. 3.7) in terms of both band positions and relative intensities. The observed 
IR spectrum does not coincide well with none of the other spectra calculated for 
other conformers. On the basis of their calculations and comparing the spectra, the 
authors could conclude that the structure present in the experimental study is the 
structure a. Authors could also identify the other alkali metal ion complex structures 
with the histidine. Later, Armentrout and coworkers [205] studied the interactions of 

Fig. 3.7  Comparison of the experimental IRMPD action spectrum for Li+ (His) with IR spectra 
for	 three	 low-lying	conformation	predicted	at	 the	B3LYP/6-311+G( d,p) level of theory. (Taken 
from Reference [204])
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alkali metal ions with the amino acids. Their calculated bond energies are in reason-
able agreement with their experimental values. For example, the experimental bind-
ing energy observed for the Na+ (His) is 53.2 kcal/mol, whereas the corresponding 
calculated values are 55.0 (B3LYP), 52.6 (B3P86), and 52.7 (MP2) level of theory. 
Their calculated values include zero-point energy corrections (with scaling) and 
counterpoise corrections for basis set superposition errors. These studies conclude 
that the binding energies of M+ (His) are larger than those of other M+ (amino acid) 
complexes. This is attributed to contributions from the local dipole moment of the 
imidazole side chain functionality.

Though most of the most stable ion–molecule complexes involving alkali–metal 
ions	and	amino	acids	are	σ-type	complexes	 (planar	or	near-planar),	 in	 the	actual	
cases, in proteins or in DNA, they could easily form π-type complexes in the pres-
ence of the neighboring counterparts. In fact, there were a few studies on cation–π 
complexes involving aromatic amino acids [211, 220, 230, 231]. Dunbar and co-
workers conducted theoretical studies on complexation of Na+ and K+ with phe-
nylalanine, tyrosine, and tryptophan using DFT calculations [230]. They conclude 
that the binding site formed by tridentate N/O/Ring (involving cation–π interaction) 
provides strong binding for both the alkali ions to all the three aromatic amino 
acids. An increment of around 7 kcal/mol was found in the alanine/phenylalanine 
comparison of bonding enthalpies, confirming the importance of cation–π binding 
enhancement in the phenylalanine case [231]. These studies show the vital role the 
cation–π interactions play in the ion–aromatic amino acid interactions.

3.5.3  Interactions with Materials

There is a lot of experimental evidence of the presence of alkali metal ion, espe-
cially, Li+ and Na+ ions, interactions with materials [164]. Here, we specifically 
briefly see such interactions with carbon material-related systems. Understanding 
the nature of nonbonding interaction between the alkali–metal ion with the gra-
phene surface attracted much attention; mainly it helps to design new energy stor-
age materials [232−238]. Sastry and coworkers mainly used DFT calculations to 
understand the binding of Li+ with the graphene surface [233]. Their study con-
cluded that Li+ ion is oriented exactly above the center of the six-membered ring in 
the considered system. Marquez et al. [234] calculated the interaction between Li+ 
and the hydrogen terminated cluster model (C32H18) using DFT and indicated that 
the Li+ ion is preferentially bound outside of the cluster model. A study on Li+ inter-
action on a C96 planar carbon cluster by Nakadaira et al. [235] using semiempirical 
MO theory suggested that the edge site is more stable than that of the bulk. Suzuki 
et al. [236] investigated the storage state of the Li+ ion with a C54H18 cluster using 
the PM3 method. Since the elucidation of the diffusion processes of the Li+ ion on 
the amorphous carbon is one of the important themes in the development of higher 
performance lithium secondary batteries, Tachikawa and Shimizu [237] have in-
vestigated the Li+ ion interactions and its diffusion processes on a model surface of 
amorphous carbon (C96H24 system) using direct molecular orbital dynamics method 
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at the semiempirical AM1 level of theory. Their study showed the preference of 
binding of Li+ at the edges of the cluster.

Alkali ion interaction with fullerenes have also attracted attention in recent years 
[238−243]. Moradi et al. [238] studied the binding energy between alkali metal ions 
(Li+, Na+, and K+) with pristine C24 or doped fullerenes of BC23. They found that the 
most suitable site of interaction is at the top of the center of a six-membered ring of 
the exterior surface of C24 molecule. Zhao et al. [239] obtained the electronic states 
of Li+ C60 using DFT and they showed that the Li+ ion can bind in hexagonal site of 

Fig. 3.8  Optimized structures of Li+	C60	complex	at	the	B3LYP/6-311G( d,p) level. (Taken from 
reference [242])
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C60 with a binding energy of 41.7 kcal/mol. Santos et al. [240] suggested that the Li+ 
ion is bound at ~ 2.0 Å from the C60 surface. Tachikawa [241, 242] has studied the 
interaction of the Li+ ion with fullerene C60 surface using DFT and direct molecular 
orbital-molecular dynamics methods.

A recent study by Tachikawa [242] concluded that the Li+ ion can bind two 
stable binding sites, hexagonal and pentagonal sites where Li+ ion binds to six- 
and five-membered rings, respectively (See Fig. 3.8). The Li+ ion binding energy 
obtained for the most stable complex, pentagonal binding site, is 34.8 kcal/mol at 
the	B3LYP/6-311G( d,p) level. The binding energy of hexagonal site is 34.5 kcal/
mol. The (6-5) and (6-6) sites are 2.7 and 3.6 kcal/mol higher in energy than that 
of the pentagonal site, respectively; however, these two structures are found to be 
saddle points connecting the stable two structures. The relative energy of the on-top 
site is 3.9 kcal/mol higher than the pentagonal site. The distance between the Li+ ion 
and the interacting surface in the most stable two structures is 1.920 Å (hexagonal) 
and 1.952 Å (pentagonal). The dynamics calculations showed that the Li+ ion dif-
fuses between stable points near the saddle points.

Studies on alkali metal ion interaction with carbon nanotubes also gets moment 
[243, 244]. Mpourmpakis et al. [243] used ab initio and molecular mechanics cal-
culations to study the interaction between different types of carbon nanotubes with 
alkali metal cations (Li+, Na+, and K+). The results showed that ions are located on 
top of a phenyl group of the nanotube, resulting in a strong cation–π interaction. 
Umadevi and Sastry studied the same alkali metal ions binding with carbon nano-
tubes and identified some interacting structures [244].

All these studies show that alkali metal ions interact with these carbon material 
systems in a cation–π fashion. With the emergence of reliable theoretical method-
ologies and because of the importance, coming years will see a lot of alkali metal 
ion bonding studies on a wide range of materials.
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4.1  Introduction

This chapter discusses a variety of experimental methods and introduces instrumen-
tation for the study of gas-phase ions and ion–molecule chemistry in general and 
of ion attachment processes in particular, with an emphasis on mass spectrometry 
(MS) methods. The section starts with a discussion on common methods to generate 
gas-phase alkali metal ions, to be applied in various ion attachment experiments. 
Subsequently, (tandem) MS methods are discussed that enable the investigation of 
the structure of ions and the results of ion–molecule reactions. Separate sections 
are presented for beam instruments and ion-trapping instruments. In some cases, 
these instruments can be used to perform ion–molecule reactions as part of the 
measurement protocol. Emphasis is put on commercially available MS and MS–MS 
instruments. In subsequent sections, various other tools are discussed that may be 
combined with MS and allow the study of gas-phase reactions of ions. These tools 
comprise (a) flowing afterglow methods (FA-MS), including derived methods like 
selected ion flow tubes (SIFT-MS) and proton-transfer reaction devices (PTR-MS), 
(b) drift tubes, ion-mobility spectrometry (IMS) and IMS–MS, and (c) high-pres-
sure MS instruments. The text provides ample references for further reading.

Currently, MS is primarily used in analytical applications. In fact, rather than the 
study of ion structures, gas-phase ion–molecule reactions, or the structure elucidation 
of unknown compounds, the routine quantitative analysis of target analytes in com-
plex (biological) matrices using combined gas chromatography (GC–MS) or liquid 
chromatography (LC–MS) is by far the most important application area of MS. 
Nevertheless, mass spectrometers have proven to be powerful tools for studying the 
kinetics, mechanisms, and product distributions of gas-phase bi- and termolecular 
organic reactions. A wide variety of ion–molecule reactions may be studied [1]. 
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These studies provide us with fundamental understanding of the organic reactions. 
Gas-phase chemistry can reveal details of reaction mechanisms that are obscured by 
solvation and ion pairing, when studied in the condensed phase.

4.2  Production of Gas-phase Alkali Metal ions

4.2.1  Thermoionic Emission

Thermionic emission involves the heat-induced emission of charge-carrying par-
ticles from a surface. The process occurs when the thermal energy given to the car-
rier overcomes the work function of the metal. The charge-carrying particles may 
be electrons or ions. The emission of electrons, known as the Edison effect, can be 
achieved from a heated filament in vacuum, like with the hot (tungsten or rhenium) 
filament used as primary source of ionization in electron ionization. In the current 
context, the emission of (alkali) metal ions is of more interest. This can be achieved 
by heating aluminum silicates doped with (alkali) metal oxides [2–5]. A schematic 
setup of a thermoionic emitter of K+ mounted onto a solid probe is shown in Fig. 4.1 
[5]. In this way, chemical ionization with alkali metal ions as primary ionization 
source was performed, e.g., studying gas-phase reactions of Li+  with fluoroethane 
and hydrocarbons [6] or of K+  with a wide variety of analytes, including ketones, 
ethers, esters, crown ethers, and small peptides [5]. Li+-emitters are also applied in 
ion attachment MS experiments [3].

Fig. 4.1  Ion source for thermoionic emission of alkali metal ions. (Reprinted with permission 
from ref. 5. ©1984, American Chemical Society)
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4.2.2  Laser Ionization

Laser ablation is the process of removing material from a solid surface by irradiat-
ing it with a (pulsed) laser beam. At low laser flux, the material evaporates or sub-
limates due to heating by the absorbed laser energy. At high laser flux, the material 
is converted into plasma. If ions are produced in the plasma, the process is usually 
called laser ionization. In this way, gas-phase metal ions can be produced, which 
can subsequently be applied in gas-phase ion–molecule studies. Initially, Cu+ and 
Ag+ were generated from their respective metals, and Cr +, Fe+, and Ni+ from a 
stainless steel sample [7]. The method seems to be especially useful to generate gas-
phase ions and ion clusters of transition metals [8, 9]. As such, it was, for instance, 
applied to characterize pollutants on dust particles [10].

4.2.3  Desorption Ionization: Doping with Alkali Metal Salts

In desorption ionization methods, like field desorption [11], fast-atom bombardment 
[12], and matrix-assisted laser desorption (MALDI) [13], adding small amounts of 
alkali metal salts to the sample on the emission wire (in field desorption) or target 
(in fast-atom bombardment and MALDI) may result in the observation of adduct 
ions [M + Alkali]+ (see also Sect. 7.2). This is generally termed “doping with al-
kali metal salts.” In principle, when a platinum or tungsten wire, to be used in 
thermoionic emission, is doped with alkali metal salts, gas-phase alkali metal ions 
may be produced as well. It may be questioned whether this is due to a thermoionic 
or desorption/ionization effect.

A typical example of this type of doping is a fragmentation study of the flavo-
noid glycoside rutin, adducted with different alkali metal ions (Li+, Na+, or K+), by 
post-source decay MALDI time-of-flight (TOF) MS [14]. Differences in fragment 
ions and especially the relative abundance of fragment ions were observed (see 
Sect. 7.5.2). Numerous other examples of this type of studies are available.

4.2.4  Solvent Additives in Electrospray Ionization

Adduct formation of analytes to alkali metal ions is also frequently observed in 
electrospray ionization (ESI) MS [15]. For compounds with high affinities to alkali 
metal ions, the residual concentrations of 10−5–10−4	M of alkali metal ions, com-
monly present in solvents used in LC-MS, is sufficient for this type of adduct for-
mation. Alternatively, low concentrations of alkali metal ion salts (up to 1 mM) may 
be added to the mobile phase; higher concentrations (> 1 mM) result in significant 
ionization suppression. Because in many applications of ESI-MS compounds are 
analyzed from biological matrices; these matrices also act as a source of alkali metal 
ions, especially if no rigorous desalting protocol is adapted.
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It appears that adduct formation especially takes place for compounds with a 
number of oxygen (or sulfur) atoms in such an orientation that chelation or com-
plex formation with the alkali metal ions is possible (see Chap. 7 for a more de-
tailed discussion). This is, for instance, the case with oligosaccharides. However, 
next to “real” adduct formation, that is formation of [M + Na]+ , apparent adduct 
formation in ESI-MS may be due to liquid-phase H+/Na+ -exchange reactions in 
analytes with acidic functions, resulting in salts which are subsequently transferred 
to the gas phase as protonated molecules [15]. Thus, the analyte RCOOH is con-
verted into RCOONa, protonated, and transferred to the gas-phase for mass anal-
ysis as [(RCOOH–H + Na) + H]+ rather than as [M + Na]+ [15, 16]. This behavior 
is observed with any compound with acidic functions, e.g., peptides and (oligo)
nucleotides. The possibility to generate such H+ /Na+ -exchange reaction products 
by a gas-phase reaction in the vacuum interface of an ESI-MS system has also been 
investigated [17]. As expected, methyl ester formation in peptides reduces the ad-
duct formation, because the H+ /Na+ -exchange is taken away [18].

An example of this behavior is shown in Fig. 4.2, where the positive-ion and 
negative-ion ESI-MS spectra of a compound are shown with two carboxylic acid 
functions, analyzed as di-potassium salt in a mobile phase containing ammonium 
acetate. In positive-ion mode, both the ammoniated molecule [M + NH4]

+ and the 
potassiated molecule [M + K]+ (or the H+/K+-exchange product [(M–H + K) + H]+) 
are observed, whereas in negative-ion mode, the H+ /K+ -exchange product [(M–
H + K)–H]– is observed next to the deprotonated molecule [M–H]–. Thus, apparent 
alkali metal ion adducts may be observed in negative-ion ESI-MS as well.

Fig. 4.2  Electrospray mass spectra of a compound with two carboxylic acid functions analyzed 
as dipotassium salt in a mobile phase containing ammonium acetate. (©2006, hyphen MassSpec)
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4.3  Tandem Mass Spectrometry

4.3.1  Introduction

From instrumental point of view, tandem mass spectrometry (MS–MS) comprises 
a combination of two mass analyzers in series (in time or space, see below) with 
a reaction chamber in between. In MS–MS, the m/z values of ions are measured 
before and after a chemical reaction within the mass spectrometer. In most cases, a 
change in mass and thus in m/z is involved, although a change in charge, e.g., charge 
stripping of multiple-charge ions, is also possible. For positive ions, the precursor 
or parent ion mp

+ is converted into the product or daughter ion md
+ via the loss of a 

neutral fragment mn. Whereas the neutral fragment mn is generally not detected in 
the mass spectrometer, its mass can be inferred from the difference in m/z of mp

+ 
and md

+. In the product-ion analysis mode, which is the most basic MS–MS experi-
ment, the precursor ion mp

+ is selected in the first stage of mass analysis within the 
instrument (MS1), while the product ions md

+ are mass analyzed and detected in 
the second stage of mass analysis (MS2). Thus, MS–MS involves the detection of 
ions that, after their initial formation in the ion source, have undergone a change in 
m/z and/or charge during the course of their analysis with a mass spectrometer [19].

The observation and explanation in the 1940s of the occurrence of metastable 
ions in a mass spectrum acquired using a magnetic-sector instrument can be consid-
ered as the starting point of the history of MS–MS [20]. In the 1960s, it was discov-
ered that the abundance of the metastable ions can be increased by the introduction 
of a collision gas in a collision cell. From the mid-1970s onwards, instruments 
were especially designed for MS–MS experiments. Important landmarks in the de-
velopment of MS–MS are: (a) the introduction in 1978 of the triple quadrupole 
(TQ) instrument by Yost and Enke [21]; (b) the demonstration in 1987 of (multiple 
stages of) MS–MS in an ion trap instrument by Louris et al. [22]; (c) the introduc-
tion in the early 1990s of various MS–MS technologies in Fourier transform ion 
cyclotron resonance (FT-ICR) instrument [23]; (d) the introduction in 1996 of a 
hybrid quadrupole-time-of-flight instrument (Q-TOF) by Morris et al. [24]; (e) the 
introduction in 2002 of the hybrid quadrupole-linear ion trap instrument (Q-LIT) by 
Hager [25]; (f) the introduction in 2002 of tandem TOF–TOF instrument [26], and 
(g) the introduction in 2005 of the hybrid linear ion trap–Orbitrap instrument by the 
group of Makarov [27, 28].

Convenient symbolism and terminology for the wide variety of MS–MS and 
MSn experiments that can be performed in various data acquisition modes have 
been proposed by Schwartz et al. [29] and are frequently used ever since.

Nowadays, partly initiated by the advent of ESI as a powerful soft ionization 
technique for highly polar biomolecules and as a convenient method to couple LC 
and MS, MS–MS is frequently applied. For routine quantitative bioanalysis of tar-
get compounds, the selected reaction monitoring (SRM) mode is extensively ap-
plied. In the SRM mode, both stages of mass analysis perform the selection of ions 
with a particular m/z value, i.e., in MS1 a precursor ion, mostly the protonated or 
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deprotonated molecule of the target analyte, is selected, subjected to dissociation 
in the collision cell, while in MS2 a preferably structure-specific product ion of 
the selected precursor is selected and detected. Due to the high selectivity involved 
in SRM, excellent sensitivity may be achieved in target quantitative analysis. The 
SRM mode is the method of choice in quantitative bioanalysis using LC-MS [30], 
e.g., in (pre)clinical studies for drug development within the pharmaceutical indus-
try, and has been implemented in quantitative analytical strategies using GC-MS as 
well [31].

4.3.2  Ion Dissociation Techniques

Either metastable ions or activated ions may be involved in MS–MS experiments. 
Metastable ions are ions with sufficient internal energy that survive long enough to 
be extracted from the ion source before they fragment, but may then fragment in the 
mass analyzer region prior to detection. The charged fragments of metastable ions 
that dissociate in the reaction region of the instrument may be detected. Alterna-
tively, ions may be activated after they have left the ion source. Collision activation 
is the most widely applied method to increase the internal energy of ions. Upon ac-
celeration and collision of an ion with a target gas (He, N2, or Ar) in a collision cell, 
part of the ion translational energy is converted into internal energy. If subsequent 
dissociation of the ion occurs in the collision cell, the process is called collision-
induced dissociation (CID). Next to collision activation with a target gas, there is 
a wide variety of other activation methods [32, 33], including surface-induced dis-
sociation (SID), laser photodissociation (LPD), infrared multiphoton photodisso-
ciation (IRMPD), sustained off-resonance irradiation (SORI), black-body infrared 
radiative dissociation (BIRD), electron-capture dissociation (ECD), and electron-
transfer dissociation (ETD) [34]. Most of these alternative techniques are primarily 
applied to induce fragmentation in FT-ICR-MS instruments, although ETD can also 
be implemented on ion trap (and other) instruments [34].

The CID, being the most widely applied method to induce fragmentation in MS–
MS, is a two-step process, where in the first step, ion translational energy is con-
verted into ion internal energy due to the collision event, while in the second step 
unimolecular decomposition of the excited ions may yield various product ions by 
competing reaction pathways. The first step is much faster than the second one. In 
between the two steps of the process, energy redistribution within the ion may take 
place. CID can be performed in two different energy regimes [33]. With most instru-
ments, low-energy CID is performed involving multiple collisions with a target gas 
such as He, N2, or Ar (~ 10−3 mbar) with a laboratory collision energy generally not 
exceeding 60 eV. In sector and TOF–TOF instruments, high-energy CID can be per-
formed, which involves single keV collisions with He as a target gas. High-energy 
collisions open a wider range of fragmentation reactions, thus resulting in more 
informative and more complex MS–MS spectra. In the low-energy CID regime, one 
may further discriminate between collision cell CID and ion trap CID. In collision 
cell CID, that is, in TQ and Q–TOF instruments, after acceleration of the precursor 
ions with 10–60 V, collisions are performed with N2 or Ar.
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4.3.3  General Aspects of MS–MS Instrumentation

The MS–MS instrument comprises a combination of two mass analyzers. The first 
and second stage of mass analysis may be performed by the same type of mass ana-
lyzer, like in a triple quadrupole or an ion trap instrument. In TQ instruments, the 
three steps of the MS–MS process (precursor ion selection, CID, and mass analysis 
of product ions) are performed in spatially separated devices (“tandem-in-space”), 
whereas in an ion trap instrument, the three steps are performed one-after-another in 
the same device (“tandem-in-time”) [35]. In hybrid instruments, the first and second 
stage of mass analysis is performed in two different types of mass analyzers, e.g., 
in a first-stage quadrupole and second-stage TOF in a Q–TOF instrument, or a first-
stage quadrupole and second-stage linear ion trap in a Q–LIT instrument.

An MS–MS instrument may be used to study the fragment ions of selected pre-
cursor ions and is therefore an indispensable tool in fundamental studies on ion gen-
eration, ion–molecule reactions, unimolecular fragmentation reactions, and identity 
of ions. It also plays an important role in analytical applications of MS, both in 
qualitative and in quantitative analysis, e.g., in applications involving the online 
coupling of MS as a detector to GC–MS and LC–MS.

4.3.4  MS–MS in Sector Instruments

As indicated before, the basis of MS–MS lies in the observation of metastable ions 
or, perhaps more accurately, of the fragment ions of metastable ions. In order to 
detect these ions, linked scan procedures are required. In a magnetic sector instru-
ment, featuring kV-acceleration of ions from the ion source and thus providing 
significant kinetic energy to the ions, an in-source-generated fragment ion with a 
particular m/z has a higher kinetic energy than a post-source-generated fragment 
ion, the so-called metastable ion. Adjustment of the acceleration voltage (V), or 
the electric (E) and magnetic (B) fields in a double-focusing sector instrument is 
required to observe the metastable ions or their fragments. In a linked scan, the 
two fields are automatically adjusted at the same time. In most cases, linked scan 
procedures are applied in the first field-free region, e.g., E2/V or B/E to observe the 
fragment ions and B2/E to observe the precursor ions [19, 36].

As a result of the introduction of alternative MS–MS instruments, which are 
more cost-effective and easier to operate, the double-focusing sector instruments 
are hardly used in MS–MS. The same holds for hybrid MS–MS systems comprising 
sector instruments combined with quadrupole or ion trap building blocks.

4.3.5  MS–MS in Tandem Quadrupole Instruments

Probably, the most widely used MS–MS configuration is the TQ instrument, where 
mass analysis is performed in the first and third quadrupoles, while the second 
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quadrupole is used as collision cell in the radiofrequency (RF)-only mode, i.e., in 
a Q–qcoll–Q configuration (Fig. 4.3). The TQ instrument was initially developed 
by Yost and Enke [21] in the late 1970s. Upon its introduction, the TQ instrument 
yielded significantly better product-ion resolution than the sector instruments, used 
for MS–MS at that time. The acquisition of a product-ion spectrum was greatly 
facilitated.

In addition, various structure-specific screening procedure of triple quadru-
pole instruments were introduced, e.g., the precursor ion and neutral loss analysis 
mode [37, 38]. In the precursor ion analysis mode, MS1 is operated in scanning 
or full-spectrum mode, whereas in MS2 a structure-specific product ion is moni-
tored. In the neutral loss analysis mode, both quadrupole mass analyzers are oper-
ated in scanning mode, but with a fixed m/z offset corresponding to a structure-
specific neutral loss in the fragmentation reaction. These scan modes have been 
successfully applied for structure-specific screening in order to search for specific 
compound classes in complex matrices, as demonstrated by the screening for two 
classes designer drugs in urine [39], or for glutathione and cyanide-trapped reactive 
drug metabolites [40], to quote two recent examples. Apart from these analytical 
applications, these analysis modes can be very useful in the study of fragmenta-
tion reactions. The precursor ion analysis mode allows to determine which is (or 
are) the precursor ion(s) of a particular product ion, thus answering the question 
whether a particular product ion is formed from a particular precursor ion in a one-
step dissociation reaction or an intermediate step has been involved. This enables 

Fig. 4.3  Schematic diagram and photo of tandem quadrupole mass spectrometer. The photo is 
taken from a Waters tandem-quadrupole instrument, featuring a travelling wave stacked ring 
RF-only collision cell. (©2013, hyphen MassSpec)
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more detailed studies on fragmentation pathways, as for instance demonstrated for 
naloxonazine and naloxone, zwitterionic morphine opiate antagonists [41], and for 
morphine and related opiates [42].

Although usually called a triple quadrupole instrument, because of the initial 
lineup of two analyzing quadrupoles and a quadrupole collision cell, the term tan-
dem quadrupole (TQ) would nowadays be more appropriate to describe the com-
mercially available instruments. The gas-filled collision cells operated in RF-only 
mode and enabling refocusing of ions scattered by collisions result in significant 
transmission losses. In attempts to reduce these losses, alternative collision cells 
have been implemented by various instrument manufacturers, e.g., RF-only hexa-
poles or octapoles, a linear acceleration high-pressure collision cell (LINAC) [43], 
or a stacked ring collision cell (see Fig. 4.3), featuring an axial travelling wave or 
transient DC voltage to propel the ions and to reduce the transit times [44].

4.3.6  MS–MS in Q-TOF Instruments

The Q–TOF instrument can be considered as a modified TQ instrument, where the 
third quadrupole has been replaced by an orthogonal acceleration reflectron-TOF 
mass analyzer. The first commercially available Q–TOF instrument was produced 
in 1996, especially aiming at peptide sequencing analysis [24], but the instrument 
has found much wider application, especially in the structure elucidation stud-
ies. Q–TOF instruments are now available from various instrument manufactur-
ers. Where fragmentation characteristics in the collision cell are the same for TQ 
and Q–TOF, a significant advantage of Q–TOF over TQ in structure elucidation 
is the ability to determine the m/z values of both precursor and product ions with 
higher mass accuracy ( < 5 ppm), which is due to the high resolving power of the 
reflectron-TOF analyzer. Principles and applications of Q–TOF hybrid instruments 
have been reviewed by Chernushevich et al. [45].

4.3.7  MS–MS in Q–LIT instruments

The hybrid quadrupole-linear ion trap (Q–LIT) instrument, introduced in 2002, also 
has the general layout of a TQ instrument, but in the Q–LIT, the third quadrupole 
can be operated (under software control) as either a normal linear quadrupole or 
a linear ion trap [25]. When used as a linear ion trap, it provides accumulation of 
ions prior to detection, thus enabling ion trap full-spectrum sensitivity, while still 
acquiring collision cell CID spectra. Hardware, electronics, and software control of 
the Q–LIT instrument have been optimized to allow very rapid switching between 
various MS and MS–MS experiments. The potential of Q–LIT instruments in struc-
ture elucidation can be readily demonstrated, e.g., by comparing the information 
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content between collision cell and ion trap product ion mass spectra [46]. Com-
mercial Q–LIT systems provide a wide variety of typical operating modes [47] (see 
also: Sect. 4.4.5).

4.3.8  Reactive Gases in Collision Cells

Instead of using inert collision gases like He, N2, or Ar in CID, one might also con-
sider using reactive gases. The use of reactive collision gases like H2, CH4, and NH3 
in RF-only quadrupoles, hexapoles, or octapoles has become a common practice in 
inductively coupled plasma (ICP) MS in order to reduce contributions of interfering 
ions in trace level determination of elements by ICP-MS [48, 49]. Different setups 
have been described by different instrument manufacturers.

Reactive collision gases have also been used in organic MS. Pioneering experi-
ments involved the study of the formation of an adduct ion between protonated 
esters and ammonia in the collision cell of a TQ instrument [50]. Since then, nu-
merous examples have been reported such as the study of gas-phase reactions of 
dilactones, psorospermin, and quabalactone diterpenes [51], different phospholipid 
classes [52], ethyl vinyl ether, the transacetalization with gaseous carboxonium and 
carbosulfonium ions by collision cell reactions with cyclic acetals and ketals [53], 
and ketalization of phosphonium ions using 1,4-dioxane [54].

This type of gas-phase ion–molecule reactions have especially been used to dis-
criminate between isomeric species. Collision cell reactions of isomeric tetrachloro-
dibenzo-p-dioxins (TCDDs) molecular anions, generated by electron capture nega-
tive ionization, and O2 were applied to discriminate isomeric forms by determining 
the number of chlorine atoms on each ring [55]. Other examples comprise reactive 
collisions between isomeric C2H3O

+ and C2H6O
+ ions and 1,3-butadine or benzene 

[56], and differentiation of isomeric 1,2-cyclopentadiols via reactive collision with 
NH3 [57].

Data acquisition in the neutral gain analysis mode, where both quadrupole mass 
analyzers are operated in scanning mode but with a fixed m/z offset depending on 
the reaction performed, has been applied to efficiently monitor these type of gas-
phase reactions in complex mixtures of, e.g., phospholipids [52] and phosphonium 
ions in relation to chemical warfare agents [54]. The ethyl vinyl ether reaction with 
phospholipids yields a neutral gain of 26 Da for phosphatidylglycerols and of 57 Da 
for phosphatidylinositols [52], whereas the reaction of the phophonium ion with 
1,4-dioxane yields a neutral gain of 44 Da [54].

A pentaquadrupole (PQ-MS) instrument, thus featuring Q–qcoll–Q–qcoll–Q, has 
been developed and extensively used for the study of gas-phase ion–molecule re-
actions [58, 59]. The PQ-MS instruments obviously allow sequential product-ion 
analysis, i.e., MS3 experiments, but other types of experiments are possible as well. 
The PQ-MS instrument can be used to perform reactive collision of selected ions 
either in the first or the second collision cell, as illustrated with a wide variety of 
examples [59].
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4.4  Ion-Trapping Devices: Quadrupole Ion Traps 
and FT-ICR

4.4.1  Introduction

In most of its applications, the mass spectrometer can be considered as a detector, 
providing a tool to perform mass analysis, that is to separate ions according to their 
m/z value either in time, as is mostly done, or in space. Some instruments, especially 
those providing the trapping of ions over a considerable period of time, allow ad-
ditional experiments as during trapping some parameters may be changed, reactive 
species may be introduced, and the results of such actions may be monitored. The 
instruments showing best perspectives in this respect are FT-ICR and ion trap in-
struments. This section provides an introduction to MS using ion traps and FT-ICR 
instruments and highlights some examples in fundamental ion chemistry studies.

4.4.2  Ion Trap Mass Analysis

A typical ion trap, also called quadrupole ion trap or three-dimensional ion trap, 
consists of a cylindrical ring electrode to which a quadrupole RF field is applied, 
and two end-cap electrodes [60, 61] (Fig. 4.4). The end-cap electrodes contain holes 
for the introduction of ions from an external ion source and for the ejection of 
ions out of the trap towards the external electron multiplier detector. The ion tra-
jectories in the trap are stabilized by a He bath gas (~ 1 mbar). With respect to 
ion trap actions, the individual steps in the mass analysis process are performed 

Fig. 4.4  Explanatory photo of a three-dimensional ion trap featuring essential elements of the 
device. (©2013, hyphen MassSpec)
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consecutively in time. Thus, the acquisition of a mass spectrum requires two steps: 
(a) injection of ions by means of an ion injection pulse of variable duration and 
storage of the ions in the trap by application of an appropriate low RF voltage to 
the ring electrode, (b) ramping the RF voltage at the ring electrode (and eventually 
the application of additional waveforms to the end-cap electrodes) to consecutively 
eject ions with different m/z-values (resonant ion ejection) from the trap towards the 
external detector [60].

As the number of ions that can be stored in the trap is limited by space charge 
effects, software procedures have been developed to control the number of ions in 
the ion trap by varying the duration of the ion injection pulse from the external ion 
source with the ion current at the time [61]. Too high numbers of ions in the ion trap 
will adversely influence mass resolution and accuracy. Ion ejection and subsequent 
detection can be achieved with unit-mass resolution, or at enhanced resolution by 
slowing down the scan rate.

More recently, instruments with a linear two-dimensional ion trap (LIT), i.e., a 
linear quadrupole as ion trap, have become commercial available [24, 62, 63]. As 
a LIT is less prone to space charging effects, a higher number of ions can be ac-
cumulated, and enhanced sensitivity can be achieved. Initially, LITs were applied 
in hybrid Q–LIT [24] a LIT and hybrid LIT–FT-ICR-MS [64] instruments, but later 
on stand-alone versions of an LIT were introduced too, thus competing the three-
dimensional ion traps. A dual-pressure two-stage LIT has been reported as well: the 
first high-pressure ion trap serves to capture, select, and fragment ions, whereas 
the second low-pressure ion trap is used to perform fast scanning of product ions, 
eventually at enhanced resolution [65].

4.4.3  MSn in Ion Trap Instruments

Multistage MS–MS (MSn) in ion traps is based on three features of the ion trap 
technology: the possibility to m/z-selectively eject ions from the trap, the constant 
He pressure in the trap which may serve as collision gas, and the possibility to ap-
ply an m/z-selective RF waveform to the end-cap electrodes to excite ions of the 
selected m/z. Thus, after filling the ion trap with ions in the usual way, MS–MS 
can be achieved by (a) selective ejection of all ions except the precursor ion, (b) 
excitation of the selected precursor ion while a low RF voltage is applied to the ring 
electrode to trap the product ions generated, (c) scan out the ions towards the detec-
tor to acquire the spectrum. Excitation of the ions means that the selected ions move 
with wider amplitude, and thus at greater speed through the ion trap. The resulting 
more energetic collisions with the He atoms of the bath gas lead to a gain in internal 
energy and subsequent fragmentation of the precursor ion.

However, the process can also be considered in more general terms (Fig. 4.5): 
one starts with the population of ions, from which the precursor ion is selected, ex-
cited, and fragmented, resulting in a new population of (product or daughter) ions. 
The latter population can either be scanned out to be detected, or can serve in a new 
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series of subsequent steps of the process: selection of a product ion as precursor ion 
in a new MS–MS experiment, to be excited and fragmented, and leading to a new 
population of (granddaughter) ions. In this way, multiple stages of MS–MS or MSn 
(up to 10 stages in most instruments) can be achieved consecutively (“tandem-in-
time” [21]) with the ion trap instrument.

The ion trap MSn thus enables step-wise fragmentation and the acquisition of 
fragmentation trees [66]. Such a fragmentation tree is generated by further frag-
menting selected fragment ions of a particular stage of MSn into a next stage, i.e., 
MSn + 1. This provides a wealth of information in structure elucidation and identifi-
cation of unknowns, as is nicely exemplified for polyphenols [67].

4.4.4  Applications of Ion Trap MSn

Currently, ion trap MS instruments are primarily used for analytical applications, 
i.e., in combination with GC or LC in, among other, environmental, food-safety, 
clinical, pharmaceutical, or biochemical application areas. In many of these appli-
cations, the potential of multistage-MSn plays an important role. The acquisition of 
fragmentation trees enables detailed study on the fragmentation behavior of target 
compounds and/or compound classes, e.g., [67].

However, ion trap MS can also be applied in more fundamental ion chemistry 
studies [68], especially because the reaction time can be varied over several orders 
of magnitude. Due to the He bath gas in the ion trap, the pressure in the ion trap is 
several orders of magnitude higher than in an FT-ICR cell, but much lower than in 
high-pressure MS and FA-MS.

Giving the residence time of ions in the trap, one may anticipate that ion–mol-
ecule reactions would readily take place in the ion trap. In fact, self-protonation of 
several compounds, present at higher concentrations in the ion trap, was observed 

Fig. 4.5  Diagram of the steps involved in multistage MS–MS (MSn) in an ion trap mass spec-
trometer. Top row represents the processes in the ion trap. By means of the processes in the second 
row, output may be generated, either the MSn full spectrum or selected ion (MS1), selected reaction 
(MS2) or consecutive-reaction monitoring (MS>2). (©2014, hyphen MassSpec)
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in electron ionization (EI) spectra, thus resulting in [M + H]+ next to M+	● [69]. From 
this observation, it was anticipated that chemical ionization (CI), either via proton-
transfer or charge-exchange reactions, should be possible. Initially, ion trap CI reac-
tions with methane and isobutane as reagent gas were studied [70], but later on the 
headspace vapor of solvents like water, methanol, acetonitrile, acetone, or furan 
were used in CI on ion trap MS instruments [71–74]. Given the ease at which such 
experiments can be done and the interaction time can be varied, gas-phase ion–mol-
ecule reactions with unusual reagent gases can be readily performed in an ion trap. 
Similarly, this type of procedures can be used to determine the proton affinity or 
gas-phase basicity of compounds via the bracketing method using ion trap MS [75]. 
Alternatively, the kinetic method can be applied. By mass-selection and subsequent 
dissociation of proton-bound dimers (A–H+–B), the proton affinity (PA) can be de-
termined, provided the PA of A is known and several proton-bound dimers with 
similar functionalities are available [76].

It allows reaction products to be observed from reactions under either kinetic 
or thermodynamic control. Numerous reports are available, where ion trap MS is 
applied in ion chemistry studies [68], e.g., involving reactions between 1,4-benzo-
diazepines and dimethyl ether ions [77], dissociation of [Alanine + Alkali cation]+-
ions to study the role of the metal cation [78], or regioselective ion–molecule reac-
tions to enable MS differentiation of protonated isomeric aromatic diamines [79]. 
The three-dimensional ion trap mass spectrometer has even been described as a 
complete chemical laboratory for fundamental gas-phase studies of metal-mediated 
chemistry [80].

Ion trap instruments also provide the possibility to study ion–ion reactions, e.g., 
reactions of multiple-charge peptide or protein ions with ions of opposite polar-
ity. Mostly, proton-transfer reaction are performed, but electron transfer, fluoride 
transfer reactions, and even attachment reactions may occur as well [81]. Ion traps, 
either three-dimensional or linear ones, with multiple ion sources are applied in 
such experiments [82].

As indicated before, the ion trap CID process differs from collision cell CID 
in a number of ways, including collisions with a smaller target (He instead of Ar), 
ion excitation by an RF waveform pulse rather than by acceleration of ions in an 
electric field, and the interaction time, which is milliseconds in ion trap CID rather 
than microseconds in collision CID. As a result, different fragmentation pathways 
may be accessible in ion trap CID compared to collision cell CID. Ion trap CID 
is generally considered to be softer, thus both requiring and enabling multistage 
MSn experiments to generate a wealth of structural information. The lower energy 
involved in ion trap CID also is at the basis of the generation of fragmentation trees 
and stepwise fragmentation strategies [66]. Another feature is that [M + Na]+-ions 
may be fragmented in ion trap MSn, whereas they are generally not in TQ and 
Q–TOF instruments. This is extensively applied in the structure characterization of 
oligosaccharides [83]. Interestingly, [M + Li]+-ions, e.g., of (phospho)lipids, may 
be fragmented by both TQ and ion trap instruments [84, 85], suggesting that it is 
the short ion residence time that prevents [M + Na]+ to be fragmented in TQ instru-
ments. Other interesting features of the fragmentation of lithiated (phospho)lipids is 
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the loss of lithium salts of fatty acids, next to the loss of fatty acids [84, 85], and the 
ability to apply charge remote fragmentation of lithiated lithium salts of unsaturated 
fatty acids to determine double bond positions [86].

4.4.5  Hybrid Systems Involving Ion Traps

A number of hybrid tandem mass spectrometer systems, in which ion traps are in-
volved, are commercially available. Ion traps can be applied either in the first stage 
(MS1) or in the second stage (MS2) of mass analysis.

In the Q–LIT hybrid [25] instruments, an ion trap is implemented as the second 
stage of mass analysis, either for accumulation of ions to achieve improved sensitiv-
ity after collision cell CID [25, 46], and/or to perform MSn [25, 46, 47]. The Q–LIT 
instrument can either be operated as a conventional TQ instrument or as the hybrid 
instrument. In TQ mode, the instrument is capable of all acquisition modes of a 
TQ, including SRM. In the hybrid mode, full-spectrum data can be acquired in the 
enhanced product ion (EPI) mode with up to 60-fold enhanced sensitivity compared 
to TQ instruments. Next to the enhanced multiple-charge scan and the time-delayed 
fragmentation scan, the system allows the acquisition of MS3 spectra, with the sec-
ond dissociation step to be performed in the LIT [46, 47].

If the ion trap is implemented as the first stage of mass analysis (MS1), it gener-
ally serves several functions. Next to acting as a “filter” with respect to the number 
of ions that are transferred to the second stage, based on the duration of the ion ac-
cumulation in the ion trap, MSn experiments may be performed prior to transferring 
a package of ions to the second stage. Thus, in such hybrid systems, no collision cell 
has to be present between the first and second stage of mass analysis.

This is true for ion trap hybrids with FT-ICR-MS (see Sect. 4.4.7) and Orbi-
trap (see Sect. 4.4.9) instruments, but also for the ion trap–time-of-flight hybrid 
system. The latter system has been pioneered by the group of Lubman [87, 88]. It 
has become commercial available for both MALDI and LC–MS applications [89]. 
All these hybrid MS system are frequently applied in combination with LC and 
electrospray ionization in, for instance, drug metabolite identification studies and in 
various proteomics-related studies.

4.4.6  Mass Analysis in Fourier Transform Ion Cyclotron 
Resonance Instruments

A Fourier transform ion cyclotron resonance mass spectrometer (FT-ICR-MS) can 
be considered as an ion trap system, where the ions are trapped in the magnetic field 
rather than in a quadrupole electric field. The ICR cell is a cubic or cylindrical cell 
positioned in a strong magnetic field B (up to 15 T). The cell consists of two oppo-
site trapping plates, two opposite excitation plates, and two opposite receiver plates 
(Fig. 4.6). Extreme high vacuum should be achieved in the cell, e.g., 10−9	mbar. 
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An ion of mass m, with velocity v, and z elementary charges describes a circle of 
radius r, perpendicular to and around the magnetic field lines. The resulting cyclo-
tron frequency ωc can be written as:

where f is the frequency in Hz. The cyclotron frequency is thus inversely propor-
tional to the m/z value. When ions, trapped in their cyclotron motion in the cell, are 
excited by means of an RF pulse at the excitation plates, the radius of the cyclotron 
motion increases and ions with the same m/z values start moving in phase. This 
coherent movement of the ions generates an image current at the receiver plates. As 
the coherency of the ion movement is disturbed in time, the image current signal 
decays in time as well. The time domain signal from the receiver plates contains all 
frequency information of the moving ions present in the cell. By applying Fourier 
transformation, the time domain signal can be transformed into a frequency domain 
signal, which can subsequently be transformed in a regular mass spectrum by ap-
plication of the equation above [23].

Characteristic features of an FT-ICR-MS instrument are an extremely high 
(mass-dependent) resolution, i.e., in excess of 105 (FWHM), and a dynamic range 
of five orders of magnitude. For many years, FT-ICR-MS has primarily been used 
in fundamental studies of gas-phase ion–molecule reactions only. Due to its high-
resolution and MS–MS capabilities, the application of FT-ICR-MS in combination 
with electrospray ionization for the characterization of large biomolecules has been 
investigated more recently [90]. At present, FT-ICR-MS plays an important role 
in top-down strategies to characterize proteins [91, 92]. For this purpose, more 
user friendly instruments have been introduced by the instrument manufacturers, 
featuring hybrid systems with either front end quadrupole [93] or ion trap systems 
[64, 94].

4.4.7  MS–MS in FT-ICR-MS

As targeted ions can be selectively trapped in the ICR cell, while unwanted ions 
can be eliminated by the application of RF pulses, the MSn procedures in an FT-
ICR-MS instrument greatly resemble those in an ion trap instrument. However, 
successful operation of an FT-ICR-MS instrument requires extreme low pressures 
in the cell. Thus, the vacuum constraints hamper the possibilities of performing 
CID in the FT-ICR cell [23]. This problem can be elegantly solved by the use 
of hybrid systems where fragmentation is performed prior to transfer of ions to 
the ICR cell [64, 93, 94]. Alternatively, alternative ion activation methods can be 
applied to induce fragmentation in the FT-ICR, such as infrared multiphoton pho-
todissociation (IRMPD) and sustained off-resonance irradiation (SORI) [32, 33]. 
More recently, electron-capture (ECD) and electron-transfer dissociation (ETD) 
have been introduced as powerful ion dissociation tools, especially for peptides 
and proteins [34].

2 / /c f v r Bez mω π= = =
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4.4.8  Application of FT-ICR-MS in Fundamental Studies

Numerous examples are available in the scientific literature, where the application 
of FT-ICR-MS in fundamental studies concerning ion–molecule reactions is report-
ed. FT-ICR-MS instruments are highly versatile tools in the study of ion–molecule 
reactions, as they enable control of reaction time and energy, selection of reactant 
and product ions, as well as structure characterization of reactants and products us-
ing MSn procedures [95]. Gas-phase ion–molecule reactions of organic anions have 
been discussed by Nibbering [96]. Gas-phase reaction molecules of transition metal 
ions and biomolecules have been discussed by Freiser [9].

Combined with electrospray ionization or MALDI, FT-ICR-MS is a very attrac-
tive tool for gas-phase studies of biomolecules such as peptides and proteins, oligo-
nucleotides, and oligosaccharides. The possibility to trap ions for prolonged periods 
of time, even up to thousands of seconds, can be applied in the study of gas-phase 
ion–molecule reactions. Application of proton-transfer reactions in ICR cells in the 
study of biomolecules has been reviewed [97]. Detailed structural as well as con-
formational studies on biomolecules rely on H/D-exchange experiments, for which 
FT-ICR is an excellent tool, e.g., [98, 99].

4.4.9  Orbitrap Mass Spectrometry

Although both FT-ICR-MS and Orbitrap-MS are based on the acquisition of mass 
spectra by the Fourier transformation of image currents of trapped ions, the FT-ICR 
can be considered as a high-vacuum gas-phase reaction cell, whereas the Orbitrap is 
just applied to perform high-resolution measurement of populations of ions. How-
ever, the ion optical tools required to deliver the package of analyte ions in the 
Orbitrap provides ample possibilities for advanced ion chemistry experiments and 
or ion dissociation steps. The initial instrumental setup of the Orbitrap consisted of 
a LIT–Orbitrap hybrid configuration, featuring a LIT to control the number of ions 
transferred to the Orbitrap and to perform MSn, when necessary, a so-called C-trap 
which essentially is a curved high-pressure quadrupole to direct the ion package 
into the Orbitrap, and the Orbitrap itself [28]. As the ion trap system in this com-
mercial LIT–Orbitrap instrument is equipped with separate off-axis detectors, si-
multaneous acquisition of high-resolution precursor ion and unit-mass resolution 
product-ion spectra can be achieved. Subsequently, it was demonstrated that CID 
could be achieved in the C-trap, which turned to be more like collision cell CID than 
like ion trap CID [100]. Separate higher energy collision RF-only octapoles (higher 
energy CID, HCD) were mounted on LIT–Orbitrap systems to make optimum use 
of this feature. Such a system can be considered as a gas-phase chemistry laboratory 
by its own, featuring different ways to perform fragmentation, i.e., ion trap CID, 
HCD, and eventually ETD, as well as different ways to measure the m/z values of 
the resulting ion (unit-mass resolution with the ion trap, up to ultra-high resolution 
at the Orbitrap). The HCD-cells also lead to stand-alone Orbitrap (Exactive TM) and 
Q–Orbitrap hybrid systems (Q-Exactive TM) [101].
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4.4.10  Comparison of MS–MS Strategies

It is obviously difficult to compare the different instruments and ion dissociation 
techniques. Some comparison between high-energy CID and low-energy CID are 
given in Sect. 7.5. However, in this respect, a review paper of Wuhrer et al. [102] on 
glycopeptide characterization by MS–MS is of interest. Wuhrer et al. [102] compared 
a range of fragmentation techniques with respect to the information content upon 
fragmentation of a tryptic glycopeptide (Ser295–Arg313 from horseradish peroxidase). 
For this glycopeptide, CID in ion trap instruments primarily provided information 
on the glycan sequence, whereas in collision cell CID, e.g., in a Q–TOF instrument, 
cleavage of glycosidic bonds are induced at low-collision energy and peptide back-
bone cleavages at higher collision energies. Electron-transfer dissociation (ETD) in 
an ion trap instrument or electron-capture dissociation (ECD) in FT-ICR-MS leaves 
the glycan unaffected and provides peptide backbone cleavages. Infrared multipho-
ton dissociation (IRMPD) in FR-ICR-MS again provides information on the glycan 
structure. In high-energy CID in a TOF–TOF instrument after MALDI, both peptide 
sequence ions and fragmentation of glycosidic bonds is obtained [102].

4.5  Flowing Afterglow Mass Spectrometry

4.5.1  Introduction

The flowing afterglow (FA) is a flow reactor tube. Ions are produced by an ion 
source at the upstream end of the tube. These ions are carried by a buffer gas (He or 
Ar) and thermalized to room temperature down the flow tube. On their way down, 
they react with neutral molecules added downstream in the tube. The (ionic) reac-
tion products can be monitored in a number of ways, including optical spectroscopy 
and MS. In the latter case, the resulting swarm of ions is sampled through an orifice 
into a high-vacuum chamber where they are mass analyzed and detected.

The FA-MS technique was originally developed in the early 1960s by the group 
of Ferguson [103] at the Environmental Science Services Administration (ESSA) 
Aeronomy Laboratory (now the National Oceanic and Atmospheric Administration, 
NOAA) in Boulder, CO. Their FA device, coupled to a quadrupole mass spectrom-
eter, was initially used to study reactions of He+-ions with atmospheric components, 
such as O2, N2, CO, NO, and NO2. It provided new insights on ion–molecule dis-
sociative charge-transfer reactions [103].

Over the years, the FA technique has undergone continuous refinement and de-
velopment and found a wide variety of applications, e.g., in fundamentals of ion–
molecule reactions and in atmospheric and interstellar chemistry [104]. The FA 
technique enables the generation of high-density, steady state populations of ions 
and reactive neutral species with well-defined thermal energy distributions. The 
reaction conditions can be carefully controlled among others due to the temporal 
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and spatial separation of the source and reaction regions. The inherent simplicity 
and flexibility of the FA technique allows for straightforward adaptation to other 
experiments.

An important adaptation of the FA technique comprises the implementation of 
ion separation methods, which allows for more advanced flow drift tubes and se-
lected ion flow tubes (SIFT) [105, 106] (see below). More recently, flow drift tubes 
(see Sect. 4.6) and flowing atmospheric pressure afterglow (FAPA) devices [107] 
have been developed.

4.5.2  Instrumentation

A typical FA-MS instrument consists of a 1-m long, 7–10-cm inner diameter (ID) 
pyrex, quartz, or stainless steel tube. A typical setup is shown in Fig. 4.7. By means 
of a high-speed, high-capacity mechanical pump, a pressure between 0.2 and 
2.0 mbar is maintained, while a continuous flow of buffer gas (He or Ar, 100–200 
STP ml/s) is introduced. At the upstream end, ions are generated, which are ther-
malized by collisions with the buffer gas. Initially, ions were generated by a weak 
microwave discharge in the He or Ar carrier gas, resulting in He+	● or Ar+	● ions. As 
the linear velocity of the buffer gas is in the range of 50–100 m/s, the ion residence 
time in the flow reactor is a few ms. The primary ions may then react in ion–mol-
ecule reactions with neutrals, introduced via an inlet. As a result, the afterglow may 
be observed, resulting from visible photoemission from excited ionic and neutral 

Fig. 4.7  Schematic diagram of a flowing afterglow mass spectrometry setup. The system is setup 
to perform reactions with H3O

+. Other primary ions can be generated by other types of ion sources. 
(Adapted from ref. [121]	 and	Smith,	D.;	Španěl,	P.:	Selected	 ion	 flow	 tube	mass	 spectrometry	
(SIFT-MS) for online trace gas analysis. Mass Spectrom Rev. 24, 2005, 661–700] with permission 
of Wiley. ©2001 and 2005, Wiley, Ltd.)
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species. The reaction mixture is sampled by an ion sampling orifice (0.2–2 mm ID) 
into a differentially pumped housing of the mass analyzer. While the pressure is 
reduced to high vacuum, the ions are focused and mass analyzed by a quadrupole 
mass analyzer and detected by an ion multiplier. Next to establishing the identity of 
the reaction products based on the m/z of the ions detected, the setup allows deter-
mining reaction rate coefficients by monitoring the decay of reactant ion intensity as 
a function of the flow of neutral reactants at a constant reaction time.

From the basic setup, just described, one may conclude that an FA instrument is 
a modular instrument, consisting of an ion source, a flow reactor tube, and a (mass 
spectrometric) detector as the building blocks. Each of the building blocks may be 
modified or adapted to the specific needs of the experiment to be performed.

Different types of ion sources may be introduced, e.g., instead of the micro-
wave discharge ion source, ions may be generated by electron ionization, using 
electron emission from a heated filament. Ion generation in a high-pressure ion 
source allows the generation of cluster ions by termolecular association of ions with 
one or more neutrals, which may then be studied in FA-MS. Thermoionic emission 
filaments doped with alkali metal salts allows the generation of alkali metal ions 
[108] or even Ag+ or Cu+ ions [109]. Even, ion generation by electrospray ioniza-
tion in combination with FA-MS has been reported [110]. In SIFT [105, 106], the 
ion source is combined with a quadrupole mass filter in order to select a particular 
ion from the various ions generated in the source to be introduced into the flow reac-
tor. This allows an even wider range of potential ion sources to be used.

The inlet for the neutrals may have a fixed or a variable position at the flow 
reactor. The sample inlet may be a controlled flow of a trace gas, a breath sample, 
or a headspace sample, introduced via a heated sampling line (Fig. 4.7). Variation 
of temperature, by external heating of the flow tube, and ion kinetic energy may be 
applied as well.

Instead of the quadrupole mass analyzer, other types of detectors may be used, 
e.g., other types of mass analyzers like TOF-MS, tandem mass spectrometers (TQ 
instruments), but also devices for optical and photoelectron spectroscopy or neutral 
product analysis, ion photodissociation, or photoemission [104].

4.5.3  Application of FA-MS

The FA-MS has been applied in a wide variety of areas, including atmospheric and 
interstellar chemistry [111, 112], the study of a wide variety of ion–molecule reac-
tions in order to determine parameters like rate constants and temperature depen-
dence [113], the study of ion chemistry of, for instance, triazoles [114], the study of 
electron attachment to a wide variety of compounds including halogenated alkenes 
and alkanes [115, 116], transitions metal carbonyls [117], and sulfuroxyhalides 
[118], the study of gas-phase proton-transfer and hydride-transfer reactions [119]. 
Analytical applications of FA-MS involve, among others, online breath analysis 
[120–122] and screening for pesticides in food [123].
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The online breath analysis by FA-MS is based on measuring the H/D ratio before 
and after introduction of a known amounts of D2O of HDO into the system. Initially, 
a swarm of primary H3O

+ ions is generated in the FA-MS ion source. These primary 
ions are allowed to react with the water in the exhaled breath analyzed, that is, 
with the H2O, HDO, and D2O molecules in the water vapor (Fig. 4.7). As a result, 
hydrated ions, H3O

+.(H2O)3 or H9O4
+ with m/z 73 are formed, together with their 

isotopic variants H8DO4
+ with m/z 74 and eventually H7D2O4

+ with m/z 75 (correc-
tion is required for the known amounts of H2

17O and H2
18O in natural water sup-

plies). By comparing ion intensities for m/z 73, m/z 74 and eventually m/z 75 before 
and after introduction of D2O or HDO, a noninvasive determination of total body 
water can be performed [121, 122]. More recently, monitoring of H/D abundance in 
breath has found clinical applications, e.g., in determining the extent of abnormal 
accumulation of fluid in the extravascular space in the alveoli of patients with pul-
monary edema [124, 125].

Reactions between Li+, Na+, and K+ -ion clusters with O3, N2O5, and SO2 with 
NO● and CO were studied. In these reactions, the alkali metal ions did not play a 
chemical role, i.e., in forming bonds for instance. Reaction products of the reactions 
with NO● were NO2, O2, and the alkali metal ion. In the reaction with CO, the prod-
ucts were CO2, O2, and the alkali metal ions. Interestingly, the measured reaction 
rate constants are much larger than the rate constants for the analogous gas-phase 
reaction in the absence of the alkali metal ion [108].

4.5.4  Selected Ion Flow Tube Mass Spectrometry

As indicated before, SIFT-MS can be considered as an adaptation of FA-MS [105, 
106]. The major adaptation concerns the selection of the precursor ion by means of 
a quadrupole mass spectrometer prior to its injection in the fast-flowing He carrier 
gas of the FA-MS. In most cases, H3O

+, NO+, or O2
+	● are generated in a microwave 

discharge and used as selected precursor ion. The precursor ion is used to react 
to and ionize trace gases in air or breath samples, introduced downstream in the 
flow tube. The characteristic product ions identify the trace gas constituents; their 
count rates allow quantification. Computer-searchable libraries have been compiled 
to facilitate the identification of the products from reactions of the selected pre-
cursor ions with various classes of compounds, including hydrocarbons, alcohols, 
aldehydes, and ketones, which may be present in breath samples. For identifica-
tion of reaction products, the downstream mass spectrometer is operated in full-
spectrum mode. More accurate quantitation of target compounds can be achieved 
by operating the downstream mass spectrometer in selected ion monitoring (SIM) 
mode [105, 106]. Developments in SIFT-MS instrumentation have been reviewed 
in detail [106]. Portable SIFT-MS instruments have been developed for diagnostic 
breath analysis in a clinical setting. Other applications concern headspace analysis 
of volatiles in the skin or in urine, and the emission of toxic compounds and explo-
sives. The SIFT-MS technique and its applications are discussed in more detail in 
Sect. 8.3. SIFT-MS systems are commercially available.
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4.5.5  Proton-Transfer Reaction Mass Spectrometry

Proton-transfer reaction mass spectrometry (PTR-MS) can be considered as a de-
rivative of the SIFT technique [126, 127]. Two changes are made, relative to SIFT. 
In PTR-MS, the front-end mass analyzer to select the reactant ion has been replaced 
by a hollow-cathode discharge source, capable of a highly efficient generation of 
primary H3O

+ ions, taking away the need for the mass filter. The long FA or SIFT 
flow tube has been replaced by a short drift tube, where the air from the sample is 
applied as carrier gas. As a result, PTR-MS has become a very easy-to-use and sen-
sitive tool for the detection of volatile organic compounds (VOCs) in air. As such, 
it is frequently applied for environmental studies related to industrial and anthropo-
genic emission of VOCs, in plant studies, in relation to flavors in food, food qual-
ity, as well as in (clinical) breath analysis [127]. A recent adaptation of PTR-MS is 
the so-called selective reagent ionization approach (SRI-MS), where other primary 
ions such as O2

+, NO+, Kr +, or Xe+ can be chosen as reagent ions [128]. PTR-MS 
systems are commercially available.

4.6  Drift Tubes and Ion Mobility

4.6.1  Introduction

Whereas FA-MS is applied to study reactive collisions between ions and neutrals, 
static drift tubes are used for the study of the nonreactive ion-neutral interactions to 
determine diffusion and mobility characteristics [104, 129, 130]. A flow drift tube 
consists of (a) an ion-generation region, (b) a charge-separation region, (c) an ion 
shutter, (d) the actual drift-reaction region, and (e) an analyzer, which in the pres-
ent discussion is a mass spectrometer. Ions can, in principle, be generated by any 
means. A radioactive 63Ni-foil is the most common ionization source in drift-tube 
experiments, although techniques like photoionization, thermionic emission, and 
corona discharges have been used as well. The charge-separation region is applied 
to assure only either positive or negative ions to enter the drift region via the ion 
shutter. The ion shutter, consisting of two fine-mesh grids connected to a modulat-
ing power supply, enables pulse-wise introduction of ions into the drift tube, thus 
allowing for drift time measurements. In the drift reaction region, a uniform axial 
electric field gradient is maintained with a series of guard rings, separated by elec-
trically insulating spacers and connected with appropriate precision resistors. Once 
in the drift tube, the ions are subjected to this homogeneous electric field (typically 
1–1000 V/cm). This electric field drives the ions through the drift tube, where they 
interact with the (countercurrent) buffer gas (He, N2, Ar). In absence of the drift 
field, the device functions as a flowing-afterglow device. However, with the drift 
field on, the ion velocity is the sum of flow velocity and drift velocity, the latter 
being determined by the mobility of the ion. The drift tube experiments may be 
considered as gas-phase electrophoresis.
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Drift-tube experiments have been applied to study the energy dependences of a 
wide range of reactions and to correlate these to temperature dependences. Reac-
tions like proton transfer and charge exchange, which proceed at or near the limiting 
collision rate, generally show little variation with ion kinetic energy. Slow reactions 
that show significant temperature dependence, often show substantial kinetic en-
ergy dependence. However, data must always be interpreted with care [104].

4.6.2  Ion Mobility

In its simplest form, the drift-tube ion-mobility system measures how fast a given 
ion moves in a uniform electric field through a given atmosphere. Thus, an ion-
mobility system separates ions by shape and charge. The flow drift technique can be 
applied to determine quantities like ion mobility and diffusion coefficient, as these 
are functions of the nonreactive attractive and repulsive ion-neutral interactions 
[129, 130]. Ion mobilities have been measured for a wide range of ions in several 
buffer gases (He, N2, Ar). With Ar as buffer gas, the mobility can be predicted with 
reasonable accuracy, whereas the measured mobility in He shows poor agreement 
with theoretical predictions [131].

Ion mobility is a measure of how fast an ion moves through the buffer gas under 
the influence of an electric field. As larger ions undergo more collisions with the 
buffer gas, they will have longer drift times than smaller ions. Higher charge states 
of an ion experience a greater effective drift force, and thus show higher mobil-
ity than the lower charge states. In practice, expressing ion mobility as reduced 
mobility is more useful, as it allows comparison between different experimental 
conditions. From the reduced mobility, the experimental collision cross-section can 
be determined. There is a good correlation between experimentally determined col-
lision cross-sections and theoretically predicted ones [132, 133].

Based on these concepts, ion-mobility spectrometry initial called plasma chro-
matography or gaseous electrophoresis [134], or gas-phase ion chromatography 
[135], have been developed in the 1970s [129, 130]. Both atmospheric pressure and 
low-pressure ion-mobility spectrometry (IMS) systems have been used to study gas-
phase chemistry, including differentiation between isomeric species [129, 130]. As 
chemical species can be separated based on their ion mobility, the drift time can 
be used to generate a response characteristic for the chemical composition of the 
measured sample. Given the speed, at which the separation and detection occurs (ms 
range), its ease of use, relatively high sensitivity, and the highly compact design, 
commercial ion-mobility spectrometers are used as a routine tool for the field detec-
tion of explosives [136], drugs of abuse, and chemical weapons [137], for instance 
at airports. Handheld IMS-based systems have been developed for this purpose. IMS 
systems have also been used as detectors for chromatography [130], including GC, 
LC, and supercritical fluid chromatography (SFC).
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4.6.3  Ion-Mobility Spectrometry–Mass Spectrometry

The online combination of ion-mobility spectrometry devices with mass spec-
trometry obviously results in a very attractive tool to combine analysis of con-
formation and shape, as performed in IMS, with the analysis of m/z and struc-
tural features, as performed in MS. Ion-mobility spectrometry–mass spectrometry 
(IMS–MS) has been pioneered by the groups of Bowers [138] and Clemmer [139, 
140]. In most cases, ion-mobility devices have been interfaced to quadrupole or 
TOF instruments. IMS–MS provides a rapid gas-phase separation step prior to 
MS analysis, enabling the identification of ions with different drift time, thus 
with different collisional cross-sections, as well as the measurement of collisional 
cross-sections and correlations to size, shape, and conformation. It may also help 
understanding ionization characteristics and fragmentation pathways, as a better 
understanding of gas-phase ion structures is obtained [141]. Instrumental devel-
opments in IMS–MS have been reviewed by the group of Hill [142]. The technol-
ogy is intensively used to study protein conformations in the gas phase, which, 
for instance, provides interesting insights in the development and possible causes 
of several neurodegenerative and neuropathic diseases like Parkinson’s and Al-
zheimer’s disease [143]. However, IMS–MS is also very useful in the study of 
small molecules [141] (Fig. 4.8).

Ion-mobility may be implemented in IMS–MS systems in the form of (a) drift 
tubes, as already discussed [138, 139, 144], (b) differential ion-mobility or high-
field asymmetric waveform ion mobility spectrometry (FAIMS) devices [145–147], 
and (c) traveling-wave ion guide devices [44, 148]. Tandem IMS–IMS–MS systems 

Fig. 4.8  Schematic diagram of a setup for ion-mobility spectrometry–mass spectrometry. 
(Reprinted with permission from ref. [140]. Copyright 1999, American Chemical Society)
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have also been described [149]. This instrument performs an initial ion-mobility 
separation of individual components in a mixture of ions, collisional activation of 
selected ions inside the drift tube, transfer of product ions and subsequent ion-mo-
bility separation to a second drift tube, and mass analysis and detection of the ions 
by TOF-MS, eventually after another CID step [149]. Whereas drift-tube devices 
have been the initial devices to measure and apply ion mobility in combination with 
MS, drift-tube IMS–MS system has only recently become commercially available. 
Nevertheless, successful application of and fundamental studies using IMS–MS 
have been developed in various laboratories [141–144]. In its various forms, IMS–
MS plays an important role in many forefront application areas of biological MS, 
including structural proteomics [150, 151] characterization of protein assemblies 
[152], and chiral and structural analysis of biomolecules [153].

4.6.4  High-Field Asymmetric Waveform Ion-Mobility 
Spectrometry (FAIMS)

In FAIMS, the gas-phase mobility separation of ions in an electric field is achieved 
at atmospheric pressure [145–147]. In its simplest design, the FAIMS device com-
prises two parallel rectangular electrodes at a uniform distance (Fig. 4.9). One 
of the electrodes is grounded, while at the other an asymmetrical waveform is 
applied. The asymmetric waveform is characterized by a significant difference 
in voltage in the positive and negative polarities of the waveform. FAIMS uti-

Fig. 4.9  Operation of an FAIMS device. (Reprinted with permission from [145]. Copyright 2004, 
Elsevier Science Publishers)
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lizes much higher electrical fields (typically 10,000 V/cm) than conventional IMS 
(typically 200 V/cm). Ions drift through the gas between the electrodes and are 
separated depending on their mobility. At low field, the ion mobility is indepen-
dent of the electric field: the drift velocity is proportional to the field strength, 
whereas at high field, the ion mobility becomes dependent on the applied electric 
field. This electric-field dependence of the ion mobility is the basis of FAIMS. 
As a result of the applied asymmetric waveform to one of the electrodes, the ions 
would show a net displacement towards the grounded plate. This net displacement 
can be corrected or compensated for by a DC voltage (compensation voltage), 
and assures that the ions remain between the plates. Scanning of the compensa-
tion voltage allows ions with different mobilities to be monitored (Fig. 4.9). In 
this way, for instance, the mobility separation of phthalic acid isomers has been 
demonstrated [145]. Next to ion mobility separation of ions, focusing of the beam 
is achieved, thus improving the sensitivity in an FAIMS–MS system. In current 
FAIMS devices, various electrode configurations, including various geometries of 
cylindrical electrode devices, are applied [145–147]. Currently, FAIMS devices 
are commercially available and primarily applied in combination with electro-
spray ionization and MS to improve sensitivity and to reduce matrix effects in 
quantitative analysis [147, 154].

4.6.5  IMS–MS Using Traveling Wave Ion Guide Devices

Traveling-wave stacked ring ion guides were initially developed to replace RF-only 
hexapole ion guides, present in commercial MS systems equipped with atmospheric 
pressure ion sources (electrospray or atmospheric pressure chemical ionization), 
to achieve high-transmission ion transport in the vacuum interface. Similarly, they 
were used to replace RF-only hexapole collision cells in tandem quadrupole sys-
tems, both to improve ion transmission and to reduce crosstalk by reducing the 
ion-residence time in the collision cell [44]. The very nature of the device, which 
greatly resembles a drift tube, suggests its application for ion-mobility experiments. 
To this end, a Q–TOF instrument featuring travelling wave ion guides in both the 
vacuum-interface region and the collision cell region was constructed. Initially, ion-
mobility spectra were acquired by storing ions in the source ion guide and gating 
them periodically to the collision cell ion guide. The mobility-separated ions were 
subsequently analyzed using the TOF-MS system [44]. For ion-mobility measure-
ment, the collision cell was operated at 0.2 mbar pressure of Ar.

The initial setup was developed into a hybrid quadrupole–ion-mobility–TOF in-
strument [148]. The collision cell region of this instrument features three traveling-
wave stacked ring ion guides, of which the middle one is used as ion-mobility drift 
tube and the other two may be used as collision cell, when applicable. The 185 mm 
long IMS part is operated at pressures up to 1 mbar with up to 200 ml/min Ar gas, 
whereas the collision cells are 100 mm long and operated at 10−2 mbar with up to 
10 ml/min gas [148]. The system can be used for a wide variety of applications,  
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involving ion-mobility studies, such as protein conformation studies and differentia-
tion of heterogeneities in glycoproteins [155]. By correlating theoretically predicted 
collision cross-sections to measured drift times of a parent drug and its fragments, 
Shimizu et al. [156] generated a calibration plot, which could subsequently be used to 
differentiate between chromatographically separated isomeric glucuronic acid conju-
gates, generated in biotransformation of the parent drug. For isomeric hydroxylated 
metabolites, the differences in drift time are too small, compared to the resolution 
of the IMS separation [157, 158]. Therefore, Shimizu and Chiba [158] introduced 
selective derivatization of aromatic hydroxyl groups of drug metabolites to increase 
the differences in collision cross-sections, and thus in drift times. This allowed differ-
entiation between isomeric forms in the same way as demonstrated for the glucuronic 
acid conjugates [158].

4.7  High-Pressure Mass Spectrometry

The term “high-pressure mass spectrometry” (HP-MS) has been used in various 
contexts over the years. In many studies, the term refers to performing MS experi-
ments with a high-pressure or atmospheric pressure ion source in combination with 
a high-vacuum mass analyzer (in contrast to the high-vacuum ion source), whereas 
in some studies the actual mass analysis is also performed at higher pressures as 
well, e.g., at ~ 1 mbar.

4.7.1  HP-MS: Mass Analysis at Higher Pressure

Mass analysis at higher pressures than the conventional high-vacuum conditions is 
especially of interest in the construction of portable mass spectrometers [159, 160]. 
The most widely used approach in portable mass spectrometers seems to be the use 
of (miniaturized) ion-trap instruments, as these are generally operated at relatively 
higher pressure (~ 1 mbar) due to the He bath gas present [159, 161, 162]. These 
types of instruments are primarily used for environmental monitoring and other 
field studies (explosives, chemical weapons, etc.). As such, they are frequently 
equipped with atmospheric pressure ion sources. Nevertheless, portable mass spec-
trometers based on double-focusing sector, quadrupole, and TOF technology have 
been described as well [159, 163],

4.7.2  HP-MS: High-Pressure Ion Sources

Historically, the introduction of chemical ionization (CI) by Munson and Field [164, 
165] may be considered as the starting point of MS using high-pressure ion sources. 
They studied gas-phase ion–molecule reactions between reagent gas ions, generated 
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in a ~ 1-mbar ion source, with analyte molecules introduced into the source. The 
general purpose of subsequent HP-MS experiments is to perform fundamental stud-
ies of gas-phase reactivity in ion–molecule reactions, preferably under equilibrium 
thermochemical conditions. Several HP-MS instruments have been built and ap-
plied by various groups.

The group of Kebarle [166, 167] initially applied an HP-MS instrument, consist-
ing of a pulsed electron beam, a high-pressure ion source, and a sector or quadrupole 
mass analyzer. The high-pressure ion source comprises a temperature-controlled 
(−	190–650	°C)	reaction	chamber	in	which	a	suitable	reaction	mixture	at	pressures	
of 0.5–10 mbar is ionized by short electron pulses. The ions created react and reach 
equilibrium while diffusing towards the walls of the ion source vessel. The ion 
source	is	sampled	by	means	of	a	3	mm	×	10	μm	slit	towards	a	high-vacuum	chamber	
containing a magnetic sector or quadrupole mass analyzer. A similar system was 
developed to study gas-phase ion equilibria of alkali metal ions like K+ with vari-
ous molecules. The alkali metal ions were generated by thermoionic emission from 
platinum filaments doped with appropriate alkali metal salts [168]. Later on, simi-
lar studies were performed to get a better understanding of electrospray ionization 
[169]. Also, alkali metal ions generated by electrospray ionization at atmospheric 
pressure were pulsed into a ~10-mbar reaction chamber to study reactions with 
amines and small peptides, introduced in the reaction chamber [170].

A very similar experimental setup was applied by the group of Castleman [171, 
172] in their gas-phase ion-equilibrium studies involving gas-phase hydration of 
metal cations like Pb+ and Bi+. A thermocouple in the reaction chamber enabled 
continuous monitoring of the temperature. A gating grid between ion source and 
reaction chamber allowed more accurate control of the energy of the ions entering 
the reaction cell.

Instrumentation for pulsed ionization HP-MS has been developed by the group 
of McMahon [173] and applied in thermochemical studies of relatively nonvola-
tile biomolecules. The instrument consists of a laboratory-built high-pressure ion 
source, focusing and alignment optics, and a double-focusing reversed geometry 
(BE) sector instrument. The ion source is kept in a separate vacuum chamber. The 
setup can be used with either continuous ionization to acquire mass spectra or in 
pulsed mode (5–40 Hz), where the mass spectrometer is operated in the selected ion 
monitoring mode. The temperature-controlled high-pressure ion source is operated 
at 1–10-mbar pressure of a gas mixture prepared in an external reservoir. Ioniza-
tion is achieved by means of a 2-kV electron gun. The high pressure is sampled 
through	a	200-μm	ID	ion-exit	aperture.	When	operated	in	the	pulsed	ion	mode,	the	
time evolution of the ion populations can be monitored to determine reaction rates 
of the ion–molecule reactions. Thermochemical properties and structures of, for 
instance, protonated dimers and trimers of glycine are studied in this way [173]. 
Later on, other gas-phase reactions of, among others, other amino acids are studied 
[174]. Instrumentation and experimental results with HP-MS have been reviewed 
and compared with FT-ICR-MS results [95].
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4.8  Conclusion and Perspectives

This chapter deals with instrumentation and experimental methods to study gas-
phase ion–molecule reactions, especially in relation to ion attachment with alkali 
metal ions. The obvious tools for this are mass spectrometers and tandem mass 
spectrometers. These are discussed in Sects. 4.3 and 4.4. Alternatively, gas-phase 
reactions may be studied in a variety of reaction chambers, either in static mode or 
in flow systems. Examples of the static reaction chambers are high-pressure MS de-
vices (see Sect. 4.7). Examples of flow devices are flowing afterglow and drift-tube 
systems (see Sects. 4.5 and 4.6, respectively). However, next to these tools, there 
are a number of other tools that may be helpful.

In a crossed beam instrument [175], a beam of mass analyzed low-energy ions is 
intersected with a supersonic molecular beam of neutrals of a known chemical spe-
cies. Products of the resulting ion–molecule reaction are energy and mass analyzed 
by a second mass spectrometer, which can be partly, typically for an octant, moved 
around the collision point. In this way, information is gathered on the chemical 
composition and energy of the fragments of the ion–molecule reaction involved.

In neutralization-reionization mass spectrometry (NRMS) [176], the mass spec-
trometer is used to study neutrals rather than ions. The neutrals are generated from 
mass-selected ions by intermolecular charge exchange or intramolecular disso-
ciation reactions. Reionization of the neutrals is subsequently achieved by colli-
sion with gas-phase target atoms (although using photons or electrons has been 
described as well). NRMS can provide valuable information on the structures of the 
neutrals, especially if they are prepared by intramolecular dissociation reactions, as 
well as of their ionic precursors. To exemplify the wealth of information that can be 
obtained in NRMS, NR-spectra can be obtained for all four precursor ion–product 
ion combinations, i.e., positive-ion precursor and product ions, positive-ion precur-
sor ion and negative-ion product ion, negative-ion precursor and product ions, or 
negative-ion precursor ion and positive-ion product ion.

Next to using a mass spectrometer to monitor and detect the product ions gener-
ated in ion–molecule reactions, these ions can also be studied using (laser) spec-
troscopy. One of the challenges in such studies is the low concentration of ions 
present in the source or reaction chamber. Informative reviews on the spectroscopy 
of molecular ions have been published [177–179].
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5.1  Alkali Metal Ions in Electron Ionization (EI) and 
Chemical Ionization (CI) Mass Spectrometry (MS)

Alkali metal ion/molecule association reactions have been exploited in various mass 
spectrometric methods since the early 1970s. Initial studies were to determine metal 
ion affinities of simple compounds, with use of Fourier transform ion cyclotron 
resonance (FTICR) mass spectrometers. Alkali ions offer unique and interesting 
potential in analytical chemistry and studies of chemical dynamics. Consequently, 
the use of metal ions as reagents for CI mass spectrometry has been developed. 
The major advances in the application of MS as a routine analytical instrument 
using the complex ion/molecule chemistry came around in the past decades. They 
include atmospheric pressure chemical ionization (APCI), proton transfer reaction 
mass spectrometry (PTR-MS), selected ion flow tube mass spectrometry (SIFT-
MS), ion attachment mass spectrometry (IAMS) and ion molecule reaction mass 
spectrometry (IMM-MS).

APCI allows instantaneous air analysis, with use of ambient air as a carrier and 
reagent gas. The trace atmospheric gas analyzer (TAGA) [1] is well known as an 
early version of APCI. The potential uses for APCI are expanding continuously as 
the understanding of the complex ion-molecule chemistry grows due to the instru-
mental advance of TANDEM MS. The applications are not restricted by the use of 
ambient air as a reagent gas; addition to the air carrier of thermionic alkali metal 
ions allows using specific reagent ions such as Li+ or Na+ as specific reagent ions. 
PTR-MS makes use of proton-transfer reactions, while SIFT-MS and IMR-MS in-
struments can choose ion association reactions, in addition to proton-transfer, hy-
dride transfer, hydroxide transfer reactions for the CI of analytes.
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5.1.1  Alkali Metal Ions in CI MS

Hodges and Beauchamp [2] reported a technique for obtaining mass spectra consist-
ing solely of quasi-molecular ions formed by addition of an alkali ion to the sample 
molecule. The use of alkali lithium ions as reagent species for CI MS alkali metal 
ion attachment chemical ionization mass spectrometry (ACIMS) has been explored 
for the first time. Alkali ions are generated by thermionic emission externally to 
the enclosed ion source and injected into a chamber containing a reagent gas with 
trace amount of sample. An ion source consists of a thermionic lithium ion emitter, 
a reaction chamber (RC) and appropriate electrostatic lenses. Alkali ions initially 
bind to the reagent molecules and then are transferred to the sample in bimolecular 
reactions. Classes of molecules that have intrinsically high attachment chemical 
ionization (ACI) sensitivities are molecules that are polar species or polarizable 
species. ACIMS is a useful addition to the field of analytical MS. For example, it 
can be used to detect a trace amount of alkene in the presence of the corresponding 
alkane. They anticipate that ACIMS will find numerous applications in the analysis 
of mixtures. In the area of chemical reactivity, ACI, along with high-pressure MS 
techniques, makes it possible to determine the alkali affinities of a large number of 
molecules and to study the reactivity of alkali ions in the gas phase.

Bombick et al. [3] presented a simple, low cost method for producing thermal 
potassium metal ions for use as CI reagents. All studies were performed on a com-
mercial gas chromatography–mass spectrometry (GC-MS) system. Thermionic 
emitters of a mixture of silica gel and potassium salts were mounted on a fabricated 
probe assembly and inserted into the CI volume of the ion source through the direct 
insertion probe inlet. Since adduct ions (also referred to as “cationized molecular 
ions” or “pseudomolecular ion”) of the type (M + K)+ have been observed, molecu-
lar weight information is easily obtained. The method is adaptable to any mass spec-
trometer with a CI source and direct inlet probe (DIP). In addition, the technique 
is compatible with chromatographic inlet systems, i.e., GC-MS modes, which will 
provide additional dimensions of mass spectral information.

5.1.2  EI, CI and In-Beam, with Flash Rapid Heating

Another development of methodology leading to cationization of organic molecules 
as a method of ionization is due to the work of Roellgen and coworkers [4]. They 
developed a technique using a two-filament design. In a specially constructed ion 
source, two filaments are in close proximity. The first filament is loaded with a mix-
ture of silica gel and alkali salt (LiCI, NaI, and/or KI), which, when heated, emits 
alkali ions. Thermally labile compounds are present on the second filament. These 
molecules thermally desorb and form adducts with the alkali ions from the first 
filament. This method produces simple mass spectra from which molecular weight 
information can be easily derived.
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Rapid-heating (or flash evaporation) techniques have been explored with ioniza-
tion methods such as EI and CI in the analysis of thermally labile compounds [5, 6]. 
Their principles are based upon that if the analyte is rapidly heated, intact molecules 
may evaporate before decomposition takes place. Davis et al. reports that, by this 
technique, alkali metal attachment (cationization) of sodium benzoate and sodium 
acetate occurs, giving rise to cationized molecular ions (e.g., [M + Na]+) and other 
cluster ions similar to those produced by desorption ionization processes [7, 8]. In 
these experiments, the molecular ions were formed by electron impact of salt mol-
ecules or clusters of sample molecules and salts in the gas phase.

The Rollgen’s group [9] reports the thermal desorption of [M + Alkali]+ quasi-
molecular ions from a electrically heated metal surface (wires or ribbons) for so-
dium alkali salts of carboxylic acids and mixtures of alkali halides with a crown 
ether, glucose and adenosine. With benzo-l5-crown-5 the desorption of [M + Na]+ 
ions takes place even below the threshold temperature for thermionic emission of 
alkali ions. Alkali ion attachment has also been performed by thermal desorption 
of thermally labile analytes such as saccharides, pharmaceuticals, peptides, ste-
roids and their mixtures. Bombick and Allison [8] describe a desorption/ioniza-
tion method where samples are deposited directly on thermionic emission materi-
als (1K2O:1Al2O3:2SiO2) and heated within the mass spectrometer’s source. Ions 
representative of the sample are formed. The proposed mechanism involves the 
gas-phase addition of emitted potassium ions to neutrals desorbed from the surface.

5.1.3  Ion Attachment Mass Spectrometry (IAMS)

In the late1980s, Fujii et al. developed a novel method [10, 11] for the detection 
of radical species in the gas phase by using Li+ ion attachment. It is called IAMS, 
which is a technique where a sample is ionized by a primary ion in an ion–molecule 
association reaction. This approach is similar to ion association (cationization) for 
detection of stable molecules [2, 3]. They explore the mechanism of alkali-metal 
ion/molecule association reaction and develop both the instrumentation for the at-
tachment to free radical intermediate and to other species (which are sometimes not 
found under ordinary conditions). The newly developed instrumentation exhibits 
several advantages over conventional mass spectrometers [12, 13]. Section 5.2 de-
tails IAMS, summarizing analytical applications.

5.2  Li+ IAMS

5.2.1  Origin

As already described in the previous section, Hodges and Beauchamp [2] proposed 
to a technique for obtaining mass spectra consisting solely of quasi-molecular ions 
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formed by the addition of Li+ ions to the sample molecules in 1975. It is known as 
ACIMS, in which alkali metal ions such as Li+, Na+, and K+ form adduct ions (also 
referred to as cationized molecules) with molecular species through association re-
actions. Several research groups have actively attempted to detect many organic 
complexes by attaching alkali metal ions to the sample molecules [3–9]. Rollgen 
and Schulten [14] explored this approach for achieving cationization using the field 
desorption technique. However, neither study made an intensive attempt to provide 
a complementary tool to identify the chemical species.

In 1989, the Fujii group developed the method for detection of chemical species 
in the gas phase with use of Li ion attachment to chemical species [11–13]. The 
principle is based upon a phenomenon that Li+ ions get attached to chemical species 
(M) by means of intermolecular association reactions to produce (M + Li)+ adduct 
ions. Then they are transferred to a mass spectrometer for mass analysis. This ap-
proach is exactly the same to cationization for detection of molecular species. Since 
the potential of Li ion attachment in MS has not yet been realized, they attempted 
to reveal and explore some of the unique properties of Li IAMS. Li ions have been 
chosen as reactant ions, because the affinity of the species is the highest among all 
the alkali metal ions. This technique provides mass spectra of quasi-molecular ions 
formed by lithium ion attachment to the chemical species (M) under high pres-
sure. Results are obtained in the form of trace of Li+ adduct ions (M + Li)+ (also 
referred as cationized molecules). The newly developed IAMS [10], manufactured 
by instrumental maker (Canon Anelva Corp., Japan), exhibits several advantages 
over conventional mass spectrometers. Currently, ion association MS is available 
commercially in a various form. Recently, some reviews have been published on 
the principles, instrumental techniques, unique characteristics, and applications of 
IAMS [15–20].

In this section, the development of a Li+ IAMS is described. Section 5.2.2 sum-
marizes the MS instrumentation for the alkali-metal ion/molecule association reac-
tion; a quadrupole mass spectrometer (QMS), combined with the Li+ ion attachment 
ionization source (model L-241G-IA, Canon Anelva Corp, Tokyo). The performance 
and response of this equipment and unique features are also presented (Sect. 5.2.3). 
Finally, the interesting applications are reviewed. There are some interesting and 
unusual applications of IAMS that broaden MS: (i) intermediary free radical species 
detection, in the gas phase reactions, diagnosis of plasma and diamond film chemi-
cal vapor deposition (CVD), (ii) detection of atmospheric and interstellar species, 
(iii) detection of environmentally important species, and (iv) identification of unfa-
miliar or unstable species. Restriction of Hazardous Substances Detectives (RoHS) 
is also discussed.

5.2.2  Instrumentation

5.2.2.1  Basic of Instrumental Design

In Fig. 5.1, a schematic diagram of the IAMS apparatus is shown [12, 13, 15, 21]. 
The instrument is composed of four major blocks: the sample inlet system (possibly 
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 operated at atmospheric pressure), the Li+ ion attachment reaction chamber (RC) 
with a Li+ ion source and aperture (to provide for differential pumping), the ion 
focusing system (ion lenses), and the mass analyzer (e.g., QMS). Three vacuum 
pumps are generally employed to evacuate various sections of the system: the RC is 
maintained at l-760 Torr and a high-speed turbomolecular pump (TMP), producing 
for the ion focusing system and mass analyzer regions pressures less than 2 × 10−4 
and 5 × 10−7 Torr, respectively.

Ionization takes place in the RC that contains a Li+ ion source, which consists of 
a Li+ ion emitter and repeller. The primary Li+ ions ionize the target sample species 
by adduct formation to give [M + Li]+ by termolecular association reactions. The 
adduct ions are focused by ion lens and transferred to the QMS chamber. A QMS 
is often employed, and detection is by a channeltron electron multiplier detector. 
Other mass spectrometers can be used.

5.2.2.2  Sample Inlet Systems

Samples can be introduced into the IAMS systems by several different methods, 
such as a leak for samples in a gas/liquid inlet, from a DIP for solids, and by on-
line combinations with chromatography (see 6.1, application to GC-MS mode). A 
controlled leak is a simple method, but its use is restricted to samples with high 
vapor pressure. Solid and liquid samples can be introduced with a heated DIP (or an 
insertion probe). Either gas chromatography or liquid column chromatography can 

Fig. 5.1  Schematics of a quadrupole mass spectrometer with a Li+ ion attachment reaction 
chamber. Any stream from sample inlet system whose components one want to analyze is directed 
to the reaction chamber. RP rotary pump, TMP turbomolecular pump, QMS quadrupole mass 
spectrometer
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be easily applied as sample inlet systems. In principle, any gaseous sample whose 
components are to be identified can be introduced into the RC of IAMS.

Leaks, Capillary Tube A capillary leak inlet system is used for the introduction of 
gaseous samples [22]. One end of a 1-m-long fused-silica capillary tube (0.04 mm 
inner diameter, internally inert) is open to the atmosphere, and the other end is fixed 
on the flange of the vacuum envelope. This inlet makes it possible to effectively 
introduce gases while maintaining the vacuum required for IAMS. For instance, the 
sample gas from the diffusion cell [23, 24] or permeation tube [25] is allowed into 
the capillary leak inlet.

Orifice Leak Inlet The stainless steel orifice leak sample inlet is a simple, rugged 
and efficient inlet system to act as an interface between samples at atmospheric 
pressure and the high vacuum inside a mass spectrometer [26]. A schematic draw-
ing of this atmospheric pressure sample inlet system and the part of IAMS is shown 
in Fig. 5.2. It consists of an orifice leak set up as follows to ensure a consistent and 
streamlined entry of analytes into the mass spectrometer. The sample inlet consists 
of	two	concentric	stainless	steel	tubes;	a	stainless	steel	disk	with	a	30-μm	orifice	at	
its center is fastened to the end of this probe with a nut system. This arrangement 
ensures that the analyte leaks in a constant, unperturbed stream of excellent consis-
tency from the atmosphere into the mass spectrometer. The inlet system is relatively 
maintenance free and is able to introduce high volumes of sample gas into the mass 
spectrometer. These characteristics result in near-real-time sample analysis. The 
sample inlet in combination with IAMS has a number of features that make it use-
ful as an extremely sensitive instrument for continuous monitoring of trace organic 
species and small quantities of environmentally important analytes, such as radical 

Fig. 5.2  Schematics of the atmospheric pressure orifice leak inlet system attached to the lithium 
ion attachment mass spectrometer. The sampling of the inlet probe is shown for polymer pyrol-
ysis. RC reaction chamber, ELS electrostatic lens system, QMS quadrupole mass spectrometer. 
(Reprinted with permission from [26]. ©2001, Elsevier)
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intermediates including toxic radicals present in ambient air. It is anticipated that a 
wide range of practical applications that will employ this inlet coupled with IAMS. 
For instance, the need for real-time trace analysis of air streams for environmental 
monitoring and process control has increased. Hence, there is a real need for instru-
mentation for the continuous in situ analysis of process gases for process control 
and for meeting stringent regulations. Further applications may include in breath 
analysis, emission control and monitoring of volatile organic compounds (VOCs) 
in urban and clean rural environments, monitoring catalytic processes, cigarette 
smoke, and material production in plasma reactors. For these volatile samples, the 
diffusion tube or permeation tube is used to prepare sample concentrations [23–25].

Direct Inlet Probe (DIP) The DIP is one of the earliest techniques used to introduce 
nonvolatile or highly insoluble samples into mass spectrometers. This technique is 
still popular today because it provides a means to perform rapid sample analysis 
with minimal or no sample preparation [27, 28]. Applications of the direct-probe 
technique include quality-control analyses and the screening of drug, polymer, 
and synthesis samples. It has also been used to study the temperature programmed 
decomposition of synthetic polymers and inorganic materials, to characterize the 
molecular properties of materials under thermal degradation conditions. The same 
is also true of the studies with IAMS (see Sect. 6.4).

Evolved gas analysis (EGA) Evolved gas analysis-mass spectrometry (EGA-MS), 
which can be considered a second generation of DIP-MS combination, has been 
developed and found to be useful in mass spectrometric analysis, particularly in the 
characterization of thermal decomposition processes [29, 30]. When this technique 
is used together with a temperature-programmed heating probe and with total ion 
monitoring (TIM) or selected ion monitoring (SIM), a program (thermogram) can 
also be obtained. The EGA probe can also serve as an isothermal or temperature-
programmed flow reactor for homogeneous, heterogeneous, or thermal decomposi-
tion kinetic studies. The nonisothermal method has the advantage of using only one 
sample for the entire experiment.

Recently a new EGA system has been coupled with the IAMS technique (EGA-
IAMS) to study involatile, untreated, and complex samples, such as polybromi-
nated biphenyls (PBBs) and polybrominated diphenyl ethers (PBDEs) of the RoHS 
(see later, Sect. 5.8). It has been shown that by using the EGA-IAMS technique, 
temperature-programmed decomposition of a number of toxic solid materials can 
be studied in detail by directly detecting any chemical species in real-time and in 
situ. To vaporize samples, this EGA probe is provided with an infrared (IR) lamp 
for the DIP. The IR lamp heats the sample in the sample cup of the DIP to vaporize 
the components of the sample (see later, Sect. 5.2.8). The inset of Fig. 5.3 shows a 
schematic of the DIP assembly that allows the solid sample to volatile species.

Chromatographic Inlet Systems Also, IAMS is compatible with chromatographic 
inlet systems (i.e., gas chromatography, liquid chromatography, super fluid chroma-
tography). Thermogravimetry IAMS or IR image furnace IAMS with a sampling 
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inlet at atmospheric pressure seems promising for identifying and resolving com-
plex coevolving thermal products. These techniques have been discussed in-consid-
erable detail elsewhere (see Sect. 6.1 and 6.4).

5.2.2.3  Reaction Chamber (RC)

The RC is a cylindrical tube with a lithium ion emitter centered along one side 
(Fig. 5.1). The chamber can be evacuated through a cone aperture, A, with a vacuum 
pump and can be maintained at high pressure by altering the pumping speed or the 
carrier gas flow rate. The pressure at the center of the RC zone is measured with a 
Pirani gauge.

Li+ Ion Emitter The lithium ion source consists of a lithium ion emitter and a repel-
ler. The Li+ emitter is a small mineral bead (about 0.2 cm in diameter) fused to a 
0.25-mm-diam (IR) wire; the bead is prepared by thoroughly grinding a mixture of 
Li2O:Al2O3:SiO2 (1:1:1 mol ratio), and primary Li+ ions are produced by heating 
the bead [31, 32]. The emission of contaminants along with the Li+ ions is unavoid-
able as emission begins but in due course decreases to less than 0.1 % of the total 

Fig. 5.3  Overview of commercial instrument, IA-Lab (model; L-250G-IA, manufactured by 
Canon Anelva, Kanagawa, JAPAN). This equipment consists of direct inlet probe (DIP), Li+ 
attachment reaction chamber with Li+ emitter in it, the ion focusing system, and the quadrupole 
mass spectrometer. Li+ is supplied by a Li+ emitter. There are two types of interface for sample 
introduction: an introduction tube for gases and a direct inlet probe for solids and liquids. (©2009, 
Canon Anelva, Data sheet)
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emission. The repeller electrode, consisting of a 1.5-cm-diam stainless steel disk, 
was placed 1 cm behind the emitter bead; its voltage was maintained at the same 
potential as the emitter. The performance of the Li+ ion emissions was tested at 
operational temperatures. At a fixed pressure (0.2–1.2 Torr), the Li+ ion current 
increased linearly, or nearly so, with emitter current up to 3.8 A and saturates after 
that. Maximum Li+ ion emission current is around 6 × 10−7 A at a nitrogen carrier gas 
flow of 53 mL/min and pressure of 1.1 Torr; emitter current and gain of the second-
ary electron multiplier were 3.8  and 3.8 × 103A, respectively. Under these operating 
conditions, the lifetime of a filament is over 100 h. For the first few hours of opera-
tion, emission of the contaminants of other alkali-metal ions may be significant. 
These subsequently decrease to less than 0.1 % of the total emission.

Reactions in RC Ionization is initiated by formation of alkali-metal ions on the 
emitter. A successful method for obtaining lithium ion cationization mass spectra 
must provide a means for binding lithium ion to the sample molecules. Lithium ions 
can be injected into an inert gas, such as nitrogen, that contains a trace amount of 
sample, and (M + Li)+ complexes are formed by termolecular association reactions. 
The ionic products observed are a reflection of association reaction rates. The for-
mation of an adduct ion is commonly assumed to be a three-body process, in which 
a neutral molecule collides with an ion-molecule complex and removes an amount 
of energy, stabilizing the (M + Li)+ complex. Based on this model, the cationization 
process would be suitable in a high-pressure environment, since the added gas mol-
ecules serve as the third body in the analyte addition reaction with alkali-metal ions.

The abundance of attachment products was greatly influenced by the voltage ap-
plied to the repeller, which provides the react ion, Li+, with kinetic energy. The attach-
ment probability decreases with increasing repeller voltage. At the higher ion source 
pressure, more adduct ions were produced at the higher repeller voltage. Low repeller 
voltage (E) and high ion source pressure (P) favor adduct formation; as E/P is raised, 
the probability of this process decreases. This ion energy dependence is consistent 
with the reported mechanism of the ion attachment reaction (see Sect. 2.1). The initial 
combination step of an ion–molecule association reaction is brought about by ion/
dipole attraction between the reactants without any activation energy.

5.2.2.4  Interface, Mass Analyzer, and Detector

Adduct ions from the RC pass through an aperture, A, and are directed into the dif-
ferentially pumped lens region through a 1-mm-diam orifice, B, drilled into the tip 
of a skimmer. No potential was applied to the skimmer. The ion focusing system 
is an electrostatic lens system consisting of an extractor, deflectors, and four sets 
of coaxial sequential cylinders, each biased at a particular direct current (DC) volt-
age. The mass-analyzing chamber is equipped with a QMS with rods biased below 
ground by connecting the DC rod driven circuit to separate DC supplies. Two pos-
sible modes of ion detection, analog and pulse counting, are usually employed using 
a Channeltron electron multiplier detector. In the pulsed mode, the channeled output 
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from the multiplier was fed to the preamplifier-discriminator-counter system oper-
ated in the multichannel scaling mode. The system is evacuated differentially by 
three evacuation pumps. The RC into which the sample gas is introduced through 
the carrier gas flow line is maintained at 1–760 Torr by a pump. The lens region 
ahead of the QMS is held at less than 2 × 10−4 Torr. The QMS region is evacuated 
around 5 × 10−7 Torr.

5.2.2.5  Commercial Equipment, IA-Lab

This type of mass spectrometer has recently become available commercially in a 
complete form [33]. It allows the acquisition of the mass spectrum of pseudomolec-
ular ions. Figure 5.3 shows schematics of this instrument, IA-Lab (ion attachment 
Lab). Li+ is supplied by a Li+ emitter. Li+ attaches to the sample gas in the attach-
ment area. The ion [M + Li]+ is then introduced to the mass analyzer operating to 
1000 m/z after passing through focusing devices (lenses) in the differential pump-
ing chamber. In addition, use of the EI source can furnish complementary fragment 
information.

The IA-Lab can analyze not only liquid/solid samples but also adsorptive gases 
via a heating entry port (or introduction port). There are two types of interface for 
sample introduction: an introduction port for gases and a DIP for solids and liquids. 
The optimal utilization of ‘‘direct measurements’’ is facilitated by the constitution 
of this DIP. In DIP, the sample is heated, vaporized with the IR lamp, and ionized 
in the ion source, and its constituents are measured in the mass spectrometer. The 
heating temperature is controlled by the program. The range is room temperature 
to	500	°C.	An	easy	linkup	with	GC	connection	via	a	heating	entry	port	is	possible,	
too. After sample introduction, all operations are performed on a PC. In a measure-
ment screen of standard mode, the SIM and a mass spectrum are displayed at the 
same time. The mass spectrometer is fully equipped with the software necessary for 
quantitative analysis calculations.

5.2.3  Features and Performance

The developed (manufactured) device, a QMS (M-400-QA-M, Canon Anelva 
Corporation, Tokyo, Japan), with the Li+ ion attachment ionization source (model 
L-241G-IA), exhibits several advantages over conventional mass spectrometers. 
The response characteristics of this equipment and unique features are presented.

5.2.3.1  Response Characteristics

Sensitivity Consideration Sensitivity is influenced by a large number of factors [13], 
a few of which on optimization adjustment can give a significant gain in sensitivity: 



1335 Applications of Association Reactions in the Gas Phase

(i) kinetic energy of the Li+ ion and (ii) Li+ affinity of the sample molecule. For 
stabilization of the ionic adduct, the cationization process should be carried out in 
a high-pressure environment to provide necessary gas molecules that serve as third 
body in the addition reaction with the alkali-metal ions. The voltage applied to the 
repeller controls the kinetic energy of the reactant ion. The relationship between 
the Li+ ion intensity and the repeller voltage should be adjusted for ion source pres-
sures; at high ion source pressure, more adduct ions are produced at a higher repel-
ler voltage. Low repeller voltage (E) and high ion source pressure (P) favor adduct 
formation; as E/P is raised, the probability for adduct formation decreases. This ion 
energy dependence is consistent with a mechanism of ion attachment reaction in 
which the initial step is brought about by ion-dipole attraction between the reactants 
without any activation energy.

Li+ Ion Affinity The production rate of the Li+ ion adduct in the (M + Li)+ ion for-
mation depends strongly on the Li+ affinity of the molecule, which ranges up to 
50 kcal/mol. The mass spectrometric observation of molecular ions formed by the 
attachment reaction of Li+ ions with molecules may establish a relative order for 
the sensitivity and an empirical relationship between the Li+ ion affinities and the 
intensity of the adduct ions. The relative sensitivity can then be estimated for the 
organic compound of interest when the Li+ ion affinity is known.

To determine experimentally the relationship between the (M + Li)+ intensity 
and the Li+ ion affinities of chemical compounds and to investigate to which extent 
the empirical relationship can be used for the determination of the relative sensitiv-
ity for the chemical species of interest, the relative ion currents of the (M + Li)+ ions 
formed by the attachment reaction were examined for 16 compounds with Li+ af-
finities ranging from 0.3 to 2 eV (7 ~ 50 kcal/mol). Some species were chosen partly 
because of their heavy involvement in the global warming process.

A plot of I(M + Li)+ ion intensities versus Li+ ion affinities is shown in Fig. 5.4 
for examined compounds. Intensity of (M + Li)+ is the Li+ adduct ion current ob-
tained experimentally. Li+ ion affinities (in eV) of several species were calculated 
at the B3LYP/6-311 + G(3df) level [34]. Disregarding from H2O and HCHO, it is 
apparent that I(M + Li)+ increases with increasing affinity values. I(M + Li)+ gener-
ally correlates well with Li+ ion affinities over the energy region. Li+ ion affinities, 
in turn, are heavily dependent on the polarity or polarizability of the target species. 
In other words, the chemical species capture the Li+ ions and yield the (M + Li)+ 
adducts if the Li+ affinities are sufficiently high. Under conventional Li+ IAMS ex-
perimental conditions, compounds with Li+ affinities bigger than 1 eV (23 kcal/mol) 
were highly detectable, even if they were present in small abundance. Their produc-
tion rate reaches bimolecular Langevin collision rate. Li+ affinities of molecular 
species may be helpful in predicting whether the species can be detected using a 
minimum sample concentration. Unfortunately, there is not yet a body of literature 
about many molecules. However, the wealth of information about the polarity and 
the polarizability is useful in predicting which molecule can be detected at a low-
level concentration, because it is known that the affinity increases with the polarity 
and to a lesser degree with the polarizability of the molecules [35]. Finally, it should 
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be noted that many other alkali-metal species have been used as reactant ions. The 
affinity of the species, which decreases as the metal is varied from Li+ to Cs+, is the 
variable that can be adjusted to provide a selective ionization method.

Experimental Sensitivity The practical sensitivity [21] is determined as follows. 
When an acetone sample was introduced at a rate of 2.6 × 10−10 g/s from the perme-
ation	tube	at	25	°C,	measurement	of	the	adduct	ion	current	was	2.9	×	10−10 A (with an 
ion multiplier gain of 2 × 103); hence, the sensitivity was calculated as 1.12 A/(g/s). 
The minimum detectable amount (MDA) can be estimated using the actual noise 
level of the system as the ultimate limitation on the minimum detectable sample 
size. A signal-to-noise ratio of 10 is a practical and conservative lower limit for 
quantitative detection; in the analog detection mode, the MDA was calculated as 
8.93 × 10−15 g/s (with a signal-to-noise ratio of 3), on the assumption that the detec-
tion limit of the ion detection system was around 1 × 10−14 A.

Linear Response Range (Dynamic Range) Linear response range is examined 
using ethyl acetate as a standard sample. Figure 5.5 shows log–log calibration, in 
which the logarithm of the response intensity (y-axis) is plotted against the loga-
rithm of concentration (x-axis) and the calibration data are fit to a linear line. Sig-
nal response was linear over the chosen range of 10−4–102 ppm (v/v) for the test 
sample. A plot of 10 introduction rates of ethyl acetate against their corresponding 
peak heights produced an essentially straight line up to 102 ppm, where more than 

Fig. 5.4  Plot of I(M + Li)+ vs 
Li+ ion affinity for chemical 
compound (M) having dif-
ferent Li+ ion affinities under 
the normalized condition 
that the pressure of the ion 
source is 100 Pa. The vertical 
axis is logarithm. Intensity of 
(N2 + Li)+ is normalized to 1. 
(©2009, Canon Anelva, Data 
sheet)
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3 % of the total Li+ reactant ions is used for the attachment. In a manner identical 
with that of the electron capture detector the response follows Beer’s law because 
the sample, as it is cationized, depletes the alkali-metal ion density. Therefore, for 
a linear response, the sample size must ensure a large excess of reactant ions in the 
cationization chamber (reaction chamber).

Typical Mass Spectrum A cyclic-C4F8 example shows the performance and response 
possible with this analytical instrument in an optimal case. Figure 5.6 shows a typi-
cal mass spectrum in the mass range up to m/z 210 [15]. Only the Li+ adduct molec-
ular ion (no fragmentation) is produced for this test compound (Fig. 5.6, upper 

Fig. 5.5  Calibration plot of signal intensity vs concentration (v/v) for ethyl acetate as a testing 
sample. The signal intensity is normalized with N2 signal at 100 Pa. Both axes are logarithm. 
(©2009, Canon Anelva, Data sheet)
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trace). This mass spectrum is completely different from the 70 eV EI mass spectrum 
(Fig. 5.6, lower trace), which shows many fragment ions, such as C2F4

+, C3F5
+, and 

CF+ ions, but no molecular ions.

5.2.3.2  Features

Some of the essential advantages of the IAMS system are the following: Li ion at-
tachment MS is characterized by the following properties of importance in MS [21]:

1. No dissociative ionization takes place. There is little or no possibility of frag-
mentation of the adduct ions; IAMS provides only molecular ions and hence 
can be exploited for the determination of molecular weight and the analysis of 
mixtures when no fragmentation is desired.

2. Its sensitivity is high, especially for polar molecules, because ion-molecule reac-
tions are fast.

3. Direct continuous measurements on a real-time basis of many radical species 
and stable molecules in a dynamic system are feasible. Mass spectra tend to be 

Fig. 5.6  Ion attachment mass spectrum (upper column) obtained from 1000 ppm c-C4F8 in the N2 
gas, showing c-C4F8Li+ (m/z 207). For comparison, the 70 eV electron ionization (EI) mass spec-
trum (lower column) was measured; the abundant ions observed and their relative intensities are 
C2F4 (100), C3F5 (87), CF (54), CF3 (25), CF2 (13), and C3F3 (6). The background mass spectrum 
of EI is taken with no c-C4F8 in the N2 carrier gas. (Reprinted with permission from [117]. ©2001, 
American Chemical Society)
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simple and hence, it is easy to determine which form of which radical species 
is reacting. It also makes possible the analysis of a plasma via identification of 
both ionic and neutral radical species, and provides data so that correlations can 
be established between them. Such an instrument would extend significantly the 
use of IAMS in detecting any radical intermediates present in small quantities 
in the gas phase at atmospheric pressure and hence in directly identifying toxic 
radicals (e.g., from cigarette smoke, diesel engine exhaust, and smoke plume 
from combustion) present in the environment.

4. The detection of interstellar species and the identification of unfamiliar species, 
which would be immensely useful in atmospheric, astrophysical, and astrochem-
ical studies, are possible with this IAMS method.

In addition to these appreciable advantages, the present technique also has certain 
limitations. Because identification of radical species or molecules is based only on 
the mass number, the peak assignment is not unambiguous (i.e., no direct struc-
tural information is afforded by the ionization). Unsatisfactory results have been 
obtained with nonpolar molecules or molecules with low polarizability, such as 
alkanes; these molecules have weak Li+ affinities and are not easily attached. Also, 
the IAMS technique gives no direct structural information, and so the correct iso-
mer of the detected molecule cannot be directly determined.

5.2.4  Intermediary Free Radical Species

The field of free radical chemistry using MS has been recently developed for its ap-
plication in the region of heterogeneous and homogeneous thermal decomposition 
reactions, pyrolytic process, combustion and flame processes, electric discharges, 
photolysis reaction, CVD plasma processes, reaction with excited atoms, direct 
photolysis reactions, radicals produced by dissociation ionization and atmospheric 
reactions in which NO, NO, HNO2, and N2O figure prominently as intermediate 
products. Toxic radicals (e.g., from cigarette smoke, diesel engine exhaust, and 
smoke plumes from incomplete combustion) that are released into the environment 
are also interesting targets. The widespread occurrence of free radical intermediates 
in these chemical environments always provides an impetus to the study of kinetics 
[36, 37]. However, the experimental difficulties involved in detecting intermediate 
species (free radicals), identifying them and measuring their concentrations have 
proved to be great. The combination of low concentration and short lifetime of in-
termediate radicals has provided a real challenge to scientists.

Many methods, which include absorption spectroscopy [38], Fourier-transform 
spectroscopy [39], electron spin resonance [40], laser magnetic resonance [41], res-
onance fluorescence [37, 38], MS [42], and other chemical means, require special 
conditions of radical concentration or are applicable only to certain radicals with 
special properties [43]. In fact, many radicals have been detected to date, by MS 
with low-energy electrons [42], radical trapping in a CI source [44], or photons 
[45]. However, a number of interfering factors which are encountered in practice 
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are unavoidable. So far, no completely satisfactory method has been developed for 
measurements on free radical intermediates and molecular and atomic species in or-
dinary gas-phase chemical reactions at the low, steady-state concentrations at which 
they usually occur.

This section describes a new method for detection and identification of interme-
diate radical species in the gas phase. This method is based upon the establishment 
of an alkali ion attachment to radicals through termolecular reaction. It provides 
mass spectra of quasi-molecular ions formed by lithium ion attachment to the radi-
cal species (R) under high pressure. Results are obtained in the form of a mass spec-
trometric trace of Li+ adduct radicals. The advantages of the present method are: (i) 
a measure of mass is a guide to radical identity, (ii) adaptability to a condition of 
higher pressures, and (iii) direct continuous measurements of any species in dynam-
ic systems can be made. The method is applied to the study of the microwave (MW) 
discharge in CH4, C2H4, C2H2, CH4/H2, CH4/O2, or CH4/N2 and was successfully 
used for the qualitative analysis of the compositions of hydrocarbon (HC) radicals 
in the discharge. Various kinds of HC radicals are identified. In the following, the 
scheme, its operational procedure, and considerations of its sensitivity are detailed. 
Although the detection of radicals of greater instability awaits further studies in the 
technique, this method is of general applicability to problems involving free radi-
cals and short-lived intermediates. Its contribution to radical chemistry is certain, 
especially in the dynamic studies of individual free radical species.

5.2.4.1  Diagnosis of Plasma

Various HC intermediate radicals can be directly identified in CH4 [46, 47] and 
isobutane/He [11] MW plasmas [49–51]. The chemistry occurring in CH4/O2 [52, 
53] and CH4/N2, [54] discharge plasmas shows that many o-containing and n-con-
taining neutral chemical species are generated. The formation of many polycarbons, 
along with some aromatic radicals and interstellar species such as C3H2 and C4H2, 
was detected for the first time in the plasma of C2H2 [49], C2H4 [50], and CF4 [51].

Although the use of plasma formed in the electric discharge has received consid-
erable attention, the knowledge of radical species occurring in steady state plasmas 
has not advanced satisfactorily enough. Typically, in electric discharge plasmas, 
the radical concentration is about 50–100 times higher than the ion concentration 
[55] and, as a result, fast radical/molecule reactions may occur. Therefore, the role 
of radicals in reactive plasma must be great and hence, should be studied for the 
development of plasma processing [56]. In fact, the detection and evaluation of 
radicals in discharge plasma have been investigated by a variety of measurements. 
Mass spectrometric investigations of the CH4 plasma were carried out by Rudolph 
and Moore. They measured mass spectra [57] of free radicals as well as stable mol-
ecules from a MW discharge in a fast flow of methane in argon and in hydrogen 
and reported many HC radicals. However, the main purpose of their work was not 
to determine the HC radicals. Electron impact energy of 15 eV was chosen for 
their work. Presumably, abundant formation of fragment ions from many stable 
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molecules unavoidably hampered the determination of the radical species. IR tun-
able diode laser absorption spectroscopy is useful in the diagnostics of plasma. It 
is capable of detection of a wide variety of radicals and stable molecules found in 
the CH4 system. Wormhoudt [58] reported the absolute concentration level, for CH3 
and C2H2 in CH4 plasma.

Primarily because of the lack of spectral information for the majority of HC 
radicals formed in the reaction leading to the formation of higher HCs, no sufficient 
studies of the CH4 plasma were performed with any of the methods; particularly in 
terms of HC polymer radical detection. Fujii and his group have shown [46–48] that 
the IAMS method was found to be especially suitable to detect free radicals in the 
plasma because the neutral radicals in the MW plasma are cationized by Li+ in the 
RC. As a continuation of these and earlier studies on the detection of gaseous HC 
radicals, they report the identification of neutral radical species in a methane MW 
plasma discharge flow tube, indicating that the nature of the plasma can best be 
studied after free radicals have been fully identified. The setup used for the study of 
the CH4 MW discharge plasma is reviewed briefly. The MW discharge tube forms 
part of a conventional flow system. The CH4 gas is controlled so as to flow at a 
constant rate of 10 ml/min through a discharge tube. The discharge tube made of 
quartz glass tubing, with having an internal diameter of 3 mm, is mounted to the 
RC. The CH4 gas enters the discharge tube where it is excited at 2450 MHz by a 
magnetron oscillator (model MR-301, Ewig Corp., Tokyo) having a nominal output 
power of 200 W. The formation and involvement of free radicals in the MW plasma 
was directly confirmed with Li+ ion attachment to them. The experimental proce-
dure consisted of admitting CH4 gas with the gas flow rate at 10 ml/min. As a result, 
the gas pressure of the flow tube and the RC was ca. l.7 and 0.12 Torr, respectively. 
The product analysis subtracts from each plasma spectrum its spectrum with no 
plasma; thereby, enabling the analysis of the influence on the whole spectrum which 
is caused by a change in any plasma parameter. Thus, the intensity of any mass peak 
in the condition of no plasma is subtracted from the corresponding mass peak under 
the plasma condition. The result shows the particular product peak due to plasma 
activation. The analysis of the mass spectra was made in terms of mass identifica-
tion, peak height determination and the normalization of each peak considered. The 
relative abundance of the peaks represents the monoisotopic intensity (including 
contributions from all the isotopes for a given ions) with the relative intensities 
normalized to 100 units for the base peak of the C2H3 species.

The analysis of the individual spectral peaks was made in terms of mass identi-
fication and classification by their formulas. Table 5.1 shows the identified species 
which appeared. As far as the assignment of the mass spectral peaks goes, validity 
is based principally on the mass number. Therefore, some species show uncertainty 
with regard to their assignment. For example, the m/z 36 which was assigned to 
C2H5Li+ may partially belong to CHOLi+. With the MW discharge on, the follow-
ing radicals and molecules were detected: CnH2n+1, CnH2n−1, C4H3, C5H5, C6H6 
etc. A remarkable feature is the appearance of polymer HC radicals. No CH4Li+ 
was observed under the plasma activation conditions, indicating that almost all the 
CH4 changed to other species in the MW discharge plasma. The occurrence of the 
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 polymerization processes taking place is also shown in Table 5.1 where the relative 
heights of the m/z peaks representing per cent values are normalized with the high-
est peak of C2H3Li+. If one considers that the major radical constituents are those 
having relative heights higher than 5 %, it is interesting to note that 14 kinds of spe-
cies with carbon numbers higher than 5 were obtained.

In the following section, the results are compared with the literature results from 
optical spectroscopy [58] and MS [43, 57, 59]. They are discussed separately for 
each classified species to evaluate the presence of the various chemical species. 
From the results given in Table 5.1, it can be concluded that (1) the CnH2n+1 and 
CnH2n−1 radicals, where n = 2 to 11, have been detected. The intensity trend is clear; 
species with the higher n number decrease in peak intensities, (2) the plasma of 
CH4 from the MW discharge leads to a polymerization process [60] of higher HCs, 
at least, partially through the radical/molecule reactions [61]. Rudolph and Moore 
[57] reported that the MW CH4 discharge provided many HC radicals such as C2H5, 
C3H3, C3H7, C4H5, C5H7, C5H9, and C5H11. We have detected all these species except 
C3H3. However, C2H3 and C3H5, which exhibited very intense peaks in our spec-
trum, are absent in their spectrum. These disagreements may be partly because of 
the different experimental conditions.

The CH3 radical, commonly observed in the CH4 plasma [58, 59], was not de-
tected in this system. The absence of this species is interpreted tentatively as fol-
lows: The present measurements have been made in a flow system in which the 
radical is continuously produced and detected through the attachment reaction in 
the afterglow region of the MW plasma. The distance between the MW cavity and 
the Li+ ion emitter is about 3.2 cm. The chemical species formed in the cavity have 
to travel longer than this distance without conversion in order to be detected. A dis-
tance of 3.2 cm is too great to prevent conversion and therefore allow measurement 
of CH3. The species, CH2 and CH also did not appear, even though their produc-
tion rates may be significant. These results may also be interpreted by the same 
token. This interpretation is consistent with Klein’s finding [62] that CH2 is quickly 
converted to CH in reactions with H atoms and the CH produces C2H5 by reacting 
more rapidly with CH4.

Table 5.1  Analysis of radical products formed from the MW discharge plasma of pure CH4 in 
terms of mass identification, classification by their formula, and the relative intensities (percent 
values). (Adapted from [47] with permission)
Type Chemical species
CnH2n−1

a C2H3(100), C3H5(68), C4H7(36), C5H9(28), C6H11(16), C7H13(13), 
C8H15(12), C9H17(6), C10H19(4), C11H21(3)

CnH2n+1
a C2H5(48), C3H7(42), C4H9(32), C5H11(29), C6H13(20), C7H15(12), 

C8H17(9), C9H19(6), C10H21(3), C11H23(2)
Othersa C4H3(13), C4H5(12), C5H5(10), C5H7(8), C6H5(8), C6H7(6), C6H9(6)
Moleculesb C2H2(10), C4H2(11), C4H4(7), C4H6(8), C5H6(11), C6H4(9), C6H6(12), 

C6H8(5), C6H10(3)
a Species possessing an unpaired electron; that is, open-shell species
b These closed-shell molecules may have high enough Li+  affinities to be attached by Li+  ions



1415 Applications of Association Reactions in the Gas Phase

Other radical species with carbon numbers n up to 6 may also be produced in the 
plasma process and detected by the present method. These are: C4H3, C4H5, C5H3, 
C5H5, C5H7, C6H5, C6H7, and C6H9. Also some molecules such as C2H2 and C4H4 
appeared. Benzene and substituted benzene are also present. Unsatisfactory results 
are that nonpolar molecules or molecules with low polarizability, such as alkanes, 
have not been detected. They have weak Li+ affinities and are not easily attached by 
the Li+ ions. Therefore, even if abundant alkanes are produced in the plasma, they 
are not observed with the present method.

There appeared OH radicals in the spectrum when the discharge was on. The 
generation of H2O concentration in the MW plasma, as well as the presence of H2O 
in CH4 as impurities, may be attributed partly to the formation of OH, because the 
presence of H2O is associated with the production of OH radical [63] in the plasma.

5.2.4.2  Simultaneous Detection of Ionic and Neutral Species of Plasma

The understanding of the reactions in the plasma [64] is largely impeded due to 
the complex nature of plasmas. The most difficult task is to determine the relative 
importance of ions and neutral species in the reactions of plasma. To explain the 
process many different models have been postulated from the analysis of chemi-
cal products observed in the plasma. Models for plasma reactions have invoked 
ion–molecule reactions, radical–radical reactions, and radical–molecule reaction. 
However, the extent of their participation is still unclear. The mechanism of poly-
mer production in gas discharge has also been the subject of some controversy [65]. 
Many reports of mass spectrometric sampling of electric discharges have appeared. 
Few attempts [57, 66] have been made to obtain correlations between the ions and 
neutral species.

C2H2 For many years there has been considerable interest in studying C2H2 chemis-
try in low-pressure electrical discharges at the molecular level because of its appli-
cation in plasma polymerization for depositing thin films [65, 67, 68]. Fundamental 
investigations began in the mid 1960s and have been developed into a research field 
that includes a host of optical spectroscopic and mass spectrometric product analy-
ses. The determination of the ionic and neutral chemical components of the flowing 
MW discharge plasma of acetylene was performed by Li ion attachment MS [49].

Plasma composition can be investigated as a function of controllable parameters 
such as C2H2 flow rate (pressure), MW-induced power input, and the MW cavity 
position. For these studies, the accelerating potential grid (APG) system [69] was 
mounted in the RC at the same axial position as the sampling orifice. This was 
done in order to study both the neutral species and the ionic species sampled from 
the MW plasma with any gaseous system, such as C2H2. All three grids are placed 
3 mm apart. The stainless steel grid is disk-shaped with a 10-mm hole covered 
by platinum (Pt) wire mesh. To maximize the ionic signal, independently variable 
potentials are applied to the grids. With the APG at ground (in the neutral mode), 
negligibly small ions above the background signal could be detected, but with the 
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APG on (in the ionic mode) the characteristic ionic spectrum was obtained. In the 
neutral mode, the products were monitored by measuring Li+ adduct ion mass spec-
trum. The neutral species flow over the point of Li+ emission. After Li+ ion at-
tachment in the RC at approximately room temperature, the adduct ions are then 
analyzed mass spectrometrically. In the ion mode, the APG system is employed; ap-
proximately	−	390	V	on	the	first	grid,	−	80	V	on	the	second,	and	−	100	V	on	the	third.	
Presumably, incoming positive ions were accelerated electrostatically. Therefore, 
this system serves to efficiently transfer the charged species present in the plasma to 
the mass spectrometer analysis. The MW source was used, which was constructed 
from a straight quartz tube (4-mm inner diameter, 6-mm outer diameter, and 30-cm 
long). The C2H2 gas flows down the tube. Connecting a cavity to a 2.465 MHz MW 
generator through a matching network created the MW plasma.

Mass spectra were obtained with plasma activation in two modes; (i) in the pres-
ence of Li+, denoted as A, and (ii) in the absence of Li+, as B. Thus, the intensity 
of any mass peak in A is subtracted from the corresponding mass peak in B and the 
results (A-B) show the Li+ adducts of particular neutral products (Fig. 5.7). The 
mass spectrometric measurements have been performed at the down-stream posi-
tion with respect to the MW cavity and the direction of the gas flow. The formation 
and involvement of free radicals in the MW plasma was also confirmed. The reac-
tion schemes for some products have been considered, particularly with regard to 

Fig. 5.7  Mass spectra of a 30-W, 840-Pa C2H2 MW discharge. a Sampled in the Li+-on condition. 
b Sampled in the Li+-off condition (ionic species detection). Additional peaks in a due to Li+ ion 
adducts are marked by asterisk. The significantly increased peaks at m/z 50 and 103 in a consist of 
ionic species and Li+ ion adducts. These are marked by x. (Reprinted with permission from [49], 
©1998, by The American Physical Society)
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the role of radical and ionic condensation reaction processes. An attempt was made 
to link both the ionic and neutral species to a proposed mechanism. A model that 
explains the observed phenomena and is consistent with the dependence on plasma 
parameters is suggested. The model predictions indicate, for example, that the prin-
cipal ionic condensation reaction can be summarized by the reaction sequence:

 (5.1)

while the reactions involving a hydrogen atom may be those which lead to the for-
mation of neutral CmHn	( n > m) species, including free radicals of C2H3, and C4H5. 
It can be concluded that a pure C2H2 MW discharge results in a high conversion 
of C2H2 to ionic and neutral polymer products. This process is explained by two 
types of general reactions: interaction between free radicals and HC molecules, and 
interaction between ion radicals and HC molecules. The observed ion chemistry is 
very much like that found by high-pressure MS: ionic species with even-numbered 
carbon atoms dominate. Almost all the significant neutral species coexist with the 
corresponding ionic species, except for C4

+, C6
+, C8

+, and CmHn
+	( n > m). An inter-

action between a hydrogen atom and HC molecules is the mechanism for the CmHn 
( n > m) species.

CH4/O2 The ionic and neutral products of the CH4/O2 mixture MW plasmas in a dis-
charge flow tube have been studied using MS in conjunction with the APG devices 
and the Li+ ion attachment technique [52]. The APG devices provide a means of 
identifying the ionic products from the MW discharge.

The use of O2 additive gases with the monomer CH4 MW discharge leads to the 
production of various kinds of chemical species, demonstrating that the MW dis-
charge is a method for generating an interesting oxygenated polymer species. Direct 
observation of these species is allowed by the measurement of the Li+ adduct mass 
spectrum. Interestingly, the product species have the formulas CnH2nO (presumably 
R-OH), CnH2nO2, and CnH2n+2O(presumably R-CHO) with n continuing on to 8 and 
beyond. The most probable primary reaction is thought to be a reaction to yield a 
peroxy radical. It is well known that alkyl radicals R are rapidly converted into per-
oxy radicals in combination with molecular oxygen [70]:

 (5.2)

The peroxy radical is considered to be capable of a whole range of additional reac-
tions, such as an abstraction reaction of oxygen [71]:

 (5.3)

The assorted products of these reactions would result in widespread peaks. This 
speculation is proved partially by the presence of the R-CHO and R-OH species.

The major features of the ion chemistry in CH4/O2 discharge can be summarized 
as follows: (i) the O2 (or O atom) interacts with various HC species to produce 

( )n 2 2 2 n 2 2 2C H   C H    C H   H , n 2,4,6,8+ +
++ → + =

2R O  R OO+ → −

2R OO R OO R CHO R OH O− + − → − + − +
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oxygenated polymer HC, (ii) mass spectra show that these neutral species, thus 
produced, undergo the protonation ion-molecule reactions with proton transfer re-
agents, presumably CH5

+, C2H5
+, and so on, including primary electron impact ion-

ization of the corresponding neutral species. The distribution of ionic species from 
a discharge is, somehow, representative of the neutrals being protonated.

CH4/N2 MW discharge methods [72, 73] have been used to form various kinds of 
chemical substances. Among them, the use of CH4/N2 plasma formed in an elec-
tric discharge first received attention in the synthesis of hydrogen cyanide (HCN). 
Yields of HCN have been rather extensively studied in both DC and radio frequency 
(RF) thermal plasmas. A glow discharge of a mixture of CH4 and N2 has been used 
to generate the HNCN radical.

The CH4/N2 MW discharge led to the production of various kinds of chemical 
species [54], and effectively demonstrated that a MW discharge is a method for gen-
erating over 50 N-bearing products. They had the formulas CmHnCN, NC(CH2)nCN, 
CmHnNH2, and CmHnN2H3, with m and n continuing on to 8 and 15, respectively. 
Some interesting products found in this study were H2C = NH and NC(CH2)nCN. 
These components are predicted to be possible uses as industrial products. Similar 
to the CH4/O2 study with IAMS, the features of the ion chemistry in CH4/N2 dis-
charge can be summarized as follows: (a) the N2 (or N atoms) interacts with various 
HC species to produce nitrogenated polymer hydrocarbons, and (b) mass spectra 
show that these neutral species undergo protonation ion-molecule reactions with 
proton transfer reagents, presumably CH5

+, C2H5
+, and so on, in addition to primary 

electron impact ionization of the corresponding neutral species. The distribution of 
ionic species from a discharge is, somehow, representative of the neutral species 
being protonated.

CH4/H2 Despite the importance of understanding the properties of the CH4/H2 
plasma and the high level of interest, the chemistry involved with this system is 
not yet well understood. The mass spectrometer-Li+ reactor setup was successfully 
used also for qualitative and quantitative analysis of the neutral and ionic species 
in the CH4/H2 system [74]. Features of the chemistry of CH4/H2 discharge can be 
summarized as follows: (i) The reaction of CH4/H2 in MW plasma leads to a polym-
erization process [75]. The presence of neutral radicals suggests a radical-involved 
reaction that may be one of the mechanisms in the polymerization. (ii) An increase 
in the CH4 component of the feed gas leads to greater formation of many neu-
tral species, whose distribution hardly changes over the entire range of feed gas 
composition. (iii) Mass spectra of ionic products show that all these species, with 
even-numbered mass ions predominant, were species with corresponding neutrals 
observed in the plasma. However, no remarkable similarities in abundances exist 
between ionic and neutral product species. The distribution of ionic species from a 
discharge is not representative of the neutral being protonated.

N2/O2 An N2/O2 MW discharge leads to the conversion of N2 and O2 to ionic and neu-
tral association products [76]. The presence of water as a contaminant resulted in the 
production of many cluster species, NO+(H2O)n	( n = 0–3), H2NO+(H2O)n	( n = 0–2), 
NO+(NO), NO+(N2O), NO+(NO2), and NO+(HNO2), in addition to the familiar nitro-
gen oxides. For the first time, the formation of gas-phase NO2 and HNO2  neutral 
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species in the plasma was confirmed, which was possible only through simultane-
ous assessment of the neutral and ionic species in the plasma.

H2O A H2O/He MW discharge results in a high conversion of H2O to ionic and 
neutral association products [77–79]. The ion/molecule reaction chemistry plays an 
important role. Primary ion production in the H2O MW plasma is observed under 
any plasma condition and is given by,

 
(5.4)

The study clearly showed the presence of various clustering compounds of water 
as well as their ionized species. Among compounds are the interesting ionic series 
H3O

+(H2O)nO	 ( n = 0–2) and (H2O)n
+O	 ( n = 0–4), which have not been reported 

before. The reaction schemes for some products, particularly with regard to the 
role of radical and ionic condensation reaction processes, in order to link both the 
ionic and neutral species to a mechanism. One would expect OH radical chemistry 
in the H2O discharge. It is well known that hydrogen atoms and hydroxy radicals 
are the primary products of the dissociation of water vapor in an electric discharge. 
A hydroxy radical, OH, was directly observed as a Li+ ion adduct. A possible reac-
tion for association may start with this species. The presence of (H2O), Li+OH 
adducts suggests that a radical-involved association reaction may be the formation 
mechanism.

 (5.5)

It is summarized that the principal ionic condensation reaction can be occurred by 
the reaction sequence

 (5.6)

while involving the OH radical may lead to the formation of (H2O)nLi+OH adduct 
species.

5.2.4.3  Diagnosis of Diamond Film Growth

In the past years there have been an increasing number of studies identifying the 
primary gas-phase diamond growth precursor [65, 67, 80–87] in CVD techniques, 
which have been the subject of controversy. The growth rate and film quality of 
materials synthesized by CVD processes depend critically on the composition of 
the species generated.

Many techniques exist for examining the composition of the species (including 
radical species) generated in CVD reactors: optical emission spectroscopy (OES) 
[80], FT-IR spectroscopy [81] laser induced fluorescence (LIF) spectroscopy [82], 
diode laser IR absorption spectroscopy [83], and MS [84–87]. Each has its own 
strengths and shortcomings. A major advantage of MS over other techniques is its 

2 2 2H O    H O ,  H OH,  H O ,  H OH+ + + +→ + + +

( ) ( ) ( )2 2 2n 1 nH O Li OH  H O     H O Li OH+ +
− + →

( ) ( ) ( )3 2 2 3 2n n 1H O H O X H O H O H O X X O,OH+ +
++ → =
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ability to monitor a wide spectrum of species simultaneously. However, the iden-
tities of many reactive species are lost in the case conventional electron impact 
ionization techniques.

Several growth species have been proposed for the CVD environments, includ-
ing C, CH*, CH3*, C2, C2H*, C2H2, C2H3*, C2H4, and so on. The earliest studies 
on gas phase chemistry in MW plasma assisted diamond deposition systems were 
conducted with OES to detect electronically excited H, CH and C2 [80]. Mitomo 
et al. [81] used FTIR spectroscopy to study the effect of using various carbon feed 
gases and confirmed that abundant quantities of C2H2 are formed in the plasma 
when methane is the HC feed gas. Celli et al. [83] detected gaseous compounds 
C2H2, C2H4, and CH3* in CVD from a reactant mixture of 0.5 % CH4 in H2 by diode 
laser IR absorption spectroscopy. Harris et al. [86] measured the mole fractions of 
products in the hot filament CVD by MS. They indicated that detected compounds 
were CH4, C2H4, and C2H2, while C2H2 was the major product.

A detailed chemical kinetic mechanism was composed to describe the evolution 
of reaction species [88–92] in the pyrolysis of a hydrogen-diluted CH4 mixture, 
simulating the gas-phase conditions of diamond CVD in the MW reactor. Some-
what surprisingly atomic C is predicted [88] to have a large concentration at the 
surface. C atoms could conceivably play a role in diamond growth [90].

The IAMS technique is applied in a simulation study of a diamond CVD reactor 
[93]. It is most advantageous when the experimenter does not know a priori what 
species to expect. A second advantage is its adaptability to a wide variety of process 
environments. To simulate the reacting plasma environment, a sampling aperture, 
followed by the skimmer, is fixed at the center of the growth substrate (Fig. 5.8). 
Mass spectra were obtained (Fig. 5.9) with plasma activation in two modes: (i) 

Flowing MW Discharge
Plasma

Li lon
Source

+

+

Growing Thin Film

Aperture

Skimmer to QMS

Sampling Li Adduct

Fig. 5.8  Simulation system 
for the diagnosis of dia-
mond deposition CVD with 
Li+ ion attachment mass 
spectrometry. (Reprinted 
with permission from [93]. 
©2001, American Institute of 
Physics)
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in the presence of Li+, denoted as a, and (ii) in the absence of Li+, as b. Thus, the 
intensity of any mass peak in a is subtracted from the corresponding mass peak in 
b and the results (a minus b) show the Li+ adducts of particular neutral products. 
The mass spectrometric measurements have been performed for the 1: 100 CH4: H2 
plasma at the downstream position with respect to the MW cavity and the direction 
of the gas flow. The formation and involvement of free radicals in the MW plasma 
was confirmed also.

The major species detected in (1: 100) CH4/H2 discharges are C, C2, C2H*, C2H2, 
C2H3*, C2H4, C2H5*, and C3. These are similar to those reported by others with 
some exceptions. C atoms were detected. However, we could not detect CH3* in 
the plasma, despite the fact that C2H2, C2H3*, C2H4, and C2H5* were observed in 
the discharge. This is consistent with the findings of Stalder and Homsi [84] that 
significant conversion of methane to C2H2 and C2H4 is observed, as are radicals 
such as C2H3* and C2H5*.

The ionized particles arriving from the MW plasma travel into the QMS. This 
spectrum shows two characteristic features in the ionic mode. The ions CH4

+, CH5
+, 

C2Hn
+ with n = 1–7 and C3Hn

+ with n = 1–9 were observed in the mass spectra in small 
amounts. However, both C+ and C2

+ ions are characteristic by their absence, while the 
neutrals are abundant. Mass spectrometric evidence is given that directly confirms 
the existence of C, C2, C2H*, C2H2, C2H3*, and C2H4 along with other polymer spe-
cies. The chemistry of the diamond deposition plasma can best be studied after the 
component species have been fully identified. One of the most interesting results in 
this study is the observation of the abundant atomic carbon species, indicating that the 
incoming CH4 decomposes to C through a loss of H in the gas phase and C species 
should be taken into account for diamond film growth. This finding is consistent with 
the Goodwin’s calculations [75], which show that a significant amount of atomic car-
bon could be present in the plasma under diamond deposition conditions.

5.2.5  Detection of Atmospheric Species

The Li+ ion attachment mass spectrometer is potentially relevant to atmospheric 
chemistry and can be successfully installed in the payload of a spacecraft to deter-
mine chemical composition of space, in order to enhance our understanding of space.

5.2.5.1  Titan Atmosphere

In the fields of chemical evolution, organic cosmochemistry, and exobiology, Sat-
urn’s satellite Titan has been considered as a very interesting object in the solar 
system [94, 95]. It should be noted that Titan’s organic chemistry has received much 
attention due to its possible connection with the origin of life. Measurements per-
formed by Voyager during a flyby of Titan [96] have revealed a dense atmosphere 
around Titan mainly composed of N2 with some CH4 and other minor components, 
including HCs and organic-nitrogen molecules. A great number of experiments 
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have already been performed, simulating the evolution of gaseous mixtures con-
taining N2 and CH4, when submitted to energy flux. Prior to the Voyager encounter, 
a few experiments had investigated the gas-phase products of radiation chemistry in 
N2/CH4 mixtures. Most of this work was done in the context of prebiotic chemistry 
on Earth.

Voyager with an IR interferometric spectrometer (IRIS) on it [96, 97] examined 
Titan’s atmospheric chemistry. Six simple HCs (C2H2, C2H4, C2H6, C3H8, C3H4, 
C4H2) and three nitriles (HCN, NCCN, HC3N) were found. The concentration of 
these compounds varied from the 10-ppm range for ethane down to the 1–10 ppb 
range for C3H4, C4H2, HC3N, and C2N2. An interesting question comes up from the 
Voyager’s IRIS whether these minor organic constituents are really produced from 
the major constituents (N2 and CH4) in the atmosphere of Titan. After Voyager, 
simulation experiments have been made with an acceptable set of conditions which 
might apply to the high altitude chemistry of Titan’s atmosphere. Based on Voyager 
and some simulation data, it is desirable to examine that other complex organic-
nitrogen molecules are formed in Titan’s atmosphere.

The MW discharge of a 90 % N2–10 % CH4 gas mixture at 20 Torr was studied 
to simulate the Titan atmosphere with IAMS [98], because Thompson et al. [99] 
have suggested that such plasmas simulate the energetic process in the upper strato-
sphere of Titan. Many products are detected, which may be precursor molecules 
to the more complex organic compounds that are thought to exist in Titan’s atmo-
sphere, and which are of relevance to the study of the origins of life. The results are 
compared with the Voyager observations and other laboratory simulation systems 
producing organic compounds from Titan-like mixtures.

It was demonstrated that over 70 products could be detected, including HCs, 
nitriles, amines, possibly hydrazines, and two other N-bearing compounds of 
H2C = NH and H2NCN. The hydrocarbons were notably saturated. Among the va-
riety of products, molecules of highest mass include C5H9CN, C5H11CN and so on 
up to (C+N) = 7. In comparing these results with the Voyager IRIS observations and 
with other laboratory simulations, it has been demonstrated that (i) all the gas-phase 
organics found by Voyager are detected in the simulation; the products provide an 
adequate explanation of the constituents detected by Voyager in the Titan atmo-
sphere, (ii) additional products found from the simulation study are predicted as 
products for future, more sensitive, remote, and in situ observations. These results 
suggest that MW plasma may be the analogs to planetary lightning and plasmas as-
sociated with impacts of meteors; properly conducted laboratory experiments may 
be relevant to radiation-chemical (charged-particle–induced) processes in planetary 
atmospheres.

The results may also have implications for chemical evolution in the solar sys-
tem. Our results suggest that nitriles, amines, hydrazines of higher molecular weight 
and their derivatives, such as cyano-acetylenes and dinitriles, might have been syn-
thesized. The presence of these important compounds, as precursors of biologically 
important compounds on Titan, implies that the chemical reactions postulated as the 
formation processes of bases and amino acids on the primitive Earth may be com-
monplace in the planetary system.
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5.2.5.2  Simulation of Earth’s Atmosphere

Interest in NOx species is inspired by the desire to understand their complex spec-
troscopic characteristics on a fundamental level, as well as by their importance in 
the Earth’s atmosphere, especially with regard to key processes relating to ozone 
(O3), hydroxyl radicals, and acid formation [100]. Model calculations indicate that 
background concentrations of NOx in the troposphere may have risen by almost 
100 %, causing a 20 % increase in O3 levels during much of the year. Beck and 
Ehhalt [101, 102] reported significant evidence that 30–50 % of the NOx in the up-
per troposphere is due to aircraft emissions.

Although nearly all (> 90%) of the NOx in the atmosphere is emitted as NO, NO 
is quickly converted to a variety of other species such as NO2, N2O5, HNO2, and 
HNO3 [103]. There are indications that all these species may be involved in a com-
plex way in the behavior of NOx [104]. A full understanding of atmospheric NOx 
has not been achieved, and the existence of ionic NOx+ has not yet been reported. 
Atmospheric NOx has been studied with the help of simulation experiments using 
plasma systems. The use of an electric discharge to partially decompose a chemical 
compound so that the various free radicals, reactive ions, excited molecules, and 
so on generated by the MW or RF discharge react almost immediately with the un-
decomposed parent compound to generate daughter compounds is a technique that 
should have general applicability.

Since MW discharges through N2/O2 in the presence of water are used for simula-
tions [76] of atmospheric chemistry, it would be desirable to examine the effects of 
water in detail. Therefore, Li+ IAMS with a flow system were employed to qualita-
tively detect the product species, paying special attention to the effects of water [105]. 
The products of an MW discharge in air-like gas mixtures (80 % N2, 20 % O2, and 
water) were measured. The products of the discharge are molecules that are thought to 
exist in the atmosphere and are relevant to the study of atmospheric chemistry.

The product species detected in this simulation study were compared (Table 5.2) 
with the species detected in field observations [106]. It is found that the neutral spe-
cies observed in the laboratory resemble the constituents observed in the Earth’s at-
mosphere. On the basis of this resemblance, it is concluded that the MW discharge-
induced chemistry observed in the N2/O2/H2O plasma may be helpful for under-
standing atmospheric chemistry. Laboratory simulation experiments can yield re-
sults directly applicable to the Earth’s atmosphere. It should be noted, however, that 
there are significant differences in the relative amounts of the products, especially 
for NO and HNO2. The ionic products were compared with those detected by Eisele 
et al. [107] in a remote desert area of southeastern Arizona and on top of Mount 
Washington in New Hampshire. No agreement in terms of the products, except for 
one species at m/z 60. A number of ionic clusters with NO+ and H2O

+ produced by 
gas-phase ion–molecule reactions were detected, but the NH4

+ products observed 
by Eisele were not observed. This difference remains unexplained at this time. The 
as-yet-unidentified ionic species at m/z 60 in both studies is probably NO+(NO), 
which is present with considerable intensity in the plasma at a H2O partial pressure 
of  1 Pa. It is assumed that some of the ionic products found in the simulation study 
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that have not been reported by field investigators may eventually be detected in 
more sensitive in situ observations, especially in polluted areas.

5.2.6  Detection of Environmentally Important Species

Many kinds of pollutants can coexist in the atmospheric environment. Real-time 
measurements of pollutants are essential for the conformation of hazards and for 
safeguarding against chemical disasters. In this section, IAMS has been used to 
measure formaldehydes, hydrogen sulfides and perfluorocarbons (PFCs) of volatile 
organic pollutants in the atmospheric environment.

5.2.6.1  Indoors Formaldehydes and Odorous Hydrogen sulfides

Formaldehyde (HCHO) Formaldehyde emitted from the furniture and walls in rooms 
injures the eyes, the nose, and the respiratory organs and causes allergies; this is the 
sick house syndrome. Formaldehyde was a suspected carcinogen. In 2004, the work-
ing group of the International Agency for Research on Cancer (IARC) classified it as a 
human carcinogen [108]. As formaldehyde is a very unstable compound, pretreatment 
for derivatization is essential for GC and liquid chromatography (LC), but not for 
IAMS. IAMS detects for formaldehyde itself in the mass spectrum and demonstrates 
changes in its concentration in real time in the selected ion monitor mode. The detec-
tion	limit	was	9.2	ppb	and	the	correlation	coefficient	( R2) was 0.999. The studies in-
dicate that IAMS can simultaneously monitor other atmospheric odorous substances.

Table 5.2  Analysis of neutral products formed the MW discharge of the mixture of N2 (80 Pa), O2 
(20 Pa), H2O (2 Pa) and comparison with literatures. Adapted from [105] with permission
m/za Simulation study (plasma)  

(relative intensity)b
Troposphere (field study)c  
(relative intensity)d

37 NO (trace) NO (56)
51 N2O (310) N2O (trace)
53 NO2 (100) NO2 (320)
54 HNO2 (550) HNO2 (trace)
69 NO3 (27) NO3 (trace)
70 HNO3 (18) HNO3 (750)
86 HO2NO2 (3.2)
115 N2O5 (trace)

a The observed m/z due to Li+ -adduct
b The percent intensity relative to the peak m/z 53 from the N2/O2/H2O system is given for all the 
products of MW plasmas
c From [107]. Distribution of reactive nitrogen species over Colorado (continental) during August 
and September 1984
d Volume mixing ratio (ppt)
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H2S H2S is responsible for most of the odor problems associated with brewing and 
food processing wastewater treatment. Heavier than air, colorless, corrosive, and 
extremely toxic, it raises serious workplace health and safety concerns [109]. H2S 
was	measured	directly	by	IAMS,	which	yielded	a	calibration	curve	with	0.996	( R2) 
and a detection limit of 0.05 ppm, while the limit of detection (LOD) by conven-
tional MS with EI was 100 ppm, due to interference by the O2 isotope. These results 
demonstrate the possibility not only of measuring odors but also of monitoring the 
quality control of indoors, foods, industrial facilities, and so on.

5.2.6.2  Perfluorocarbons (PFCs)

Global warming is one of the major threats humankind is presently facing. In ad-
dition to naturally available greenhouse gases, such as carbon dioxide, methane, 
and nitrous oxide, manmade greenhouse gases contribute significantly to the global 
warming process [110]. Hydrofluorocarbons (HFCs) and PFCs are potent green-
house gases produced by industries. These gases, plus sulfur hexafluoride (the most 
potent greenhouse gas), play a significant role in the global-warming process. Fur-
thermore, these compounds have extremely long atmospheric lifetimes, resulting in 
their essentially irreversible accumulation within the atmosphere. The commonly 
used PFCs in industries are CF4, CHF3, and C2F6. The global-warming potential 
(GWP) of these greenhouse gases is very high, and they have long lifetimes. The 
atmospheric half lives of CF4, CHF3, and C2F6 are 50,000, 250, and 10,000 years, 
respectively, and their GWPs over a 100-year period are 6300, 12,100, and 12,200, 
respectively, with reference to the absolute GWP for CO2 [34].

PFCs, widely used as fluorine sources in semiconductor manufacturing process-
es such as CVD chamber cleaning and dry-wafer etching, can be emitted as gaseous 
byproducts, along with hazardous air pollutants (HAPs) and various other gases. 
Some of these by-product gases are corrosive, toxic, or long-lived greenhouse gases 
(CF4, CHF3, SiF4, COF2, HF). Reductions in the emissions of PFCs, greenhouse 
gases produced during integrated circuit (IC) manufacturing, are being actively 
pursued by semiconductor manufacturers. Hence, there is a need for reliable moni-
toring methods that are capable of measuring PFCs in real time, at or below the 
maximum permissible concentration, in the IC manufacturing facilities which must 
minimize or eliminate emissions of PFCs and HAPs from their vent streams.

PFC Monitoring Fourier transform infrared spectroscopy (FT-IR) and on-line 
QMS are two analytical techniques commonly used for developing PFC monitors 
[111]. Air and exhaust monitoring using FT-IR methods is a feasible, reliable, and 
cost effective way to support the environmental safety and health (ES&H) programs 
of a diversity of manufacturing companies. Zazzera [112] and Gubner [113] have 
shown that tool exhaust from semiconductor processes, in addition to indoor air 
and other emission sources, can be monitored using commercially available FT-IR 
equipment and published guidelines; however, FT-IR cannot measure concentra-
tions of homonuclear diatomic species such as F2. The ability to quantify F2 emis-
sions without on-site calibration would make FT-IR more versatile and valuable. A 
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QMS would be very helpful in determining the amount of specific PFCs present in 
air [114, 115]. In 1997, a QMS with an electron-impact ion source was used to mea-
sure PFC concentrations. The main disadvantage of this method may be the interfer-
ence of ion signals due to the high probability of PFC fragmentation. This creates 
difficulty in quantitative analysis and the situation is further complicated as most of 
PFCs break into similar fragments. On-site calibration is essential for analysis with 
a QMS. Therefore Harnisch et al. [116] employed MS combined with a GC and/or 
a cryotrap technique for the measurements of CF4, SF6, and C2F6 in the atmosphere.

IAMS for a Direct, Real Time Monitoring In order to support the emission reduc-
tion objectives of the semiconductor industry, the development of standardized ana-
lytical methodologies is necessary. To meet this requirement, IAMS was applied to 
the development of a direct, real-time monitoring method for PFCs emitted from 
IC manufacturing facilities [117, 118]. This technology may significantly improve 
these areas of PFC measurement technology. The compounds studied were sulfur 
hexafluoride (SF6), tetrafluoromethane (CF4), trifluoromethane (CHF3), perfluoro-
ethane (C2F6),	and	perfluorocyclobutane	( c-C4F8).

Effluents of Semiconductor Equipment (Dry Etching Tool) were characterized 
for their composition of unused process chemicals and the by-products to assess 
the environmental impact of its processes and operations. Li+ ion attachment MS 
is the analytical methodology used for continuous measurement of PFCs found in 
the exhausted gases as a result of operating conditions with the intent of developing 
improved methods for PFCs analysis, particularly at the environmental level (ppb 
concentration range). A stream of gas from exhaust is directed into a Li+ ion at-
tachment RC. All sampling was performed downstream of the process tool vacuum 
system to characterize the by-products. The gas sampling system consisted of Tef-
lonTM sample line, approximately 4 m long. The sample line was used to extract 
continuously process emissions from the exhaust of the dry vacuum pump, i.e., after 
the N2 ballast dilution and near ambient pressure. The flow rate was approximately 
12 sccm for all source sampling and standardization. Calibration gas cylinders were 
used for standardization.

The experimental results demonstrate the feasibility of measuring PFC concen-
trations in air by generating ions by Li+ ion attachment and mass analysis. The ana-
lytical method exhibited the following features: (i) high sensitivity, with the ability 
to detect 7 ppb c-C4F8 molecules in air; (ii) the ability to accept high-capacity sam-
ple introduction from atmospheric pressure and to allow easy coupling of various 
sample introduction sources to the mass spectrometric analysis; (iii) the opportunity 
for real-time detection of any PFC species, including radical intermediates; (iv) the 
ability to identify compounds by the generation of ions that do not fragment, which 
is especially useful for the determination of molecular weight; and (v) analysis of 
mixtures where no fragmentation is desired.

Comparison with FT-IR Compared with FT-IR, which has quickly become estab-
lished as a prime analytical method for tracking emission profiles from exhaust sys-
tems within the semiconductor industry, the present methodology has both merits 
and limitations. The MS method may be more sensitive in most cases; however, the 
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most important consideration concerns the relative sensitivity for each species and 
byproduct gas, which is required to accurately characterize and quantify exhaust 
stream content. The relative sensitivity for some species, such as nonpolar mol-
ecules, is too low to be detected with this method. On the other hand, in FT-IR, 
interference from various gases could suppress the ability to analyze certain gases. 
FT-IR has a more limited dynamic range compared to the MS method; moreover, 
a few pollutants cannot be detected by FT-IR. Hence, it can be concluded from 
these considerations that MS and FT-IR are complementary analytical techniques 
for real-time PFC exhaust monitoring. These two methods are valuable to the semi-
conductor industry for a better understanding of the process and for supporting the 
PFC emission reduction programs; however, further investigation is needed to dem-
onstrate the feasibility of lithium ion attachment to PFC concentrations in a “real” 
air sample, which may have a large amount of moisture and interfering molecules. 
The possible interference should be considered carefully.

5.2.7  Identification of Unfamiliar, Complex or Unstable Species

5.2.7.1  Cu Complex

As the electronics industry moves to higher-density IC devices, the circuits will 
have to be fabricated on an increasingly small scale. For this reason, copper will 
soon replace aluminum as the material for conductive interconnects because copper 
has higher conductivity and higher resistance to electron migration than aluminum 
[119]. CVD is a superior process for producing these microscopic metal features. 
CVD of metals such as Al and Cu, which are suitable for microelectronic applica-
tions, has been studied extensively [120, 121]. In the study of the CVD process, 
monitoring techniques can be useful for optimizing the process and associated tools.

Among the many Cu(I) precursors, Cu(hfac)(tmvs) [hexafluoroacetylacetonate 
(hfac) and trimethylvinylsilane (tmvs)], commercially known as CupraSelect, has 
been shown to be one of the best precursors for producing pure copper films with 
low resistivity at high growth rates by means of CVD. This Cu precursor is ther-
mally labile, corrosive and condensable. The organometallic copper–olefin bond 
is relatively weak. Dubois and Zegarski [122] estimated qualitative trends in the 
bond strengths using temperature-programmed desorption to determine the bond 
strength’s role in the deposition rate and selective deposition. According to their 
study, the Cu–(tmvs) bond strength is 12 kcal/mol. This figure is the activation en-
ergy	( Ea) for the desorption of tmvs from the Cu(100) surface.

Accordingly, interest in accurate, rapid, and relatively low-cost monitoring 
methods for the determination of CVD precursors has greatly increased. The CVD 
processes used in the semiconductor industry usually involve precursors that dis-
sociate and either deposit a thin film or etch away a thin film of metal [123]. Dur-
ing the deposition and etching processes, various byproduct gases are formed. For 
specifically determining these molecular species during CVD, the metal films may 
have to be formed at lower temperatures, at higher rates, and with higher qualities 
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than is currently possible. Hence, there is a need for reliable monitoring methods 
that are capable of measuring qualities of precursors in real time, at or below the 
maximum permissible concentration, in IC manufacturing.

A number of methods have been developed to monitor CVD and etching pro-
cesses, including QMS [124, 125] and FT-IR [126, 127]. QMS has high sensitiv-
ity, a large linear dynamic range, rapid response, and the ability to withstand the 
reactive, corrosive nature of the effluent streams being analyzed. For instance, 
Zheng et al. [124] studied the gas-phase evolution and decomposition pathways 
of Cu(hfac)2 with an in situ EI MS and identified the most likely pathways for pre-
cursor decomposition. Substantial progress has been made in the interpretation of 
mass spectra. However, the severe fragmentation that occurs during EI MS hampers 
correct interpretation of the spectra. Naik emphasizes [128] that the absence of any 
copper-containing fragments is attributed to extensive ligand cleavage under the 
harsh EI conditions. These fragmentations are consistent with weak bond strength 
of the copper-olefin bond. FT-IR is a reliable and cost-effective way to monitor 
semiconductor processes, but it is not as sensitive as QMS. A new mass-spectromet-
ric technique that provides high sensitivity and fast response time without extensive 
fragmentation is desirable.

Li+ ion attachment MS was applied to detect [Cu(hfac)(tmvs)], a thermally labile 
precursor used in copper chemical vapor deposition (Cu-CVD), with the intent of 
developing improved methods for mass-spectrometric analysis of the CVD process 
[129–131]. A laboratory-built direct introduction system of the sample provided the 
molecular ion of Cu(hfac)(tmvs) as the Li+ ion adduct for the first time.

Figure 5.10 shows a typical Li+ adduct mass spectrum of the as-received, reagent 
Cu(hfac)(tmvs) in the mass range up to m/z 450. This spectrum was acquired by 
heating the precursor vaporizer and QMS inlet lines. This figure also includes the 
background peaks. One of the observed peaks is the Li+ adduct molecular ion at 
m/z 387 for the test compound, Cu(hfac)(tmvs), without any fragmentation, which 
is completely different from that of EI mass spectrum (not shown). The 70 eV EI 
gives many fragment ions without molecular ions. In addition to the observation 
of the molecular ion, an important feature of IAMS spectrum is the presence of 
peaks at m/z = 107 (tmvs)Li+, 125 (tmvs)Li+(H2O), 207 (tmvs)2Li+, 215 H(hfac)
Li+, and 233 H(hfac)Li+(H2O). Authors believe that these ions do not result from 
the fragmentation of Cu(tmvs)(hfac)Li+, but are attributed instead to the presence of 
traces of the (tmvs) and H(hfac) ligands, the ingredients employed in the synthesis 
of Cu(tmvs)(hfac), in the as-received complex.

Since the feasibility of generating Li+ ion adduct for real-time monitoring of 
products encountered in Cu-CVD process facilities is demonstrated by the use of 
IAMS system, the Fujii group [130] studied the reaction pathways for Cu-CVD by 
Cu(hfac)(tmvs) by analysis of the reaction products. H(hfac) and tmvs were identi-
fied as the main products when Cu(hfac)(tmvs) was heated at temperatures ranging 
from	room	temperature	to	160	°C	in	the	reactor.	The	rate	constant	for	Cu	deposition,	
k (1/s), was determined to be 1.6 × 106	exp(−10.2	kcal/mol	RT ). This kinetic infor-
mation will be useful for improving the growth rate uniformity of CVD processes. 
Volume balances for Cu-CVD reagent used during processing were also estimated.
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5.2.7.2  Polymerization in the C2H2 Plasma

The detection and evaluation of products in the C2H2 discharge plasma have been 
investigated from a phenomenological point of view by a number of investigators 
[66, 132–136]. The polymerization taking place in the plasma is one of the topics 
widely discussed. In most cases, the product has been measured using MS [66, 
135, 136] and OES [132–134]. Kobayashi et al. [136], in a study of glow-discharge 
polymerization of C2H2, measured and identified that the polymer HC species are 
observed, which are most likely composed of highly branched oligomers. They sug-
gested that the free radical mechanism is the key to plasma polymerization. Vasile 
and Smolinsky [66] in a series of mass spectrometric works succeeded in sampling 
positive ions and neutral species from RF plasma. An electron impact energy of 
20 eV was chosen for their work of neutral species. They found hydrogen and di-
acetylene. But no free radical products presumably produced have been observed. 
Many astrophysicist have also measured the production in high-energy electrical 
discharges of organic molecules that are precursor molecules to the more complex 
organic compounds thought to exist in planetary atmospheres. For instance, Killian 
et al. [134] produced H2CCCC and H2CCC in the laboratory in a discharge through 
C2H2 and He in a molar ratio of 60:1. They determined them with a known MW 
spectrum.

The product analysis in MW C2H2 discharge by Li+ ion attachment MS [48], 
has also brought forth a detection in the formation of many unfamiliar HC neutral 
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Fig. 5.10  Mass spectra of copper complex, Cu(hfac)(tmvs), obtained from the simulated Cu-CVD 
reactor at room temperature. (Reprinted with permission from [130]. ©2006, American Institute 
of Physics)
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 products. The studies have been done in terms of MW discharge conditions that the 
ionic species leaving the MW C2H2 plasma were barely detectable intensities to 
confirm the possible presence of these neutral compounds in the gas phase.

Studies have clearly shown that the occurrence of the polymerization processes 
takes place. The identified polymer radicals and stable molecules include: CnH3	( n 
is up to 4), CnH5 (up to 6), CnH7 (up to 4), CnH9 (up to 4) and Cn (up to 8), CnH2 
(up to 8), CnH4 (up to 8), CnH6 (up to 8), CnH8 (up to 7). This observation cor-
relates qualitatively with a rapid deposition of products observed on the inside of 
the flow tube. It is interesting also to note that the most observed species contain 
even-numbered carbon atoms. The most conspicuous among the new features of the 
present spectra are the peaks at m/z 55, 79, 103, 33, 45, 57, 81, and 105, with many 
radical species peaks. These clear peaks observed incidentally must be assigned to 
Cn and CnH2, respectively. It can be concluded also that (1) the CnH2n+1	( n = 2–4) and 
CnH2n−1	( n = 2, 4) radicals have been detected. The intensity trend is clear; species 
with the higher n number decrease in peak intensities. (2) Other highly unsaturated 
radical species with carbon numbers n up to 6 may also be provided and detected by 
the MW C2H2 discharge. These are C4H3, C4H5, C6H5, which have been identified 
for the first time. (3) The plasma of C2H2 from the MW discharge leads to a po-
lymerization process of higher HCs, at least, partially through the radical/molecule 
reactions [134]. There appeared OH radicals in the spectrum when the discharge 
was on. The presence of H2O in C2H2 as impurities may be attributed partly to the 
formation of OH. The CnH radical is observed in the C2H2 plasma [137]. Especially 
the ethynyl radical (C2H) is of fundamental astrophysical interest and occurs in a 
wide variety of natural and artificial environment [138]. However, any the CnH 
species in MW C2H2 discharge-IAMS system could not detected, even though Cn, 
CnH2, CnH3, CnH4 and so on were present.

C2H2/N2 A MW discharge plasma is a prime method for the production of vari-
ous kinds of novel compounds, since many products may be generated in com-
plex ways [72]. In the search for materials with new physical properties, nitrogen 
compounds are a reasonable target since the nitrogen atom forms 3, 4, or 5 cova-
lent bonds leading to unique structural characteristics. In studies related to C2H2 
MW plasma, Bondybey et al. identified a variety of conjugated molecular products: 
cyanocarbon series CnN2	 ( n = 4, 5) [139] and cyanopolyacetylene radical cations 
NC(C≡C)nCN+ [140]. These results suggested there would be considerable interest 
in seeking new products in a C2H2/N2 MW discharge system. The production of gas-
eous HCs, nitriles, amines, and hydrazines in a continuous-flow MW plasma dis-
charge excited in a 20 % of C2H2 + 80 % of N2 mixture at a pressure of 20 Torr is also 
reported. The product analysis was made by Li+ ion attachment MS [141]. A variety 
of N-containing organics (identified as HCnN	( n	=	1–7),	NC(C≡C)nCN	( n = 0–2), 
NC(CH2)nCN	( n = 0–6), CnH2n−1NH2	( n = 0–6), CnH2n+1N(H)NH2	( n = 0–5), and so 
on) were formed and these were tentatively assigned to nitriles, amines, and hydra-
zines. The mass-spectral analysis exhibited progressions differing by 14 mass units. 
Reaction schemes were proposed to explain the formation of some molecules. The 
observed peaks are classified to give three types of N-containing species: nitriles, 
amines, and hydrazines, and also possibly some HCs.
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Nitriles Many products were formulated as CnH2n+1CN	 ( n = 1–5), CnH2n−1CN 
( n = 5), CnH2n−3CN	 ( n = 7), CnH2n−5CN	 ( n = 3), CnH2n−7CN	 ( n = 5), CnH2n−9CN 
( n = 3), and CnH2n−11CN	 ( n = 3). As can be assumed from previous experimental 
results [98], which showed that that the dominant products from MW discharge in 
a CH4/N2 mixture were nitriles, these homologues (corresponding to additions of 
CH2 units) may be saturated or unsaturated nitriles. Their abundance seems to vary 
smoothly with chain length, with CH3CN being most abundant.

Among many the nitriles produced, the cyanopolyynes, HCnN, are particularly 
interesting due to their linear conjugated structures, their biological importance, and 
their abundance in the interstellar medium. The well-known interstellar cyanop-
olyynes HCnN	( n = 1, 3, 5, 7) [142] can be formed abundantly in the present system: 
HCN (relative intensity, 43), HCCCN (51), HCCCCCN (46), and HCCCCCCCN 
(19). In this study, the even numbers of the HCnN series (with n at 2, 4, and 6) were 
also detected; however, their relative intensities were much less than those of the 
cyanopolyynes with odd carbon numbers.

Other significant peaks are observed at m/z 59, 83, and 107, which can be as-
signed	 to	dicyanopolyacetylenes	NC(C≡C)nCN with n at 0, 1, and 2. Cyanogen, 
NCCN, is well known for its production in high temperature environments [143] 
and its postulated presence in the interstellar medium. Since dicyanoacetylene, 
NCCCCN, was first reported in 1909, there have been surprisingly few studies of 
this species [144], despite being of interest as an unusual linear molecule which 
results in an extended π orbital (delocalization of the electrons along the whole mol-
ecule). The interest in these species can be expected to increase in view of the recent 
observations of Grosser and Hirsch [72]: They were able to produce large amounts 
of	NC(C≡C)nCN molecules by vaporizing graphite under helium in a reactor de-
signed for fullerene production in the presence of cyanogen, C2N2. Dicyanoalkanes, 
NC(CH2)nCN	( n = 1–4), are interesting products found in the study that have not 
been reported before. The fraction was fairly constant, the observed intensity ratio 
of the mass lines corresponding to the compounds NC(CH2)nCN	( n = 1–4) produced 
was 100:100:85:77, and the intensity was relatively constant over the n values. It is 
speculated that these compounds will be synthesized in the future.

Amines The products included alkyl amines with single, double, and triple bonds, 
with many homologous members often present in roughly equal yields (within a 
factor of 4). The higher homologues of CnH2n−1NH2	( n = 6–8) were found in higher 
fractions, mainly because the corresponding mass lines were possibly enhanced 
with the same mass signal as HCCCCCCC, CH3CCCCCCN, and C2H5CCCCCCCN 
species.

Hydrazines Some products were formulated as CnH2n+1N(H)NH2, CnH2n+1N = NH, 
CnH2n−1N = NH, and CnH2n−3N = NH. These homologues (corresponding to addi-
tions of CH2 units) may be hydrazines. Other significant peaks at m/z 36 are also 
observed, which can be assigned to H2C  = NHLi+. It is suggested that hot NH2 or CN 
radicals generated by dissociation of initial amine or nitrile products can react with 
each other and with HC species to produce these unfamiliar organic compounds by 
way of their recombination. In conclusion, the C2H2/N2 MW discharge led to the 
production of various kinds of chemical species, and effectively demonstrated that 
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the MW discharge is a method for generating over 70 N-bearing products. Some 
interesting products found in this study were H2C = NH and NC(CH2)nCN. These 
components are predicted to be possible future products. The results may also have 
implications for understanding of chemical evolution in the solar system. These 
results suggest that nitriles, amines, and hydrazines of higher molecular weight, 
and their derivatives, such as cyano-acetylenes and dinitriles, may have been syn-
thesized as precursors of biologically important compounds in planetary lightning 
and plasmas associated with meteor impacts which may be acceptable analogs to 
MW plasmas.

C3N4	 Crystalline	β-C3N4 is a novel hypothetical compound predicted by Liu and 
Cohen [145]. Great interest has been motivated by its super hardness (maybe harder 
than that of diamond) and possibility of synthesis [146]. Many investigators have 
put great effort [147] into synthesizing the polycrystalline C3N4 thin films by using 
various technologies, such as RF sputtering, shock compression, pyrolysis, DC 
sputtering, implantation, electron beam evaporation, laser beam ablation, plasma 
arc, etc. However, no experimental results present evidence for the existence of 
C3N4 in the gas phase. The presence of a gas-phase C3N4 nitride as a marker could 
be invaluable in adjusting experimental conditions to optimize the crystalline pro-
duction. Unexpectedly, the product analysis in MW C2H2–N2 discharge by Li+ ion 
attachment MS [141], has indicated the formation of the C3N4 species. The mass 
spectra exhibit the Li+ adduct peak at m/z 99. This peak is assigned tentatively 
[148] to C3N4. The possibility of production of C3N4 was investigated. The variation 
of m/z 99 intensities with gas composition confirms the involvement of nitrogen. 
Furthermore, variation of nitrile species with gas composition and MW discharge 
power shows simple, clear correlation with that of C3N4. These findings, which are 
at least consistent with the C3N4 assignment, are additional, indirect evidence that 
the m/z 99 peak is C3N4Li+.

5.2.7.3  N3H3 and N4H4

A study has been made of the production of gaseous hydronitrogen chemical spe-
cies in a continuous flow MW plasma discharge excited in hydrazene (N2H4) gas 
and gas mixtures (N2 and H2) at a pressure of 10 Torr. The product analysis was 
made by Li ion attachment MS [149]. Hydrazine has been a subject of photochemi-
cal investigation since the 1960s. Hydrazine vapor is photolyzed at a variety of 
wavelengths [150]. Several researchers have reported the formation of unexpected 
species when N2H4 is subjected to a photolysis. For instance, Schurath et al. report-
ed [151] the formation of many hydronitrogen species, including the free radicals 
NH2, N2H3, and so on. Dissociation into two amino radicals was postulated [152] 
by researchers who used the flash photolysis technique (the amino radical is readily 
detected by absorption spectroscopy). In a study related to the N2H4 MW plasma, 
Willis and Back [153] identified diimide (N2H2).

Hydrazine in a fast-flow system was subjected to a MW discharge near the 
sampling orifice of an ion attachment mass spectrometer. A variety of products are 
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formed and identified mass spectrometrically, assigned tentatively to N2, H2, NH3, 
N2H2, N3H3*, N4H4, N2H3*, and so on. The mass spectral analysis exhibits progres-
sions differing by 14 mass units. The interesting product found in the study was 
N4H2 with which chemical formula no species were listed in the National Institute 
of Standards and Technology (NIST) database. Mass spectrometric evidence is giv-
en for the elusive chemical compounds triazene (N3H3) and tetrazene (N4H4), and 
data on the free radicals NH2* and N2H3*, effectively demonstrating that the MW 
discharge is a method for generating possible new products. Triazene and tetrazene 
have been postulated as intermediates in the oxidation of hydrazine in solution. In 
addition, the interesting neutral hydronitrogen species N3H5 and N4H6 were ten-
tatively assigned. No species with these chemical formulas are listed in the NIST 
database. Formation of N3H5 and N4H6 may involve rearrangement reactions.

MW discharges through molecular N2/H2 gas mixtures are ubiquitously used for 
the synthesis of ammonia and other reagents as well as for plasma processing [154]. 
Most of the processing mixtures have aroused considerable attention as cleaning 
systems, while among the HxNy products, the well characterized compounds dia-
zene (HNNH) and isodiazene (H2NN) [155] are widely used as synthetic reagents 
[156].

MW discharge through a N2/H2 mixture produced various kinds of chemical spe-
cies. Ion attachment mass spectrometric evidence for the elusive chemical com-
pound N4H2 is presented [157]. No species with chemical formula N4H2 is listed in 
the NIST database. Recent ab initio studies of the structure, vibrational frequencies, 
and intensities of the open-chain species HN = N–N = NH [158] indicate that there 
are a considerable number of possible conformations for HN4H. This species can 
be assumed as a possible molecule. Production of triazene and tetrazene as inter-
mediates in the N2/H2 MW plasma was expected, but neither species was directly 
observed in the Li+ adduct mass spectrum. The ionic components observed were N+, 
NH3

+, NH3H
+, (NH3)nH

+	( n = 1–3), N2
+, N2H

+, N2H2
+, and some clustered ions. N2H 

and N2H2 were not observed in the neutral form. The yields of these species read-
ily varied when the gas composition was changed, just as the yields of the neutral 
species did.

5.2.7.4  H2O2, H2O2H+, and H2O3

The following topic is concerned with the presence production of H2O2, H2O2H
+, 

and H2O3 in the gas phase [78, 79].

H2O2H+ The protonated hydrogen peroxide (H2O2H
+) has been long postulated as 

a possible intermediate. According to the NIST-ONLINE search, there are only five 
ionic chemical species which have 35 amu as the molecular weight: Cl+, H3S

+, 
H4P

+, H2FN+, CH4F
+. Surprisingly, H2O2H

+ is not found in the search results, sug-
gesting that the validity of the H2O2H

+ presence has been questioned. During the 
studies on the identification of the principal species produced by the CH4/O2 MW 
discharge, Fujii et al. [78] have succeeded in determining the presence of the pro-
tonated hydrogen peroxides H2O2H

+ in the gas phase. The mass spectra of the dis-
charge plasma, obtained by a direct sampling system, clearly show the peak m/z 35 
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(H2O2H
+), giving the direct evidence that H2O2H

+ is formed in the plasma environ-
ment and detected mass spectrometrically. The influence of certain discharge vari-
ables on yield and concentration of H2O2H

+ was investigated. H2O2H
+ is only minor 

products, compared with other ionic products formed from the CH4/O2 discharge. 
They explain the small yield as follows. Probably the major part of the H2O2H

+ 
formed in the gas phase results from the protonation reaction

 (5.7)

where RH+ is proton donor. In the present CH4/O2 system, RH+ must be CH5
+. The 

difference in proton affinity between H2O2 and CH4 (corresponding base) [159] are 
ca. 40 kcal/mol. This value may not be small enough to avoid direct decomposition 
of H2O2H

+ into O and H2OH+. In conclusion, the direct proof of the presence of 
H2O2H

+ in the gas phase was provided by the direct sampling technique incorpo-
rated with QMS, which is obviously applicable to any reactive species and can be 
used to obtain the mass spectrum.

H2O2 The electric discharge of water vapor has been studies extensively in con-
nection with the synthesis of H2O2 [160]. When water vapor, dissociated by an 
electric discharge, passed into a cold trap, it yielded products that at room tempera-
ture consisted of H2O2 and H2O after the O2 evolution. H2O2 is formed only on a 
sufficiently	cold	surface	(below	−	150	°C),	suggesting	the	involvement	of	surface	
properties. The reaction mechanism in electrically discharged water vapor is not 
very well understood: the necessary fundamental information is mostly lacking. For 
instance, the possible presence of H2O2 in the H2O MW discharge plasma has been 
a matter of question from the viewpoint of the gas phase. Some attempts have been 
made to determine whether H2O2 is really present in the gas phase of H2O discharge 
plasma, using MS with Li+ ion attachment technique. The mass spectra show that 
no appreciable number of H2O2, H2O2

+, or H2O2H
+ has been observed, suggest-

ing these species could neither form nor survive outside the plasma discharge. In 
the course of investigations on the product analysis of the CH4/O2 MW discharge 
plasma [52, 53], it was found that H2O2 may be produced. The Li+ adduct mass 
spectra of the complex product mixture, obtained by MS with Li+ ion attachment 
technique, clearly show the peak m/z 41 (H2O2Li+) among many peaks, suggesting 
that H2O2 is formed in the gas phase of the CH4/O2 plasma. The unique interest of 
the H2O2 compound comes from the important role as intermediates of the chemical 
reactions [161, 162]. English chemists Fabian and Bryce suggested the formation of 
H2O2 during the discharge of CH4/O2 in the 7th symposium on combustion (1956). 
They used electron impact MS. Since this species is very labile and require special 
conditions for its formation, its detection was always difficult for a long time. The 
evidence was either indirect or doubtful. Therefore, it was desirable to secure fur-
ther direct evidence from another method. The Li+ mass spectra of the product spe-
cies provide the first positive identification of stabilized H2O2 in the MW discharge 
CH4/O2 plasma. These are significant mainly from two viewpoints; mass spectro-
metric assignment of the peak at m/z 41 and isotopic consideration of the concerned 
peaks at m/z 40–41. It can be luckily supposed that, under the CH4/O2 plasma condi-
tions, the peak at m/z 41 is H2O2Li+ as the source of the possible compounds whose 

2 2 2 2H O   RH   H O H   R,+ ++ → +
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molecular weights are 34 amu. Furthermore, the observation of the minor H2O2H
+ 

peak gives indirect evidence of H2O2 formation (see above paragraph).

H2O3 During the studies on the identification of the principal species produced 
by the CH4–O2 MW discharge [52, 53, 78, 79], the presence of hydrogen trioxide 
H2O3 was postulated in the gas phase. The Li+ adduct mass spectra of the discharge 
plasma, obtained by the Li+ ion attachment technique, clearly show the peak m/z 57 
(H2O3Li+), giving direct evidence that H2O3 is formed in the plasma environment.

The technique used is IAMS and thereby arrives at concrete evidence of the 
presence of the hydrogen trioxide. A most important advantage of the present study 
comes again from the fact that m/z 57, where the mass number of the Li+ adduct 
complex happens, is virtually free from interference, in contrast with most m/z. The 
presence of a chemical species, whose molecular weight is 50 amu is denoted by an 
increase in the current of the Li+ adduct ions (m/z 57). According to a CASONLINE 
search, there are, surprisingly, only 43 chemical species which have 50 amu as their 
molecular weight. Under the CH4/O2 plasma conditions, the possible compounds 
are either H2O3 or C2H3LiO. It is concluded that from the two candidates the peak 
at m/z 57, due to the Li+ adduct ion, is assigned to H2O3Li+, since the isotopic abun-
dance consideration of the m/z 56 peak relative to the m/z 57 peak indicates con-
taining one Li atom and hence, rules out the possibility of C2H3LiOLi+. An ab initio 
molecular orbital calculation [163] predicts the collisional stabilization of H2O3 by 
the exothermic reaction

 (5.8)

In conclusion, direct proof of the presence of H2O3 in the gas phase was provided. 
Further investigation is desirable to determine the mechanism of production of 
H2O3 under the present conditions. It also appeared desirable to apply the present 
approach to the H2O or H2O2 discharge system, which has been investigated for the 
production of solid H2O3 and related compounds over the last 60 years [164–166].

5.2.8  Restriction of Hazardous Substances, RoHS

RoHS Since the ‘‘Directive on the restriction of the use of certain hazardous 
substances in electrical and electronic equipment’’ (commonly referred to as the 
Restriction of Hazardous Substances directive of the RoHS directive) came into 
force in the European Union (EU) in July 2006 [167]. Some of the same regulations 
on chemical management have been adopted in other parts of the world. The RoHS 
directive restricts the amount of PBBs and PBDEs [168] contained in electrical and 
electronic equipment to less than 1000 ppm. No electronic electric apparatus can be 
marketed in an EU member state if it contains those materials in excess of a desig-
nated value of RoHS. PBBs and PBDEs are among the large variety of brominated 
flame retardants (BFRs) used in plastics and textiles. PBBs are no longer produced, 
but PBDEs were in widespread use before the RoHS directive came into effect, and 

2 2 3OH * HO *   H O+ →
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various recycled polymers may contain PBDEs. Therefore, efforts are being made 
to realize efficient and reliable methods for the management of hazardous RoHS 
substances, including instrumental technologies.

The International Electrotechnical Commission (IEC) [169] is a worldwide orga-
nization for standardization. In 2008, IEC publishes the documents of IEC 62321 as 
an international standard for determination of levels of six regulated substances in 
electrotechnical products, such as, PBBs and PBDEs. The IEC 62321 method con-
sists of two steps, screening and high-precision chemical analysis. Regarding PB-
DEs, the suggested method is screening by fluorescent X-ray analysis (XRF) [170], 
followed by precision analysis by solvent extraction GC-MS. However, this method 
is only included in the informative annex because its reliability has not been con-
firmed. Other precision analysis methods, such as HPLC-UV/MS [171], GC-ECD 
[172], and GC-MS [173, 174], have been previously reported for PBDEs. However, 
these methods have various problems. Some are time-consuming, while others re-
quire the use of toxic solvents for sample preparation for quality control. Therefore, 
a determination analysis method that does not need the use of a toxic solvent in the 
confirmatory analysis is required. Several spectroscopic methods [175, 176], such 
as atomic absorption spectroscopy, FT-IR spectroscopy and Raman spectroscopy 
are used for the rapid analysis of PBDEs in polymers. Although these methods re-
quire no solvent and are relatively quick, they cannot identify all PBDE congeners. 
Additionally, in the analysis of actual samples, the polymer matrix may interfere in 
the detection of PBDEs. When mixtures are analyzed by MS methods, it is usually 
necessary for each component of the mixture to be separated by chromatography 
(such as GC or HPLC), because peaks of fragment ions may be detected from one 
of the components. As a solution to these problems, Toshiba has developed a new 
quantitative analysis method [177] for BFRs in electrical and electronic products 
that utilizes IAMS, which is a very soft ionization method that requires no separa-
tion technique before analysis. This method makes it possible to measure the RoHS 
elements in the plastic materials efficiently and reliably.

DIP-IAMS The Toshiba group performed IAMS analysis with an L-250G-IA (IA-
Lab, refer to Sect. 5.2.2.5) manufactured by Canon Anelva Inc. (Kanagawa, Japan). 
The IAMS coupled with DIP allows the direct mass spectrometric analysis of PBB 
and PBDE in plastic materials without prior pretreatment process [178]. Identifica-
tion is based on their different mass number and isotope distribution pattern. The 
samples were put into aluminum pans of DIP. The plastic samples were cut into 
small pieces of around 1 mg using nippers or a box cutter before they were put into 
the pans (up to 5 pans can be placed on the DIP at one time). In the case of standard 
solution sample, around 2 ml using micro syringes were also put into the pans. The 
samples were sent into the RC one by one and were thermally desorbed by program-
ming DIP. The total analysis time required with this method is generally 40 min, 
that is, very short. The IAMS method is faster than the GC-MS method and results 
in exact differentiation of Br compounds because there is no fragmentation.

Mass Spectrum The ability of the present methods to identify PBDEs and deca-
bromodiphenyl ether (decaBDE) in the plastic samples that contain several BFRs. 
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Decabromodiphenyl ether, which was recently included in the list of compounds 
restricted by the RoHS directive, was used widely till a short time ago. The prob-
ability that decaBDE is present in recycled polymers is higher than other PBDEs. 
In addition, decaBDE has the largest molecular weight and the highest boiling point 
among the PBDEs. Therefore, decaBDE is the most difficult PBDE to measure. For 
this reason, the polystyrene resin sample was tested and the presence of decaBDE 
(m/z 966, (M + Li+) and bis(pentabromophenyl)ethane (BPBPE, m/z 978, (M + 
Li)+) was confirmed as can be seen in Fig. 5.11. The molecular weights of decaBDE 
and BPBPE are similar and their chromatograms overlap, but each compound could 
be identified based on their different mass spectrum and isotope distribution pattern.

Validation Validation study of the IAMS method was made. A calibration curve was 
generated	by	the	least	squares	method	in	the	range	of	0.04–2.0	μg	(0.02–1.0	μg	ml−1, 
injection	volume	2	μl)	using	decaBDE	solution	within	the	range	permitted	by	the	
RoHS directive in terms of concentration in polymers. The coefficient of determi-
nation for the linear regression was 0.99, indicating that the calibration curve for 
the IAMS method has linear dynamic range. The recovery of decaBDE from the 
polymer samples was evaluated using certified reference materials CRM 8108-a 
(317 ± 14 ppm) and CRM 8110-a (886 ± 28 ppm). The recovery and  repeatability 
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values for CRM 8108-a were 81.4 and 6.19 %, respectively, while those for CRM 
8110-a were 85.4 and 5.86 %, respectively. The LOD and the limit of quantification 
(LOQ) were evaluated based on the standard deviation of the peak areas obtained 
from	the	analysis	of	a	sample	containing	0.04	μg	of	decaBDE,	which	was	the	lowest	
level of calibration curve. LOD was assumed to be three times the standard devia-
tion, while LOQ was assumed to be ten times the standard deviation. The obtained 
LOD and LOQ values were 13.5 and 45.0 ppm, respectively (in the case of using 
1-mg solid sample for analysis). These results indicate that the IAMS method is 
applicable to the qualitative analysis of samples to check whether their decaBDE 
levels satisfy the restrictions prescribed by regulations such as the RoHS directive.

Prospective IAMS is well suited for rapid qualitative analysis of PBDEs, and can 
be used for the quality control of materials and parts. Comparison study showed that 
decaBDE concentrations of around 1000 ppm, which is the minimum level required 
by the RoHS directive, could not be detected by FT-IR spectroscopy because of 
its low sensitivity. In fact, decaBDE concentrations of even around 100,000 ppm 
in industrial parts could not be identified by FT-IR spectroscopy, mostly due to 
interference by the matrix. In contrast, IAMS was able to detect a decaBDE concen-
tration of approximately 300 ppm in polymer (analysis conditions: sample weight 
of	 1	mg,	 extraction	 temperature	 of	 100–300	°C	with	 a	 temperature	 increase	 rate	
of	256	°C	min−1). IAMS could also identify other BFRs, such as ethylene (bis-tet-
rabromophthal) imide (EBTBPI) and bis(pentabromophenyl)ethane (BPBPE), and 
decaBDE could identify in mixtures of BFRs. These results indicate that IAMS 
can detect decaBDE in polymer with less interference from the matrix and with 
higher sensitivity than FT-IR spectroscopy. The validation results confirmed that 
IAMS could be used to detect lower concentrations of PBDEs than the maximum 
concentrations permitted by the RoHS directive, and has a possibility of application 
to quantitative analysis in the future in accordance with its improvement. The pres-
ent DIP-IAMS combination system appears to hold great promise for the applica-
tion to analysis of many nonvolatile and thermally labile compounds. It includes, 
for instance, quantification of phthalates (possible endocrine) in polyvinylchloride 
resin, organic tin compounds (environmental pollutant) in antifouling coatings on 
underwater structures, ships and other craft and polychlorinated-n-alkanes (PCAs) 
or chlorinated paraffins in adhesives, paints, rubber, and sealants. It should be noted, 
finally, that IEC technical committee111 has just evaluated IAMS [179] as interna-
tional standard method for determination of certain substances in electrotechnical 
products: phthalates, PBBs, and PBDEs in polymer.
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6.1  Application to Gas Chromatography-Mass 
Spectrometry (GC-MS) Mode

The advantage of ion attachment (IA) techniques is due in part to its compatibil-
ity with most MS techniques [1–3]. Also, it is compatible with chromatograph-
ic inlet systems (i.e., gas chromatography (GC)/mass spectrometry (MS), liquid 
chromatography (LC)/MS) [4]. Thus, applications to GC-MS mode are promising 
analytically in view of the simple mass spectra obtained where pseudo-molecular 
(cationized) ions dominate. Application to GC-MS mode is evaluated as a method 
for qualitative and quantitative determination of several aroma compounds, which 
have very similar retention times. IA technique has the possibility of verifying the 
compound’s identity through its mass spectrum. The co-eluting compounds can be 
separated by their spectra when overlap takes place. The work presented here repre-
sents the example that solves the interference problem.

A	synthetic	aroma	compound	of	2,6-Octadien-1-ol,	3,7-dimethyl	( MW = 154) 
is studied. This compound is analyzed by glass capillary GC-MS by using ion 
attachment ionization in the mass spectrometer. Figure 6.1 shows ion attachment 
mass spectrum over the retention time, 39.5 min. An IA mass spectrum does show 
some abundance (~ 2 %) at m/z 205, indicating the co-eluting interfering com-
pound. This is detected as possible interferences. Sablier et al. carry out a sur-
vey of detection limits by studying a mixture of phthalates (dimethyl, diethyl, 
di-n-octyl phthalate) and deriving the relative IA mass spectra for phthalates by 
ion trap quadrupole mass spectrometer with a gas chromatograph (see Sect. 6.5). 
They showed that the expected ability of this IA technique to characterize elusive 
complex samples is very promising. It is also suggested that the sensitivity for de-
tection could be extended considerably under the ion trap conditions of operation 
via a gas chromatography inlet.
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6.2  Aerosol Mass Spectrometry

The application of mass spectrometric techniques to the real-time measurement and 
characterization of aerosols represent a significant advance in the field of atmo-
spheric science. In 1990s, several groups had developed instrumentation to perform 
online analysis of individual aerosol particles by laser desorption (LD)/ionization. 
These methods are based upon an approach originally described by Sinha [5] and 
McKeown et al. [6] in which aerosol particles are drawn into a mass spectrometer 
and then ablated with a high-energy laser pulse as they pass through the source 
region. Online LD has been combined with a variety of optical particle sizing tech-
niques to characterize ambient particles in the atmosphere over the approximate 
size	range	of	0.3–8	μm	diameter.	Online	LD	has	also	been	applied	to	liquid	chroma-
tography/mass spectrometry (LC/MS) using an aerosol inlet [7].

This section focuses on the aerosol mass spectrometer (AMS), an instrument 
designed and developed at Aerodyne Research, Inc. that is the most widely used 
thermal vaporization AMS [8]. The AMS uses aerodynamic lens inlet technology 
together with thermal vaporization and mass spectrometry to measure the real-time 
volatile chemical speciation and mass loading as a function of particle size of fine 
aerosol particles with aerodynamic diameters between 50 and 1000 nm. The origi-
nal AMS utilizes a quadrupole mass spectrometer with electron impact ionization 
and produces ensemble average data of particle properties. Later versions employ 
time-of-flight (TOF) mass spectrometers and can produce full mass spectral data 
for single particles. Instrumental developments, such as the incorporation of softer 
ionization techniques (vacuum ultraviolet (VUV) photo-ionization, Lithium ion 
attachment, and dissociative electron attachment) and high-resolution TOF mass 

Fig. 6.1  An ion attachment mass spectrum of 2,6-octadien-1-ol, 3,7-dimethyl together with total 
ion chromatogram (TIC) and selected ion monitoring (SIM) for m/z 161 and 205. The mass peak 
at m/z 205 indicates the co-eluting interferences. GC separation column; Inert Cap CHIRAMAX 
30 m x 0.25 mm ID, df	=	0.25	μm,	Carrier	gas;	He	1.2	ml/min.	(©2009,	Canon	Anelva,	Data	sheet)
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spectrometers, that yield more detailed information about the organic aerosol com-
ponent are reported.

A schematic representation of the Aerodyne AMS is shown in Fig. 6.2. The in-
strument has three main sections: the aerosol inlet (particle inlet), the particle sizing 

Fig. 6.2  Schematic of an Aerodyne aerosol mass spectrometer (AMS). Vaporized aerosol species 
are ionized and analyzed via mass spectrometry. This figure shows the ion attachment version 
of ionization methods. Other existing versions of the AMS that utilize several unique ionization 
methods and developments that are not shown in this schematic are discussed in the text. Extended 
drawing of flash vaporizer system shows that the particle beam first impacts on a vaporizer, and 
volatile aerosol components that vaporize are subsequently subjected to cationization. The unique 
feature of this detection scheme is the fact that a vaporizer is directly coupled into an ion attach-
ment technique to enable a two-step particle vaporization and ionization process. The separation 
of the vaporization and ionization processes allows for quantitative detection of aerosol mass with 
the AMS. (Reprinted with permission from Ref. [8]. ©2007, John Wiley and Sons)
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chamber (aerodynamic sizing), and the particle composition (detection section). 
The aerosol inlet samples submicron aerosol particles into the AMS through an 
aerodynamic lens, forming a narrow particle beam that is transmitted into the detec-
tion chamber where volatile components are flash vaporized upon impact on a hot 
surface	(~	600	°C)	under	high	vacuum	(10−5 Pa) and chemically analyzed via MS 
(an Li+ ion source integrated into the ionizer/vaporizer of the AMS is drawn below 
in this figure). Three versions of the AMS are currently in use. These versions vary 
in the type of mass spectrometer, using a quadrupole mass spectrometer (QMS), a 
time-of-flight mass spectrometer (TOF), or a high-resolution TOF mass spectrom-
eter (HR-TOF). The three AMS versions are described in detail by Jayne et al. [9], 
Drewnick et al. [10] and DeCarlo et al. [11], respectively.

Detailed organic analysis is difficult to achieve with the electron impact ioniza-
tion data because extensive fragmentation reduces the differences in mass spectra 
among species. One of the recent developments in AMS technology is the use of 
ionization methods that are softer than 70 eV EI ionization. Soft ionization methods 
would also enhance the specificity of the AMS technique to target specific groups 
of species that are preferentially ionized by a given technique. The use of single-
photon ionization using VUV light from a krypton discharge lamp that emits radia-
tion at 10 and10.6 eV has been demonstrated at Aerodyne Research, Inc. and de-
ployed in field measurements at University of California, Riverside and in chamber 
studies at the Paul Scherrer Institute, Switzerland [12]. In this technique, a VUV 
resonance lamp is integrated into the AMS vaporization/ionization region and used 
in alternation with the standard EI ion source to optimize quantitative information. 
VUV ionization reduces fragmentation enough that the parent molecular ion is ob-
served. A second soft ionization technique under development for AMS deployment 
is Lithium ion attachment MS [1, 4, 13, 14]. IAMS has the advantage that it gener-
ally occurs without fragmentation or the occurrence of side reactions and therefore, 
almost solely results in the formation of quasi-molecular adduct ions. The resulting 
mass spectra are relatively simple and easy to interpret. A Li+ ion source has been 
integrated into the AMS instrument (see Fig. 6.2). A note; the high-resolution TOF-
AMS will produce more detailed spectra, from which additional information about 
the organic aerosol components may be extracted.

6.3  Ion Mobility Spectroscopy

Ion mobility spectrometry (IMS) [15, 16] is basically an ion-separation technique at 
atmospheric pressure. IMS is a relatively inexpensive and useful method for the de-
tection of many compounds such as explosives, chemical warfare agents, and drugs 
of abuse. Ions in IMS are separated according to their individual velocities as they 
drift through an inert gas driven by an electric field. For over 20 years, radioactive 
sources, especially 63Ni, have been the ionization source of choice for IMS. Due to 
oxidation, a 63Ni radioactive source must be periodically tested following nuclear 
regulatory commission (NRC) procedures. Furthermore, manufacturing, transport-
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ing, storing, operating, and disposing of hardware containing a 63Ni radioactive 
source must follow the NRC regulations. These problems and limitations encourage 
the use of a substitute nonradioactive ionization source for IMS. One of the alter-
nate sources proposed for IMS is the alkali cation emissive source. Alkali ions of 
K+, Na+, Li+, Rb+,and Cs+ are easily produced by heating chemical salts of different 
alkali metals on filaments [17, 18].

Alkali cation emitters were used in IMS by Tabrizchi et al. [19, 20]. The experi-
mental setup is shown in Fig. 6.3. The IMS cell is made of a 4 cm OD glass tube on 
which 15 stainless steel guard rings are mounted. The ionization and drift regions 
are 5 and 15 cm wide, respectively. The shutter grid is mounted inside the glass 
tube. A graphite intercalation salts compound coated on the filament is used in this 
instrument as the ionization source. The filament is powered by a variable power 
supply isolated from the ground by a transformer. Another isolated high-voltage 
power supply is employed to adjust the potential of the filament (50–200 V) with 
respect to the first guard ring. Pure nitrogen is used as the drift and carrier gases 
at flow rates of 500 and 100 mL min−1, respectively. In this work, graphite inter-
calation compounds are proved to have the capability of being used as an alkali 
ion source. A number of compounds including methyl isobutyl ketone, dimethyl 
sulfoxide, acetone, and tetrahydrofuran are successfully ionized by these alkali ion 
sources. Each substance produced a distinctive ion mobility pattern. The source also 
ionizes some alkali salts via cation attachment reaction [19]. Although the source 
is demonstrated to work for ion mobility spectrometry that operates under atmo-
spheric pressure, it can also be used in vacuum for applications such as mass spec-
trometry or ion beams.

Fig. 6.3  Schematic of the ion mobility spectrometer with a thermionic source of graphite inter-
calation salt compounds. (Reprinted with permission from Ref. [20]. ©2008, Institute of Physics. 
IOP Science)
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6.4  Pyrolysis Mass Spectrometry

6.4.1  Pyrolysis for Thermal Analysis

A number of analytical methods are used for thermal analysis [21, 22] including 
thermogravimetry, differential thermal analysis, differential scanning calorimetry, 
pyrolysis (evolved gas analysis, EGA), combined with Fourier transform infrared 
spectroscopy, MS, and gas chromatography/mass spectrometry (GC/MS). Pyrolysis 
mass spectrometry (Py-MS) can be a universal method [23]. In addition, EGA–MS, 
which can be considered a second generation of Py-MS, has been developed [24, 
25] and found to be useful for thermal analysis, particularly in the characterization 
of thermal decomposition processes. In addition to standard mass spectra, mass 
spectra obtained in total ion monitoring or selected ion monitoring mode as a func-
tion of temperature (spectra that are equivalent to a pyrogram or thermogram) can 
provide information for kinetic studies of thermal decomposition processes.

In almost all MS studies, electron-impact ionization is used to analyze the deg-
radation products. An electron impact spectrum consists of the molecular and frag-
ment ions produced by sample pyrolysis. Some difficulties occur such as thermal 
decomposition products with energetic electrons cause further fragmentation, and 
fragmentation of the degradation products may depend strongly on the instrument 
conditions, especially in the ion source of the mass spectrometer. Therefore, the 
development of an efficient mass spectrometer for rapidly identifying species in 
thermal (chemical) processes is needed.

For this purpose, a system that combines an ion attachment quadrupole mass 
spectrometry (IAMS) [1–4] with a various kind of direct inlet probe [26] or an in-
frared image furnace (IIF) [27] unit for EGA has been developed [28]. EGA is most 
effectively performed by means of MS because of its specificity and sensitivity. 
The system enables us to introduce thermally decomposed analytes at atmospheric 
pressure directly into the IAMS system. One of the biggest advantages of IAMS 
is that it can be used to directly analyze gaseous compounds because it provides 
mass spectra only of the molecular ions formed by ion attachment to any chemical 
species introduced into the spectrometer, including free radicals. Direct continuous 
measurements are feasible on a real-time basis for many radical species and stable 
molecules in a dynamic system. These features can help us to expand the applica-
tions of IAMS into areas such as product analysis in plasma reactors, monitoring of 
catalytic processes, detection of cigarette smoke, detection of interstellar species, 
etc. The compatibility of thermogravimetry with IAMS also provides [29, 30] ex-
cellent temporal correspondence between thermogravimetry and mass spectral data, 
as well as the ability to identify and resolve complex coevolving products. This 
method appears to hold great promise for the analysis of nonvolatile d-metal com-
plexes, and thermally labile medicinal compounds. Applications involving pyroly-
sis GC/IAMS are also promising analytically, in view of the simple mass spectra 
obtained where pseudo-molecular ions are predominant (see Sect. 6.1).

In this section, the technical details and operation of the EGA–IAMS system are 
described, together with several advantages that this system has over conventional 
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mass spectrometers. The EGA–IAMS system work well for nonvolatile, untreated, 
and complex samples such as lacquers because the simplicity of the ion attachment 
spectrum permits the analysis of mixtures electron-impact spectra of which are dif-
ficult to interpret. Interesting applications for thermal analysis and detection of free 
radicals in thermal processes are reviewed.

6.4.2  Temperature-Programmed Heating Probe for Evolved 
Gas Analysis (EGA)

The group of Fujii designed a simple EGA system to act as a sampler between solid 
samples at atmospheric pressure and the high vacuum inside a mass spectrometer 
[26, 28]. The newly designed stainless steel EGA system is simple, small, and rug-
ged, and it fulfills all the basic requirements for EGA. Temperature parameters are 
programmable	with	a	maximum	heating	rate	of	60	°C	min−1 and a maximum tem-
perature	of	600	°C.	With	this	system	coupled	with	IAMS,	it	is	possible	to	study	the	
temperature-programmed decomposition of a number of solid materials by detect-
ing any chemical species on a real-time basis. Another advantage is the ability to 
directly analyze gaseous constituents; because the ion-attachment process is non-
dissociative, it generates (M + Li)+ that do not fragment. The fragment-free mea-
surement of chemical species permits the analysis of mixtures with electron-impact 
spectra that are difficult to interpret.

EGA Probe Figure 6.4 is a schematic drawing of the cutaway side view of the 
EGA-probe inlet system fabricated and part of the lithium ion attachment mass 
spectrometer [26]. The newly designed inlet system for the mass spectrometer con-
sists of a gas inlet in the inner tube through which a buffer gas is introduced to 
carry the evolved gas. This arrangement ensures that the analyte flows in a constant 
stream from the sampler into the mass spectrometer. The EGA probe consists of two 
concentric stainless steel tubes (200 mm long with a 15.8 mm o. d., and 280 mm 
long with a 6.4 mm o. d.). A holder with the sampler at its center is fastened to the 
end of this probe. The EGA probe is placed in front of the reaction (ionization) 
chamber of the mass spectrometer with a conflat flange in such a way that the sam-
pler is located 10 mm from the Li+ emitter. This distance is adjustable, but 10 mm 
was found to be optimal in terms of sensitivity. The sample is introduced through a 
vacuum isolation valve into the MS. The purpose of the isolation valve is to permit 
the sampler, which is at atmospheric pressure, to be injected into the vacuum system 
while still keeping a good vacuum for the MS operation. The sampler (Fig. 6.4) is 
made of heat-resistant tantalum alloy. The heating element (a micro ceramic heater, 
15 V, 15 W) is contacted on a holder body that holds the sampler on the upper end 
and a thermocouple at the bottom. An EGA probe controller controls the program-
mable heating, in which the goal temperature, the rate of heating, and the length 
of constant-temperature periods in each step can be set up. The maximum operat-
ing	temperature	is	600	°C.	While	the	analytes	are	introduced	directly	into	the	mass	
spectrometer, the pressure of the RC is maintained between 60 and 133 Pa, which is 
the optimum pressure for the formation of Li+ adducts through a termolecular asso-
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ciation reaction. A thermogram can be obtained with a temperature-programmed 
heating probe with total ion monitoring or selected ion monitoring. The probe can 
also serve as an isothermal or temperature-programmed flow reactor for homoge-
neous, heterogeneous, or thermal decomposition kinetic studies. The non-isother-
mal method has the advantage of using only one sample for the entire experiment.

Acrylamides With the EGA-IAMS system, the thermal decomposition of poly-
acrylamide (PAA) is investigated. The thermal decomposition of polyacrylamide 
(PAA) has received continued attention in the literature [31, 32] for the following 
reasons: (i) PAA is used as an important thermoplastic material in many indus-
tries; (ii) the acrylamide monomer, which is a neurotoxin and carcinogen, can be 
present in small amounts in polymerized acrylamide; (iii) PAA used in the food 
industry may contaminate food with acrylamide. Thermal decomposition of PAA 
under certain conditions has been reported to cause the release of acrylamide, and at 
cooking temperatures, degradation reactions are likely to occur. Therefore, a thor-
ough understanding of its thermal behavior is of crucial importance for end-use 
applications. However, only a few reports about acrylamide production [33] or the 
thermo-oxidative behavior [34] and kinetics of acrylamide decomposition [35] have 
appeared in the literature. This information is essential to understand the thermal 
decomposition properties of PAA materials during their thermal destruction.

Fig. 6.4  General overview of the EGA probe attached to the lithium ion attachment mass spec-
trometer used; extended view of EGA probe showing (1) sampler, (2) sampler holder, (3) heater, 
(4) thermocouple, (5) gas inlet, and the whole system of EGA probe and IAMS, showing (6) sam-
pler, (7) isolation valve, (8) detachable flange, (9) slide guide, and (10) Li+ emitter. (Reprinted with 
permission from Ref. [26]. ©2010, John Wiley and Sons)
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The ion attachment mass spectrum clearly indicates [36] that pyrolysis of PAA at 
around	450	°C	produces	many	products	(e.g.,	amides,	imides,	nitriles,	ketones,	al-
dehydes, and acrylamide oligomers). Monomer acrylamide, which is a possible car-
cinogen, is produced abundantly in the thermal decomposition process. The mass 
chromatogram (pyrogram) of the many products associated with reaction tempera-
ture can be informative for kinetic studies to show how acrylamide, a neurotoxin 
and animal carcinogen, is released. By selecting the specific ion chromatogram of 
m/z 78 and following it over the entire reaction temperature range, the evolution 
profile of the corresponding acrylamide monomer during decomposition can be 
seen in Fig. 6.5.	The	peak	at	m/z	78	appeared	at	350	°C,	increased	to	a	maximum	at	
430	°C,	and	then	almost	disappeared	at	around	530	°C.	This	figure	also	illustrates	
the total ion monitoring (TIM) profiles of all the decomposed species, indicating 
that	thermal	decomposition	started	at	above	350	°C.

The apparent activation energy (Ea) of a decomposed reaction is considered to 
be an energetic threshold for that reaction. Thus, Ea is commonly determined to 
evaluate the thermal stability of polymers. The integral method of Knumann et al. 
[37] is commonly used to evaluate Ea for the pyrolysis of solid materials. A pyro-
gram (thermogram, multi-ion detection) obtained from an EGA system gives the 
relative number of decomposition product molecules and indicates their production 
rates. The degree of conversion at any temperature T can be obtained from the area 
(determined by integration) under the program curve between the temperature at the 

Fig. 6.5  Evolution profiles of thermal products during pyrolysis of polyacrylamide (PAA) in 
nitrogen, shown by total ion and selected ion chromatograms.1, total ion, 2, acrylamide. Inset 
Arrhenius	plot	 for	 acrylamide	 signals	over	 the	 temperature	 range	350–400	°C.	 (Reprinted	with	
permission from Ref. [36]. ©2012, Springer)
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start of the signal, T0, and T. The ionic signal (i) acquired from real-time multiple 
ion detection of chemicals released from thermally decomposed specimens, such as 
acrylamide,	has	been	used	to	obtain	the	functional	(α)	form	of	kinetic	rate	expres-
sions.	From	plots	of	ln[(dα/dT)/(1−α)]	vs.	1/T,	Arrhenius	parameters	such	as	Ea	and	
the pre-exponential factor (A) can be determined. The intensities of the Li+ adduct 
signals	at	m/z	78	are	measured	over	the	temperature	range	350–400	°C	in	a	nitrogen	
atmosphere to obtain the rate expressions for PAA degradation, with the assump-
tions that (i) a simple correlation exists between the adduct ion signal of the acryl-
amide product and acrylamide concentrations, and (ii) the decomposition reaction 
is first order (unimolecular). The slopes of the plots of temperature versus signal 
intensity in the region are constant (inset of Fig. 6.5). An Ea of 143.02 kJ mol−1 with 
an A of 1.18 × 109 from the plots for acrylamide is calculated. The activation energy 
of the thermal decomposition of acrylamide exhibits different behaviors in different 
environments. This information will be helpful in understanding acrylamide release 
from PAA.

Vitamin C and B6 Ion attachment mass spectrometry with a temperature-pro-
grammed direct probe allows the detection of intact pyrolysis products. It, therefore, 
offers the opportunity to monitor directly thermal byproducts on a real-time basis 
and potentially to detect thermally unstable products. EGA-IAMS is used to study 
the real-time, non-isothermal decomposition of vitamin C [30]. The results were 
compared with those obtained in a similar study on thermal decomposition of vita-
min C using pyrolysis GC/MS. Significant differences were found between the two 
techniques, in terms of the nature and relative amounts of products formed. A major 
difference between the two techniques was in the transportation time of the pyroly-
sis products out of the pyrolysis chamber (or hot zone). The time was significantly 
shorter in EGA–IAMS than in pyrolysis GC/MS, which reduces the occurrence of 
secondary reactions of the primary pyrolysis products. Some decomposition prod-
ucts formed in the EGA–IAMS system were not detected in the previous pyrolysis 
GC/MS study [38] and thus were detected for the first time. For instance, dehydro-
L-ascorbic acid was observed as a decomposition product. This compound was the 
main degradation product detected by means of EGA–IAMS. While it is an impor-
tant compound because it possesses some biological activity, dehydro-L-ascorbic 
acid is difficult to measure due to its chemical instability.

Thermal decomposition of pyridoxine (Vitamin B6 group) is also investigated 
[39]. Pyridoxine is an important vitamer in food and pharmaceutical products. Heat 
treatments applied during preparation or storage of the products cause the decom-
position of pyridoxine [40, 41]. Identification and understanding of the degrada-
tion products of pyridoxine and studying its decomposition kinetics are essential 
in the preparation and preservation of pyridoxine-containing foods and pharma-
ceutical. Real-time, non-isothermal decomposition of pyridoxine was studied. Ar-
rhenius parameters for the thermal decomposition of pyridoxine were obtained via 
the TIM curve. The results demonstrate that most of the pyridoxine evaporated in 
molecular form, but the formation of pyridoxal and o-quinone methide, both bio-
logically important species, was also observed from the solid-phase degradation of 
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pyridoxine. The observation of o-quinone methide, a species possessing anticancer 
activity, was particularly noteworthy due to its chemical instability. The activation 
energy (Ea) for pyridoxine decomposition determined by EGA-IAMS was found 
to be 20.0 kcal mol−1, and the pre-exponential factor (A) was 5.7 × 109 min−1. The 
calculated kinetic parameters are important for predicting the thermal stability of 
pyridoxine vitamer. The estimated lifetime (t90	%,25	°C)	of	1.7	×	10

−2 years in nitro-
gen was also obtained from the EGA-IAMS experiment.

Ti(C5H5)2Cl2 Characterization of the compound Ti(C5H5)2Cl2 was studied using Li+ 
ion attachment mass spectrometry (IAMS) as an analytical methodology [42]. Since 
this target compound is used as an anticancer drug in the treatment of leukemia [43], 
accurate and rapid monitoring methods for the determination of titanium drugs in a 
hospital environment are desirable. An EGA probe was used to study the tempera-
ture-resolved behavior of this compound. The slope of the plot of signal intensity of 
Ti(C5H5)2Cl2Li+ versus temperature for Ti(C5H5)2Cl2	sublimation	from	60	to	100	°C	
was used to determine an apparent activation energy (Ea) of 124.43 kJ/mol for the 
sublimation of Ti(C5H5)2Cl2.	However,	Δ(PV)	corrections	should	be	considered	for	
the calculation of enthalpy. The enthalpy of sublimation is calculated using the fol-
lowing relationship

 (6.1)

where	Δ(PV)	=	RT	=	−2.5	kJ/mol	at	298.15	K.	Since	the	sublimation	process	is	very	
endothermic, Ea for sublimation can be assumed (approximated) as the internal 
energy	difference,	ΔEinternal energy. When the above-calculated Ea values were used 
for	ΔEinternal energy	and	Δ(PV)	correction	was	made,	the	enthalpy	of	sublimation	was	
calculated as 121.93 kJ/mol. This value should be closely associated with the molar 
enthalpy of sublimation of Ti(C5H5)2Cl2. In fact, it agrees well with the reported 
enthalpy value of 118.8 kJ/mol obtained by combustion calorimetry of Ti(C5H5)2Cl2 
[44]. These results demonstrate that the IAMS methodology can be used to study 
the enthalpy of sublimation for d-metal complex materials.

6.4.3  Infrared Image Furnace (IIF)

To permit thermal stability studies of a wide range of nonvolatile materials under 
atmospheric conditions or in a flowing stream, an IAMS system coupled with an 
infrared image furnace (IIF) was developed (Fig. 6.6) [27]. An orifice interface 
system to be placed between the sample IIF at atmospheric pressure and the high 
vacuum inside a mass spectrometer was designed. The IIF used as the heat source 
consists of two tungsten lamps. The lamps are placed within gold-plated, parabol-
ic	reflecting	surfaces,	which	can	heat	a	sample	up	to	1100	°C	at	a	heating	rate	of	
10	°C	sec−1. The buffer gas, which also acts as the cooling gas, is drawn at a rate of 
30 mL min−1 from the gas cylinder into the IIF. To ensure entry of the evolved gas 

internal energyH E (PV)∆ = ∆ + ∆
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into the IAMS, an orifice is set up as follows: The concentric quartz tube (100 mm 
long, with 20 mm outer diameter and 18 mm inner diameter) has an orifice with a 
70	μm	diameter	at	its	center	and	a	stainless	steel	exit	tube;	IIF	is	fixed	to	the	flange	
of a gate valve with an O-ring system. The sample gas is carried to the Li+ ion reac-
tion chamber of the mass spectrometer through the gate valve in such a way that the 
outlet of the exit tube is located 15 mm from the Li+ ion emitter. This arrangement 
ensures that the analyte flows in an unperturbed stream from the IIF into the IAMS. 
The sample cell is made of alumina (5 mm diameter) and is placed in the platinum 
holder of the IIF.

The performance and applicability of the IIF-IAMS system is illustrated by 
polytetrafluoroethylene (PTFE) samples. The potential of the system for the analysis 
of oxidative pyrolysis has also been considered. The temperature-programmed de-
composition of PTFE gave constant-slope plots of temperature versus signal intensi-
ty in a defined region and provided an apparent activation energy of 28.8 kcal mol−1 
for the PFTE decomposition product (CF2)3. The IIF-IAMS experiments have been 
conducted to elucidate the effects of copper(II) chloride on the formation of aro-
matic compounds during the pyrolysis of polyethylene. Under the time-resolved 
pyrolysis conditions of IIF-IAMS, the effects of CuCl2 were measured to compare 
the variation in ratios of alkenes and aromatics during polyethylene thermal degra-
dation when pyrolysis temperature was increased [45]. Thermogravimetry experi-
ments and X-ray powder diffraction analysis conducted under similar conditions to 
those used for IIF-IAMS enabled us to characterize the oxidation states of copper 
prevailing during the thermal degradation process of polyethylene in the presence 
of CuCl2.

Fig. 6.6  General scheme of the IIF attached to the Li+IAMS: a the infrared image furnace (IIF) 
at atmospheric pressure, showing the IR lamp unit (1) and position of the sample holder (2), b the 
interface,	which	has	a	concentric	quartz	tube	with	a	70	μm	orifice	at	its	center	(3)	and	exit	stainless	
steel tube (4), both of which are fixed to the flange of the gate valve (5), c the reaction (ionization) 
chamber at the pressure of 100 Pa, with the Li ion emitter (30 V) bead fused onto the Ir wire (6), 
electrode (40 V) (7), and electrostatic lens (0,-150, 0 V, respectively) (8), d the envelope for quad-
rupole MS (9). (Reprinted with permission from Ref. [27]. ©2009, American Chemical Society)
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Bisphenol A The accumulation of plastics in the environment is a matter of great 
concern [46]. One of the available solutions, waste recycling also known as incin-
eration, can be used to transform waste plastics into energy. However, the combus-
tion of plastics can produce many gaseous products, the nature of which depends 
mainly on external conditions, such as temperature and oxygen availability. Accord-
ingly, a series of pyrolysis experiments were conducted with the IIF–IAMS system 
to mimic the reductive environment and conditions within incinerators [47]. Li+ 
IAMS has considerable advantages for product monitoring in the gas phase in com-
parison with traditional electron-impact MS. Unlike traditional MS that involves 
ionization by high-energy electrons, IAMS preserves the profiles of the product 
molecules much better, allowing their detection as adduct ions without any frag-
mentation. Among the pyrolysis products of polycarbonates, Bisphenol A (BPA) 
may be of most concern [48, 49]. BPA is an endocrine disruptor; although its acute 
toxicity is low, there is concern that long-term exposure to low doses of BPA may 
induce chronic toxicity in humans. Therefore, it is important to lower BPA emis-
sions if possible [46]. Experiments were conducted with polycarbonate pyrolysis in 
nitrogen and air atmospheres [50]. In air, a BPA emission peak is observed at lower 
temperature than that observed in the nitrogen atmosphere. This clearly shows that 
there are two different mechanisms of BPA production, but the details are not yet 
known [51]. In further experiments, a mixture of polycarbonate and CuCl2 in a ratio 
of 1:3 was pyrolyzed [47]. The amount of evolved BPA was almost 1/100 of that 
when no CuCl2 was present. Thus, one can expect that BPA emission can be suc-
cessfully reduced not only by the addition of CuCl2 but also by other metal salts.

Cisplatin IIF-IAMS was evaluated as an analytic methodology for the measure-
ment of the thermally labile, nonvolatile, and insoluble compound cisplatin, which 
is used as an anticancer agent in the treatment of testicular and ovarian cancers 
[52]. Takahashi et al. [53, 54] aimed to develop an improved method for the mass 
spectrometric determination of cisplatin, particularly in its molecular ion form. 
Full-scan	spectra	were	obtained	with	10	μg	samples.	This	system	provided	cisplatin	
molecular ions as Li+ ion adducts; this was the first reported instance of cisplatin Li+ 
ion adducts. It is confirmed that cisplatin vaporized partially in molecular form. IIF 
combined with IAMS was also used to study the temperature-programmed decom-
position of this drug [53]. The slope of the plot of signal intensity versus temperature 
for	cisplatin	decomposition	from	225	to	249	°C	was	used	to	determine	the	apparent	
activation energy of 38.0 kcal/mol for the decomposition of cisplatin. This value of 
decomposition parameter is useful for predicting drug stability (shelf life). These 
studies demonstrate that IAMS can be a valuable technique for the direct mass 
spectral analysis and kinetic study of d-metal complex platinum anticancer agents.

Japanese Lacquer Films Lacquers are used ubiquitously as surface-coating materi-
als for wood, porcelain, and metal. The main component of Japanese lacquer (“uru-
shi”	in	Japanese)	is	urushiol,	a	brown	liquid	(boiling	point,	200–210	°C)	consisting	
of a mixture of several catechols, each substituted with a saturated or unsaturated 
alkyl chain of 15 or 17 carbon atoms [55]. The liquid that causes an allergic skin 
reaction in most people, is obtained from the sap of the Japanese lacquer tree (Rhus 
vernicifera) and can be polymerized to form lacquer films. Lacquer films have been 
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used in Asian countries for thousands of years as durable, tough, functional, and 
beautiful coatings. Therefore, analytical methods for the chemical characterization 
of lacquers are important, especially for studies of the conservation and restoration 
of lacquered objects [56, 57].

Lacquers have been chemically analyzed by means of various techniques in-
cluding chromatography/mass spectrometry(GC/MS), solid-state 13C nuclear mag-
netic resonance spectroscopy, Fourier transform infrared spectroscopy, and X-ray 
photoelectron spectroscopy. However, of these conventional methods, only mass 
spectrometry provides information about the chemical components of lacquers [58]. 
Furthermore, most of these methods are time-consuming, and they demand large 
amounts of sample and complex pretreatment procedures. The products of pyrolysis 
of lacquer polymers have been studied by means of thermogravimetry/differential 
thermal analysis, infrared spectroscopy, and mass spectrometry by Miyakoshi et al. 
[59–61]. These investigators reported that two-stage pyrolysis-gas chromatogra-
phy/electron impact mass spectrometry is effective for the rapid analysis of lacquer 
films with only small amounts of sample and no sample preparation. Many articles 
on the use of this method for the examination of lacquer art objects and archaeologi-
cal lacquer materials have been published, including a useful review [62]. However, 
interpretation of electron impact mass spectra is complicated by molecular frag-
mentation. The electron impact mass spectra of urushiol, even in its unpolymerized 
state, show many different fragmentation ions. Therefore, the pyrolysis mass spec-
tra of polymerized lacquer films can be expected to be even more complex.

IAMS with a temperature-programmed direct probe offers the opportunity to 
study directly the thermal degradation processes occurring in complex natural ma-
terials, as well as the chance to determine the identity of a lacquer source by identi-
fication of different types of lacquer monomer [63, 64]. A typical mass spectrum of 
the thermal products of a Japanese lacquer film was obtained by rapid heating up to 
500	°C	in	N2 gas environment (Fig. 6.7). Many peaks were found from m/z 315–345 
(Fig. 6.7 inset). These peak clusters were identified as pure urushiol monomer mol-
ecules. Urushiol is a mixture of a catechol substituted with an alkyl chain of 15 or 17 
carbon atoms; urushiol is a mixture of saturated and unsaturated molecules. Studies 
have revealed that lacquer can be roughly classified into three types: Japanese (or 
Chinese) lacquer (based on the urushiol monomer), Vietnamese lacquer (based on 
the laccol monomer), and Burmese lacquer (based on the thitsiol monomer). The 
mass spectral analysis of the urushiol monomer is interesting because identification 
of the type of lacquer monomer (urushiol, laccol, or thitsiol), can allow researchers 
to identify the source of ancient archeological lacquerware. Such identification is 
essential for conservation and restoration studies.

6.4.4  Radical Species in Pyrolysis Processes

Airborne Free Radicals The widespread occurrence of free radical intermediates 
in gas-phase reactions has frequently been the subject of kinetics studies (refer to 
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Sect. 5.2.4). Nevertheless, considerable experimental difficulties involved in detect-
ing, identifying, and measuring the concentrations of intermediate species exist 
[65, 66]. Westerberg et al. detected the emission of airborne free radicals in air 
samples during the injection molding, extruding, seam welding, and wire cutting of 
polyethylene and polystyrene plastics [67]. On the basis of electron spin resonance  
spectroscopy on the resulting spin adducts, those investigators suggested a deg-
radation mechanism based on free radical reactions. Motivated by Westerberg’s 
detection of various airborne free radicals in polyethylene processing fumes, the 
Fujii group investigated and identified the principal radical species produced in 
the pyrolysis of polyethylene by coupling an IIF with IAMS instrumentation [68]. 
All possible hydrocarbon products identified in the mass spectrum of polyethylene 
pyrolysis	at	450	°C	were	classified	by	their	formulas.	Identification	was	made	under	
the assumption that the only products produced were hydrocarbons. Spectra of the 
thermal decomposition products, detected by means of IAMS, clearly showed that 
radicals, such as CnH2n+1	( n = 5–12) and CnH2n−1( n = 5–11), were the predominant 
species produced. Many of these thermally-decomposed species were identified for 
the first time by MS. These results provided direct evidence that free radicals are 
formed in the pyrolysis environment and are detectable with mass spectrometric 
techniques.

Fig. 6.7  A typical Li+ ion attachment mass spectrum of the products from the pyrolysis of a 
Japanese	 lacquer	 film	 recorded	as	 the	 furnace	 temperature	 increased	 from	50–500	°C.	Samples	
were placed in the EGA furnace and heated linearly in a N2 atmosphere at a programmed rate 
of	128	°C/min.	The	relative	 intensity	 is	given	as	a	percentage	of	 the	 intensity	of	 the	carboxylic	
acid peak at m/z 81 (C2H5COOHLi+). Inset: a partial mass spectrum from m/z 315 – 345. These 
peak clusters correspond to the urushiol monomer. (Reprinted with permission from Ref. [64]. 
©2012, Elsevier)
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d-Metal Complex Radicals The observation of coordinatively unsaturated d-metal 
radical intermediate species in a reaction provides a motivation to study the intrinsic 
role of 17-electron organometallic free radicals [69–71]. Because radical intermedi-
ates have short lifetimes and their steady-state concentrations in a reacting system 
are low, detecting, and identifying such intermediates are always difficult tasks. 
EGA–IAMS [72, 73] was used to qualitatively analyze the d-metal radical prod-
ucts of the pyrolysis of Mn2(CO)10. The use of an atmospheric-pressure sampling 
inlet device to introduce the analytes, including radical intermediates, into the ion 
attachment mass spectrometer permitted real-time, continuous monitoring of the 
pyrolysis products. The results indicated that pyrolysis of Mn2(CO)10 produced two 
d-metal radicals as well as stable molecules, including HMn(CO)5. The Li+ adduct 
mass spectra of the pyrolysis products contained peaks at m/z 202 and 369 for 
Mn(CO)5Li+ and Mn2(CO)9Li+, respectively, providing direct evidence that d-metal 
complex radicals were formed in the furnace. These results are significant in two 
main respects: To positively identify the free radicals by MS and the results provide 
evidence that the reactions in the pyrolysis process involved neutral radicals. The 
radicals may have reacted with each other, with other pyrolysis products, or with the 
residual gases present in the IIF to form HMn(CO)5 and other substituted products.

Bisphenol A Biradical An unknown species has been detected in the analysis of 
the products in a pyrolysis of polycarbonate using Li+ ion-attachment mass spec-
trometry (IAMS) [50]. The mass spectra exhibited a Li+ adduct peak at m/z 233 
that was tentatively assigned to bisphenol A (BPA) biradical [51]. Experimentally, 
this assignment was supported by the observation that the production rate increased 
under an inert nitrogen atmosphere. To further confirm the assignment, the stability 
of the BPA biradical to intramolecular rearrangement reactions as well as unimo-
lecular decomposition has been analyzed via density functional theory calculations 
[B3LYP/6-311*G(3df,2p)]. The results show that the bisphenol A biradical is an 
open-shell biradical singlet that is stable to unimolecular decomposition. Although 
some of the proposed intramolecular rearrangement products have lower energies 
than those of the BPA diradical, these pathways have large reaction barriers and the 
kinetic lifetime of the radical is expected to be of the order of hours under the con-
ditions of the experiment. The calculations also reveal that the bisphenol A diradi-
cal has large Li+ affinities supporting the fact that these Li+ complexes could be 
detected in the Li+ ion attachment mass spectrometry. On the basis of these results 
the Li+ adduct peak at m/z 233 detected in the pyrolysis of polycarbonate is assigned 
to the bisphenol A biradical.

Organic Peroxide Polyethylene glycol (PEG) is used ubiquitously as an industrial 
material in surfactants, cosmetics, ointments, packaging bags, dyes, detergents, and 
high-energy-density batteries. Therefore, suitable analytical methods are needed 
for PEG quality assurance [74], especially for medicinal and pharmaceutical uses. 
The thermal decomposition of polyethylene glycol was investigated [75]. Unsta-
ble products could be detected; for instance, many highly reactive organic perox-
ides, such as CH3OOH and HOCH2OOH, were found in this study. Classification 
analysis revealed 10 major compositional formulas among the product species: 
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CnH2n + 2O, CnH2n + 2O2, CnH2n + 2O3, CnH2n + 2O4, CnH2n + 2O5, CnH2n + 2O6, CnH2n + 2O7, 
CnH2nO, CnH2nO2, and HO(CH2CH2O)nH ethylene glycol oligomers. The Li+ ion 
adduct mass spectra showed a characteristic profile in terms of both the appear-
ance of unique components and the distribution of pyrolysis products. Among the 
products of the thermal decomposition of PEG, formaldehyde (HCHO) and organic 
peroxides were particularly interesting [76–78]. Formaldehyde, one of the 10 most 
abundant products, is a known human carcinogen. The activation energy of HCHO 
decomposition in a N2 atmosphere to be 155.72 kJ mol−1. This information is help-
ful in understanding HCHO emissions during PEG incineration. The detection of 
peroxides suggests that they may form during the incineration of PEG, which may 
have important environmental significances, such as formation, mechanism and 
contribution to aerosols. The existence of peroxide products may have implications 
for chemical evolution in incinerator systems [78].

6.5  ICR and Quadruple Ion Trap

Thermionic Source Inside an ICR Cell McMahon and Beauchamp developed [79] 
experimental methods which permit operation of the standard ICR cell in a trapped 
ion mode. Appropriate configurations of applied electrostatic fields permit trapping 
of ions in the source region of the ICR cell. Detection is effected after a suitable 
delay by drifting the ions from the source through the analyzer region. The minor 
modifications required do not inhibit normal operation of the cell, thus allowing 
for the full range of conventional ICR experiments with the additional capabil-
ity of examining variation of ion abundance with time. The latter mode of opera-
tion greatly simplifies elucidation of reaction kinetics. The ion molecule reactions 
of alkali atoms with halogenated hydrocarbons have been investigated [80] using 
this technique. To investigate such reactions a thermionic source of alkali ions was 
mounted inside the source region of an ICR cell. Accepted values of reaction rate 
constants are reproduced. They also demonstrated that halide ion transfer reactions 
between carbonium ions can be employed to determine R+-X− heterolytic bond 
energies.

Thermionic Ion Source External to ICR Cell Although much has been made of the 
ability of FT-ICR MS to perform a variety of experimental events separated by time 
rather than space, many useful ionization sources are optimally operated at much 
higher pressure and/or do not function well in the presence of a strong magnetic 
field. Therefore, there has been increasing interest in ionization sources in which 
ions are formed external to the ICR ion trap, with subsequent ion extraction and 
injection into the ICR ion trap [81–83]. McIver et al. recognized that physically 
separated ionization and detection regions of the mass spectrometer and differential 
pumping between these regions would allow for the use of higher pressure ioniza-
tion sources with FT-ICR MS [84]. Conceptually, an external ion injection device 
that requires no external acceleration lenses between the ionization source and the 
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ICR ion trap, no deceleration grids or lenses before the ion trap, and which allows 
for ion trapping in either a continuous or gated mode would be significantly simpler 
to use and easier to control the relative abundances of trapped ions.

Marshall et al. [85] demonstrate a method for transmitting externally formed 
ions into an ICR Ion trap. In an electrostatic ion guide, a potential difference is ap-
plied between a conductive cylinder and a rigid wire suspended along the central 
axis of the cylinder. The cylinder is then positioned between an ion source located 
outside the bore of a superconducting solenoidal magnet and an ion trap located at 
or near the center of the solenoid. An ion optics simulation program (for instance, 
SIMIONTM) predicts that low-energy ions entering the ion guide will spiral around 
the central wire and pass through the fringe field of the magnet to reach the ICR 
Ion trap. The theoretical predictions are borne out by experiments in which Na+ and 
K+ ions from a thermionic emitter are transmitted with high efficiency through the 
fringe field of the magnet to the ICR ion trap. A thermionic emitter was constructed 
by modifying the filament with the electron ionization source provided with the 
conventional FTMS mass spectrometer (Extrel 2000 FT-ICR). Solutions of KOH 
or KOH/NaOH in methanol were prepared and evaporated onto a rhenium fila-
ment. The lifetime of the filament m the high vacuum during the course of these 
experiments was x 4 h. The filament was replaced when the ion current dropped to 
an undetectable level as measured on the collector. The filament control was per-
formed as usual in pulsed electron ionization experiments except that the signs of 
the potentials applied to the filament, grid, and collector were changed to allow for 
the production of a positive ion beam. The potential difference between the filament 
and the grid imparted the initial translational energy of the ions. This difference was 
typically 2–5 V. In their initial experiments, a high-resolution FT-ICR magnitude-
mode mass spectrum of K+	with	resolving	power	of	m/Δm	=	285,000	was	obtained.	
Mass resolving power in these preliminary experiments is limited both by pressure 
and by the initially large magnetron radius of the ion packet. In any case, it is im-
portant to note that ions may be successfully transmitted through the fringe field of 
the magnet by use of relatively small voltages on the ion guide.

Quadrupole Ion Trap with an External Thermionic Source By the use of mass-
selective instability experiments, the ion trap mass spectrometer serves as both a 
reactor in which ion/molecule reactions occur, and a mass analyzer for the products 
of these reactions. The analytical use of ion trap mass spectrometers relies upon 
the method of ramping the radio frequency (RF) drive potential. The capabilities of 
ion traps to perform attachment reactions with alkali cations using classical scan-
ning sequences have been exploited. Kinetic studies have shown that, the attach-
ment efficiency is very high, near-collision efficiency, and illustrate how the present 
method is particularly well suited for ion trap mass spectrometers. Control of the 
attachment process may be readily performed by the use of a classical ionization 
sequence in some aspects similar to a tandem MS/MS scanning sequence.

Sablier et al. performed all experiments using a Varian Saturn III GC/MS re-
search ion trap mass spectrometer with a quadrupole ion trap mass spectrometer 
equipped with an external thermionic ion source to generate the reagent Na+ ions 
[86]. Samples were admitted into the ion trap either through a variable leak valve 
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or via the gas chromatography (GC) line. The kinetic studies were performed by 
continuous sample introduction with a reaction time period of 1–800 ms. Figure 6.8 
shows, in a schematic form, the instrumental set-up used for the experiments. The 
reagent sodium cations were generated in an external ionization source consist-
ing of a modified EI/CI ionization source. The ionization source and the interface 
were constructed to inject externally generated ions through the aperture normally 
used to admit electrons along the axial axis of the trap (traditionally referred as the 
z-axis) in the upper-end-cap electrode. The emission current of alkali cations was 
expected to lie in the 10−7 to 10−6 A range [4, 87]. The emitter was simply mounted 
in place of the off-axis electron filament in the modified external ion source.

Applications of sodium ion attachment reactions are illustrated by the detection 
and characterization of explosives and some of their correlated pyrolytic degrada-
tion products. Detection limits for phthalate compounds are shown to reach the low 
ng range of injected samples, without any noticeable difficulties in the full scan 
mode of acquiring mass spectra. The most important aspect of this study is that it 
is the first direct demonstration of the applicability of alkali ion attachment reac-
tions using a sodium cation emitter as a novel and sensitive technique of ionization 
for quadrupole ion trap mass spectrometry. The combination of alkali attachment 
with an ion trap may well represent a noticeable improvement in the selectivity and 
sensitivity of available ion trap technology, and it may enlarge the scope of use of 
this type of mass spectrometer. Application of sodium ion attachment reactions to 
ion trap as a method of ionization for the detection of explosives offers advantages 
for the direct determination of molecular weights, with a very low level of fragmen-
tation in the resulting mass spectra. This simplifies the interpretation of the mass 
spectra and reasonably offers the possibility to distinguish between preionization 
decomposition and ion fragmentation. Additionally, sodium ion attachment permits 
characterization of degradation products resulting from pyrolytic processes, in con-

Fig. 6.8  Schematic diagram 
of the quadrupole ion trap 
setup, with the external ion 
source A, the interfacing 
lens system B, the ion trap 
manifold C and the detection 
system D. (Reprinted with 
permission from Ref. [86])
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trast to difficulties in this regard with classical ionization methods. One of the main 
advantage of sodium attachment reactions for such analysis resides in the fact that 
conditions of ionization are not pressure dependent compared to conventional CI 
ionization processes.

6.6  Ion Attachment-TOF System

The time-of-flight mass spectrometry (TOFMS)/ion attachment reaction chamber 
setup seems to be interesting, especially for the analysis of nonvolatile and ther-
mally labile compounds. Recently, Saito et al. made a unique development [88] 
in this area. They developed a new type of mass spectrometry based on a time-
of-flight mass spectrometer combined with an ion attachment ionization technique 
(IA-TOF). Although high mass resolution generally requires a bulky TOFMS appa-
ratus, they have attained high mass resolution with a relatively compact tabletop IA-
TOF system. In contrast to electron ionization mass spectra, IA-TOF mass spectra 
are not complicated by peaks due to fragmentation of the molecular ion; the adduct 
ion formed in IA does not fragment.

The IA-TOF system mainly consists of an IA ion source, a differential pumping 
system, and a TOF mass spectrometer (Fig. 6.9). The main body of the IA-TOF sys-

Fig. 6.9  Schematic view of the IA-TOF system. Gas-phase sample molecules are ionized by 
alkali metal ion attachment and become adduct ions in the IA ion source. The adduct ions are 
extracted through the aperture into the differential pumping region, pass through the skimmer, 
and are introduced into the TOF mass spectrometer. Because 100 Pa of N2 gas is introduced into 
the IA ion source, a differential pumping system is used to evacuate the gas since the TOF mass 
spectrometer must be kept in a high vacuum condition. The orthogonal acceleration reflector TOF 
mass spectrometer realizes mass spectrometry with a high mass resolution over a wide mass range. 
(Reprinted with permission from Ref. [88]. ©2007, John Wiley and Sons)
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tem is a tabletop size (50 cm x 80 cm). The Li+ ions were produced by electrically 
heating the Li emitter and were cooled in an ambient third-body gas (N2,100 Pa). 
Gas-phase sample molecules M introduced into the IA ion source were ionized by 
the Li+ ion attachment and formed [M + Li]+ adduct ions. The Li ions and the ad-
duct ions were extracted with the N2 gas through a 0.8-mm-diameter aperture and 
introduced into a differential pumping region. The step in production of the adduct 
ions is brought about by ion-dipole or ion-induced dipole attraction between the 
Li+ ions and a sample molecule. The cross section of the interaction between an ion 
and a sample molecule varies inversely as the square root of the ion energy [89]. 
Because Li+ ions have low energy, the cross section is a few ten times larger than 
that between a neutral atom and a sample molecule. The residence time of the Li+ 
ions in the ion source was about 3.7 × 10−5 s because the mobility of Li+ ions in N2 is 
reduced to about 4 cm2/V. Using the Wannier equation, the mean kinetic energy and 
the effective temperature of the Li+ ions are estimated to be 4.6 × 10−2 eV and 530 K, 
respectively [90]. The emission current of the Li+ ions was about 1 × 10−6 A [4, 87]. 
Therefore, abundant Li+ ions remained in the ion source long enough to attach to 
the sample molecules. Preliminary simulations showed that a Li+ ion collides with 
N2 molecules about 1000 times in the ion source. Therefore, a Li+ ion collides with 
a sample molecule approximately once in the ion source when the concentration of 
the sample molecule is 0.1 %. This estimation shows that the emission current of Li+ 
ions determines the upper limit for the production of adduct ions in the IA source.

A TOF mass spectrometer mainly consists of a single-stage accelerator, ion-fo-
cusing optics, a two-stage reflector, and an ion detector. Ions are accelerated by a 
pulsed electric field in the accelerator, then pass through a field-free TOF drift re-
gion, are reflected by the reflector, and finally reach the detector. The dominant fac-
tors that limit the mass resolution of the present IA-TOF system are (a) the spread of 
the initial positions of the ions in the acceleration region, (b) the spread of the initial 
velocities (energies) of the ions in the acceleration region, (c) the temporal fluctua-
tion of the electric fields of the ion-focusing optics and the reflector,(d) the fidelity 
and jitter of the pulsed acceleration electric field, and (e) the temporal response of 
the detection system. Factors (a) and (b) cause a spread in the kinetic energy after 
acceleration. In addition, factor (a) also introduces a spread in the flight length in 
the accelerator. A reflector scheme can effectively compensate for the spread of the 
TOF due to the spread of the kinetic energy. To further compensate for the effect 
due to factor (a), a two-stage reflector was used, compensating for both first- and 
second-order effects of initial position variation. To reduce the effect of factor (b),an 
orthogonal acceleration configuration with a high acceleration potential was ad-
opted [91]. The orthogonal acceleration configuration eliminates the z component 
of the initial velocity parallel to the acceleration direction. The reflector further 
reduces the effect of the residual broadened z component of the initial velocity to 
a negligible level. In addition, a high acceleration potential Ua of up to 20 kV sup-
presses turn-around effects in the accelerator. The y component of the initial veloc-
ity is also eliminated by the orthogonal acceleration configuration, and the effect of 
the residual broadened y component is projected as a broadened profile on the ion 
detector plane. The x component of the initial ion velocity is projected as a shifted 
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and broadened profile on the ion detector plane. However, optimum selection of the 
operating conditions of the ion-focusing optics and careful alignment of the detector 
minimize the broadening of the flight time profiles.

To evaluate the performance of this IA-TOF system in analyzing gas-phase or-
ganic compounds in ambient air, a benzene (C6H6) sample diluted with N2 gas at 
atmospheric pressure was analyzed. A C6H6 sample at a partial pressure of 0.002 % 
was prepared in a gas bottle and introduced into the IA ion source through a mass 
flow controller. The gas flow rate was 4 sccm (standard cubic centimeters per min-
ute), and the pressure in the IA ion source was kept at 100 Pa. Figure 6.10 shows a 
typical IA-TOF mass spectrum of a C6H6sample. In IA, a lithium ion Li+ attaches to 

Fig. 6.10  Typical IA-TOF mass spectrum of a C6H6 sample diluted by N2 gas. In IA, an alkali 
metal ion A+ attaches to a sample molecule M, and an adduct ion [M+A]+ is produced. The spec-
trum is fragment-free and provides a high mass resolution of 4700. The high mass resolution yields 
masses far more accurate than nominal masses, aiding identification of the empirical formula of 
the sample molecule. (Reprinted with permission from [88]. ©2007, John Wiley and Sons)
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a sample molecule M, forming an adduct ion [M + Li]+. No fragments are produced 
during the IA process. Mass peaks around m/z 85 are derived from [C6H6 + Li]+. 
Mass peaks around m/z 25 and 43 are due to trace water contaminants: [H2O + Li]+ 
and [(H2O)2 + Li]+, and mass peaks around m/z 103 are due to [H2O + C6H6 + Li]+ 
cluster ions. Because IA-TOF system yields fragment-free spectra, mixtures of 
compounds can be directly mass-analyzed without a preseparation step. The low 
mass cut-off filter due to the pulsed acceleration successfully cut off the signals of 
the Li+ ions. Samples originally in the liquid and solid phases were also analyzed by 
using a direct inlet probe with a heater. Using the Ultramark 1621 mass marker [92], 
it	is	demonstrated	that	the	IA-TOF	system	has	a	high	mass	accuracy,	Δm/z	<	0.02	%,	
over a wide mass range. The mass accuracy was dominated by the mass resolution.

The newly developed IA-TOF system is capable of measuring mass spectra over 
a wide mass range in real time, and its wide dynamic range and high signal-to-noise 
ratio allow measurement of not only dominant components, but also minor com-
ponents. These results show that the IA-TOF system is a versatile scheme for the 
real-time analysis of molecules over a wide mass range with a high-mass resolution 
and a high-mass accuracy.

6.7  Potable IAMS

Ion attachment mass spectrometry (IAMS) has proven to be a unique method that 
complements electron-impact ionization mass spectrometry for the determination 
of components in chemical processes and environments, such as microwave dis-
charge plasma. The identification of intermediate free radicals and other species 
in chemical reactions is particularly challenging. One of the greatest advantages of 
IAMS is that it can be used to directly analyze gaseous compounds. The features 
that allow this system to detect the intermediate free radicals (refer to Sect. 5.2.4) 
and novel molecular species produced in various plasmas have been extensively 
explored (Sect. 5.2.7), and IAMS techniques can be used to identify and quantify 
compounds and mixtures under plasma and pyrolysis (Sect. 6.4) conditions. To ex-
tend the ion attachment technique to ion trap mass spectrometry (Sect. 6.5) or time-
of-flight mass spectrometry (Sect. 6.6) has been realized.

However, the commercial IAMS apparatus is too cumbersome for use in field 
analysis of air samples. Unfortunately, the commercial apparatus is not practical 
for the study of atmospheric environments. Therefore, to develop a new, compact 
and fieldable IAMS system by eliminating the differential pumping stage is desir-
able. The primary objective for the development was to design a system that can 
be easily transported to the field and that can detect any chemical species at atmo-
spheric pressure on a real-time basis. A single turbomolecular pump is employed 
as the vacuum system to fill the basic requirements for vacuum conditions; this is 
simple and cost effective. The optimal operation parameters for its use, the details 
and operation of the capillary leak inlet, and the system’s analytical power in some 
preliminary applications are described also in this section.
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A compact ion attachment mass spectrometer was designed that is simple and 
small and fulfills all the basic requirements for IAMS: the system can be used to 
obtain only molecular ions by detecting any chemical species in real time [93]. This 
custom-made apparatus (Fig. 6.11) consists of a Li+ ion attachment ion source into 
which a stream of gas from a capillary leak inlet is directed, an electrostatic lens 
system (ELS), and a quadrupole mass spectrometer and detector, all of which are 
installed in a vacuum-separated envelope. The system employs a single turbomo-
lecular pump on the vacuum envelope instead of a differential pumping system.

Performance characteristics was investigated. A test sample of toluene was used 
to assess the system’s linear response range and minimum detectable amount. Tolu-
ene was chosen because it is the most ubiquitous volatile organic compound in the 
urban atmosphere [94]. The signal response for toluene was linear over the cho-
sen range of 7 × 10−11 g/s to 8 × 10−8 g/s, with a dynamic range greater than 104. A 
plot of four introduction rates of toluene against their corresponding peak heights 
produced an essentially straight line up to 8 × 10−8 g/s, where more than 5 % of 
the total Li+ reactant ions were used for the attachment. Taking the actual noise 
level (1.5 × 10−13 A) of the system as the ultimate limit on detection, the minimum 
detectable amount was calculated to be 1.3 × 10−12 g/s, on the assumption that the 
capability of the ion detection system in the electrometer is 4.5 × 10−13 A, at the sig-

Fig. 6.11  A schematic drawing of new ion attachment mass spectrometer with the capillary sam-
ple inlet and a vacuum envelope with a wall separating ELS chamber from mass analyzer chamber. 
This capillary inlet is fixed on the front flange of the vacuum envelope. IC ionization chamber, 
ELS electrostatic lens system, QMS quadrupole mass spectrometer, TMP turbomolecular pump, 
RP rotary pump. The vacuum envelope is pumped by a single 230 L sec−1 turbomolecular pump 
with two ISO-100 inlet flanges (Pfeiffer-Vacuum TMH 261-250-010) plus a 250 mL min−1 rotary 
pump.	Ionization	chamber	is	closed-type,	with	a	1	mm	ϕ	aperture	through	which	ionic	species	are	
passed. The typical operating conditions are: IS pressure with nitrogen gas used as a buffer gas, 
40 Pa; pressure of ELS chamber, 8 x 10−2 Pa, pressure of the QMS chamber, 8 x10−4 Pa. (Reprinted 
with permission from Ref. [93]. ©2012, Springer)
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nal-to-noise ratio of 3. Therefore, the minimum detectable amount of 1.3 × 10−12 g/s 
corresponds to a minimum detectable concentration of 2.1 ppb (vol/vol) if the refer-
ence compound enters the IAMS diluted by 30 mL/min of N2 gas. For illustrative 
purposes, the system on laboratory air was tested. A typical mass spectrum of the 
air showed a mass peak at m/z 43 due to Li+ ion adducts of water clusters, the in-
tensity of which varies with relative humidity (Fig. 6.12). The other peaks, at m/z 
35, 39, 51, 53,and 65, correspond to the major components of the air. The major 
components of the air, N2, O2, and CO2, were identified by the presence of Li+ ion 
adduct mass peaks at m/z 35, 39, and 51, respectively. The mass peak at m/z 53 
was assigned to N2Li+H2O. The mass peak at m/z 65 is due to Li+ ion attached to 
acetone, which can be attributed to the presence of acetone (used as a solvent) in the 
room, and the mass peaks at m/z 85, 99, and 113 may be due to C6H6Li+, C7H8Li+, 
and C8H10Li+, respectively. The remaining persistent peaks at m/z 81, 95, 154, 155, 
and 158 have not yet been assigned.

The newly developed instrument has several important features. It accepts high 
capacity direct introduction of samples, operates with the atmospheric sampling 
device, and allows easy coupling of various sample introduction sources to the 
mass spectrometer. It permits real-time detection of chemical species, possibly in-
cluding radical intermediates and easy identification of compounds via the gen-
eration of ions that do not fragment. In addition, the capillary leak inlet system is 
simple and adaptable. In the near future, a large increase is expected in the use of 
IAMS for environmental and food chemistry research, especially in cases where 

Fig. 6.12  Typical ion attachment mass spectrum of laboratory air. A stream of laboratory air was 
directed into the IAMS through a capillary leak inlet. (Reprinted with permission from Ref. [93]. 
©2012, Springer)
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direct air sample introduction is preferable. Potential applications include emission 
control and monitoring of volatile organic compounds in urban and rural environ-
ments, emissions from construction material and furniture, and emissions from in-
dustrial facilities and industrial fermentation and food production processes. Fur-
ther uses also include the monitoring of catalytic processes, cigarette smoke, and  
breath.
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7.1  Introduction

Electron ionization (EI) is the gold standard in analyte ionization by mass spectrom-
etry (MS). As an alternative to EI, a wide variety of alternative ionization techniques 
have been discovered and developed for use in MS. A characteristic feature of many 
of these ionization techniques is that often even-electron ions are generated as a result 
of ion-attachment processes, whereas in EI odd-electron ions are generated due to 
expelling of an electron. In contrast to EI, in these ion-attachment processes generally 
only very little energy transfer and, therefore, very little internal energy effects are in-
volved. As a result, ions related to the intact analyte molecule are generated with little 
fragment ions, again in contrast to EI, where several electron volts (eVs) of energy 
is transferred to the analyte ion during the ionization process, resulting in extensive 
in-source fragmentation. The term “soft ionization techniques” is frequently used. 
In positive-ion mode, ion attachment mostly involves the generation of protonated 
molecules ([M + H] + ) by attachment of a proton at appropriate sites in the molecule 
with (relatively) high proton affinity. However, attachment of other cations, e.g., Al-
kali + -ions as well as other metal ions, may also be observed. In the context of this 
book, the discussion primarily focusses at Alkali + -cationization, although some at-
tention is also paid to cationization by other metal ions as well as to anion attachment.

Soft ionization can be achieved in the gas phase, from the liquid phase, or from 
the solid phase. Gas-phase cationization techniques have been discussed in previ-
ous chapters, especially in Chaps. 5 and 6. Typical examples of liquid-phase ion-
ization techniques are thermospray ionization (TSI) and electrospray ionization 
(ESI), which are especially important in combining liquid chromatography and 
mass spectrometry (LC–MS). A wide variety of solid-phase ionization or desorp-
tion/ionization techniques have been developed over the years, including field 
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 desorption (FDI), fast-atom bombardment (FAB), and matrix-assisted laser de-
sorption ionization (MALDI). Principles and application of these condensed-phase 
 ionization techniques are discussed in this chapter, obviously with special focus to 
Alkali + - cationization processes.

For most of the soft ionization techniques, there is a free choice in the type of 
mass spectrometer used, thus quadrupole, ion-trap, sector, time-of-flight (TOF), Or-
bitrap, and Fourier-transform ion-cyclotron mass spectrometers (FT-ICR-MS) have 
been applied (see Sects. 4.3 and 4.4). For structure elucidation, the use of a soft ion-
ization technique in most cases implies the application of tandem mass spectrome-
try (MS–MS or MSn, see Sects. 4.3 and 4.4). A wide variety of MS–MS instruments 
have been developed, including tandem-quadrupole (TQ) instruments, TOF–TOF-
MS instruments, and ion-trap instruments, but also a variety of hybrid instruments, 
e.g., the quadrupole–time-of-flight (Q–TOF) instrument. Although several ion dis-
sociation techniques have been developed, collision-induced dissociation (CID) by 
far is the most widely applied technique (Sect. 4.3.2). Most MS–MS instruments 
only provide low-energy CID (< 100 eV) [1], whereas sector and TOF–TOF instru-
ments also provide high-energy CID (> 1 keV) [2]. Some differences observed with 
either low-energy or high-energy CID are outlined in discussion of applications of 
cationization mass spectrometry in Sect. 7.5.

7.2  Condensed-Phase Ionization Techniques

A wide variety of soft ionization methods is available, some of which are 
 extensively used such ESI and MALDI, while some others are only applied for 
specific applications such as FDI and secondary ion mass spectrometry (SIMS). 
Some of the older techniques can be considered to be outdated and obsolete such 
as TSI, 252Cf plasma desorption ionization (PDI), and FAB, because more pow-
erful and/or more user-friendly alternatives have been developed. The various 
condensed-phase ionization techniques are briefly discussed in this section. The 
use of metal-ion cationization in chemical and desorption ionization was already 
reviewed in 1992 [3].

7.2.1  Field Desorption Ionization

Field (desorption) ionization (FDI) was first described by Beckey in 1969 [4]. In 
FDI,	the	sample	solution	is	deposited	on	a	10-μm-diameter	FDI	emitter,	which	is	
activated to provide for whiskers or microneedles on the surface [5, 6]. The emit-
ter is kept at a high potential (> 5 kV) in the high-vacuum ion source, mostly of a 
sector instrument (see Fig. 7.1). By passing through a current, slow heating of the 
emitter is achieved. As heating of the emitter continues, nonvolatile analytes can 
be desorbed and ionized by various mechanisms. High local electrical fields at the 
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tip of the microneedle enable electron tunnelling from the sample molecules into 
the emitter (field ionization). Desorption of ions, i.e., M	+	●, is also possible under 
these conditions. In addition, preformed ions due proton or alkali-metal-ion attach-
ment may be extracted from the condensed phase as a result of the high local field 
strength. As a result, M	+	● and cationized molecules are observed in positive-ion 
FDI spectra with little fragmentation. If fragment ions are observed, they are often 
thermally induced as a result of the increasing emitter current (and temperature) 
during the experiment.

Because of the experimental difficulty of the technique and because more us-
er-friendly and to some extent more powerful alternatives have become available, 
FDI is not frequently applied anymore, except for some specific applications. In 
this respect, an important development is liquid injection field desorption ioniza-
tion (LIFDI), which enables sample application to the emitter without breaking the 
vacuum (see Fig. 7.1) [7, 8]. The specific applications where FDI and LIFDI are 
still applied comprise the analysis of some organometallic compounds [9, 10], ionic 
liquids [11], and compound classes, such as (cyclo)paraffins, aromatic hydrocar-
bons, and nonpolar sulfur compounds (thiophenes) [7, 12–14], not readily ame-
nable to ESI or MALDI. For such nonpolar analytes, mainly molecular ions M	+	● 
are observed, whereas for some more polar compounds, [M + H]+ and/or sodiated 
molecules ([M + Na] + ) may be observed, e.g., for glycosides (Sect. 7.5.2), lipids 
(Sect. 7.5.4), and peptides (Sect. 7.5.5). A detailed overview on technology and ap-
plications of FDI-MS was provided by Schulten et al. [15, 16].

7.2.2  Fast-Atom Bombardment Ionization

FAB was introduced in 1981 by Barber et al. [17, 18]. In FAB [17–20], the analyte 
of interest is dissolved in an appropriate matrix solvent, such as glycerol, dietha-
nolamine and other rather polar solvents with low vapor pressure. The solution is 
applied as a thin film onto a metal target, which subsequently is brought in a beam 
of high-energy particles (see Fig. 7.2). FAB differed from the already existing SIMS 
method [21] in two experimental aspects, i.e., the use of a beam of atoms instead of 
a beam of ions as primary particles, and the use of a liquid matrix for dissolving the 

Fig. 7.1  Picture of a liquid 
injection field desorption 
ionization probe tip (LIFDI-
MS). (Reprinted from [9] 
with kind permission from 
Springer Science and Busi-
ness Media)
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analyte molecules. Subsequently, it was shown that the use of a liquid matrix is the 
major experimental difference. Identical spectra can be produced for a given ana-
lyte dissolved in a particular matrix solvent by bombardment with either fast atoms 
(FAB) or fast ions (liquid secondary ion mass spectrometry, LSIMS). An advantage 
of LSIMS is the ability to focus the primary beam, e.g., from a Cs + ion gun.

Three ionization mechanisms appear to be important in FAB, i.e., desorption of 
preformed ions by energy transfer upon particle impact, desolvation of preformed 
ions in the splash droplets resulting from disruption of the liquid layer upon particle 
impact, and gas-phase ion-molecule reactions in the interface layer of the liquid and 
the vacuum (the so-called selvedge). The efficiency of analyte ionization by FAB 
is clearly related to the liquid matrix. The intensity of the secondary ion beam, its 
duration in time, and the ability to ionize highly labile, polar, ionic, and high molec-
ular-mass analytes can all to a large extent be attributed to the matrix. It determines 
the success or failure of the FAB ionization. The empirical observations of matrix 
influence on secondary ion currents can be rationalized by studying the physical 
properties of the matrix solvents such as viscosity, solubility of the analyte, proto-
lytic properties, surface activity, and dielectric constants [22]. Widely used matrix 
solvents are glycerol, thioglycerol, tetraglyme, and ethanolamine. Thioglycerol is 
more volatile than glycerol, but shows better protolytic properties in the production 
of protonated molecules; diethanolamine is a suitable proton acceptor in negative-
ion FAB. Mixtures of various solvents may be used to balance various properties 
within the matrix. Adjustment of the pH, addition of alkali-metal ions, and/or addi-
tion of surfactants may have favorable effects on the ionization efficiency. The ma-
trix is assumed to play a major role in the solution chemistry leading to preformed 
ions, the renewal of the surface layer upon desorption of the preformed ions, and 
the reduction of the energy required for desorption by solvating and separating the 
analytes on the surface. Relatively hydrophobic analytes are more readily desorbed 
than hydrophilic ones; obviously, pH, co-solvents and sample interferences are im-
portant in this respect because hydrophobicity and solubility must be balanced.

Fig. 7.2  Schematic diagram 
of an ion source for fast-atom 
bombardment (FAB-MS)
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In FAB spectra, mostly even-electron species are detected formed by proton-
ation or cationization with alkali-metal ions in positive-ion mode and by deprot-
onation in negative-ion mode. The (few) fragment ions observed can be explained 
by elimination of neutral molecules from the initial even-electron species. Next to 
 analyte-related peaks, (abundant) background peaks are observed, which can be at-
tributed to protonated matrix clusters, e.g., [(Glycerol)n + H]+  with n = 1–10. A high 
chemical noise, also called peak-at-every-mass or incoherent fragmentation, is a 
characteristic feature of FAB, the origin of which is not well understood.

Until the introduction of ESI-MS in the mid-1990s, FAB-MS has been wide-
ly applied in the analysis of a wide variety of biomolecules. Early data involving 
MS–MS of even-electron molecules, both [M + H]+  and [M + Alkali] + , greatly con-
tributed to the structure elucidation strategies that are still applied today, although 
other ionization techniques, i.e., ESI-MS and MALDI-MS, are used to generated 
the primary precursor ions. This becomes clear when reviewing the importance of 
fragmenting FAB-generated [M + Alkali] + -ions for compound classes as antibiotics 
(Sect. 7.5.1), glycosides (Sect. 7.5.2), oligosaccharides and glycans (Sect. 7.5.3), 
lipids (Sect. 7.5.4), and peptides (Sect. 7.5.5).

7.2.3  Matrix-Assisted Laser Desorption Ionization

Matrix-assisted laser desorption ionization (MALDI) was simultaneously intro-
duced in 1988 by two research groups [23, 24]. In 2002, Koichi Tanaka, together 
with John Fenn (see Sect. 7.2.6) and the NMR spectroscopist Kurt Wüthrich, re-
ceived the Nobel Prize for Chemistry for his ground-breaking work in the identifi-
cation and structure elucidation of biological macromolecules.

In a typical MALDI experiment (see Fig. 7.3), e.g., for peptide or protein analy-
sis,	0.3–1	μl	of	an	aqueous	analyte	solution	is	mixed	with	0.5–1	μl	of	a	~	5	mM	so-
lution of an appropriate matrix, e.g., 2, 5-dihydroxybenzoic acid (DHB), sinapinic 
acid,	 or	 α-cyano-4-hydroxycinnamic	 acid	 (CHCA),	 in	 50	%	 aqueous	 acetonitrile	
containing 0.1 % trifluoroacetic acid, and then deposited onto a metal target. Other 

Fig. 7.3  Schematic diagram of an ion source for matrix-assisted laser desorption ionization 
(MALDI-MS)
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matrices may be needed for other compound classes (see below). Upon drying, co-
crystallization of matrix and analyte molecules takes place. When these crystals are 
laser bombarded with photons which fit to the absorption maximum of the matrix, 
e.g., with 337 nm from a N2 laser for the matrices mentioned, gas-phase analyte 
ions are generated in the selvedge which can be mass analyzed by a time-of-flight 
mass spectrometer (TOF-MS) [25–28]. The analyte ionization results from efficient 
electronic excitation of the matrix and subsequent transfer of the energy to the dis-
solved analyte molecules, which are desorbed and analyzed as protonated or cation-
ized molecules. Unlike ESI, where ion envelopes of multiple-charge ions are gen-
erated, mostly single-charge [M + H]+  are generated in MALDI-MS, together with 
less abundant double-charge [M + 2H]2 +  and proton-bound dimeric [2M + H]+  ions.

The ionization process is not fully understood [29, 30]. Generally, a two-step 
process is assumed to take place. The laser energy is absorbed by the matrix mol-
ecules, which are desorbed and ionized by protonation. In the hot plume generated 
in this ablation step, proton transfer between matrix ions and analyte molecules 
leads to protonated analytes. Instead of by protonation, cationization by for instance 
Alkali + -ions present in the sample preparation may take place.

High molecular-mass compounds, e.g., in excess of 200 kDa, can be analyzed 
using the MALDI-MS. Nowadays, MALDI-MS plays an important role in the char-
acterization of various classes of biomolecules. In various ways, it is important 
in the analysis of peptides and proteins, being an essential tool in the current pro-
teomics research (Sect. 7.5.5). Furthermore, MALDI-MS is important in the analy-
sis of lipids (Sect. 7.5.4), oligosaccharides and glycans (Sect. 7.5.3), oligonucle-
otides (Sect. 7.5.6), synthetic polymers (Sect. 7.5.7), and even of small molecules 
like drugs and antibiotics (Sect. 7.5.1). Moreover, MALDI-MS plays an important 
role in two emerging application areas of MS, being imaging mass spectrometry 
[31] and identification of bacteria and microbial fingerprinting [32].

Surface-enhanced laser desorption ionization (SELDI) is a variation of MALDI. 
A modified target surface is applied to achieve biochemical affinity with the analyte 
molecules [33]. In SELDI-MS, the protein mixture is spotted onto a surface with a 
specific (bio)chemical functionality, e.g., cation- or anion-exchange materials, hy-
drophobic materials, or materials with immobilized metal affinity, lectin, or even 
protein or antibody affinity. Specific proteins in the mixture bind to the surface, 
while others can be removed by washing. Thus, on-target biomolecular interactions 
are used as part of the measurement strategy. The specific binding to the SELDI 
target acts as a sample pre-treatment and/or analyte isolation step. After washing, 
a matrix is applied and the experiments proceeds like in MALDI-MS. SELDI-MS 
is currently extensively used for clinical diagnostics and in clinical biomarker dis-
covery studies [33].

7.2.4  Other Desorption Ionization Techniques

Several other desorption ionization methods have been described, including laser 
desorption ionization and SIMS [21, 34]. In 252Cf plasma desorption ionization 
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(PDI), the sample is dissolved in a volatile solvent and deposited on a nitrocellulose 
target material, which is subsequently bombarded with the 252Cf fission fragments 
[33–37]. Many mass spectra of PDI-MS show the occurrence of [M + Na]+  next 
to [M + H] +  [37]. PDI-MS has been extensively used for the analysis of biological 
macromolecules, but has been superseded by MALDI. Atmospheric-pressure de-
sorption ionization methods are briefly discussed in Sect. 7.2.7.

7.2.5  Thermospray Ionization

The development of the thermospray ionization interface (TSI) started in the mid-
1970s in the laboratories of Vestal at the University of Houston. The long-term 
research project aimed at the development of an LC–MS interface which is com-
patible with 1 ml/min of an aqueous mobile phase and capable to provide both EI 
and solvent-independent chemical ionization (CI) [38]. The initial interface was 
a highly complex system, involving vaporizer heating using a CO2 laser [38] or a 
set of hydrogen flames [39]. Subsequently, the system was greatly simplified with 
respect to vaporizer design and vacuum system. Finally, direct electrically heated 
vaporizers were applied and a 0.3-m3/s mechanical pump was connected directly 
to the outlet side of the ion source [40]. In a TSI interface, a jet of vapor and small 
droplets is produced by means of a heated vaporizer tube into a low-pressure re-
gion. Nebulization is due to the disruption of the liquid by the expanding vapor 
formed by the partial and rapid evaporation of the liquid. A considerable amount 
of heat is transferred to the solvent in the nebulization process, which assists in the 
subsequent desolvation of the droplets in the low-pressure region. Efficient pump-
ing at the ion source enables the introduction of up to 2 ml/min of aqueous solvents 
into the MS vacuum system [41, 42]. TSI has been the most widely applied LC–
MS interface in the 1980s and early 1990s. In the mid-1990s, it rapidly started to 
lose territory in favor of interfaces based on atmospheric-pressure ionization (API), 
i.e., ESI and atmospheric-pressure chemical ionization (APCI) (Sect. 7.2.6). As an 
LC–MS interface and an ionization technique, TSI is obsolete and no longer used, 
where it is still used as a nebulization technique in flame-furnace atomic-absorption 
spectrometry [43].

A typical TSI-MS system consists of a gas-tight cylindrical tube with the vapor-
izer probe at one end and the pump-out line at the other (see Fig. 7.4). The latter 
is connected to a rotary pump, equipped with a (liquid-nitrogen) cold trap to avoid 
pump-oil contamination by solvent vapors. The ion source contains a sampling cone 
acting as the entrance slit to the mass analyzer, and a repeller or a retarding elec-
trode opposite or slightly downstream to the sampling cone. A filament behind an 
electron entrance slit and a discharge electrode may be positioned upstream. The 
source block is heated by cartridge heaters, and a temperature sensor is placed fur-
ther downstream to monitor the vapor jet temperature.

With the development of TSI, Vestal et al. [39, 44–46] also introduced a new ion-
ization technique. They demonstrated that collision of the vapor-droplet beam from 
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the nebulizer with a nickel-plated copper plate leads to soft ionization of analytes. 
Subsequently, it was found that the collision was not a vital step in the process [45]. 
The presence of a volatile buffer or acid in the mobile phase appeared more impor-
tant in TSI, i.e., in charging the droplets produced and in generating preformed ions 
in solution. The ionization phenomena were explained in terms of the ion-evapora-
tion (IEV) model (see Sect. 7.3) [46].

In practice, four modes of ionization can be distinguished in TSI, i.e., two liquid-
based ionization modes, ion-evaporation and thermospray buffer ionization (ap-
plied in ~ 60 % of the applications), and two electron-initiated ionization modes, 
filament-on ionization and discharge-on ionization (applied in ~ 40 % of the appli-
cations). With ionic analytes and preformed ions in solution, ion evaporation seems 
to be most important. In this mode, the concentration of the volatile electrolytes in 
the mobile phase should be carefully optimized. With neutral analytes, TSI buffer 
ionization is predominant: Ionization takes place by either gas-phase ion-molecule 
reactions or rapid proton-transfer reactions upon transition from the liquid to the gas 
phase due to the desolvation of the droplet, i.e., at the interface of the liquid droplet 
and the gas phase (the selvedge). For this ionization mode, the addition of ammo-
nium acetate or any other volatile buffer to the LC effluent is obligatory. In absence 
of a buffer, with nonaqueous mobile phases, or with mobile phases that contain over 
50 % organic modifier, either the filament-on or the discharge-on mode must be 
used. In the filament-on mode, high-energy electrons (0.4–1.0 keV) emitted from a 
heated filament are accelerated into the ion source. In the discharge-on mode, a con-
tinuous gas discharge is used to generate electrons. The electrons initiate medium-
pressure CI, in which solvent vapors are applied as reagent gas (solvent-mediated 
CI). Thus, the filament-on and discharge-on modes show greater versatility in terms 
of applicability range when the buffer is left out, although enhanced performance 
may be observed with buffer present. For most compounds, the positive-ion mode 
is more sensitive than the negative-ion mode. For a proper operation of TSI, the 
careful optimization of a variety of mostly interrelated experimental parameters is 
required, i.e., the source block temperature, the vaporizer temperature, the repeller 
potential, the solvent flow-rate, and the mobile-phase composition.

Fig. 7.4  Schematic diagram of a thermospray ion source (TSI-MS). No filament is present in this 
source
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Under these conditions, mainly protonated molecules [M + H]+  are observed in 
positive-ion mode. In ion-evaporation and thermospray buffer ionization modes, 
Alkali + -cationization may be observed as well, but generally not as frequently as in 
ESI operation. In general, little attention was paid to such effects in TSI-MS.

7.2.6  Electrospray Ionization

Electrospray ionization (ESI) as we know it today can be attributed to John Fenn, 
who in 2002 received the Nobel Prize of Chemistry for his contribution to the iden-
tification and structure elucidation of biological macromolecules. However, Fenn 
was not the first to use electrospray nebulization for sample introduction into a mass 
spectrometer. In the mid-1960s, Dole et al. [47, 48] investigated the possibility to 
transfer proteins from the liquid phase to the gas phase by electrospraying dilute 
solutions in a nitrogen bath gas. The vacuum interface needed for an efficient cou-
pling of an atmospheric-pressure ESI ion source to a mass spectrometer has been 
developed by Yamashita and Fenn [49, 50]. In the same time frame, several other 
research groups investigated similar approaches. Evans et al. [51, 52] developed 
electrohydrodynamic ionization and Zolotai et al. [53, 54] “field evaporation of 
ions from solution.” In both approaches, analytes are electrosprayed under high-
vacuum conditions from nonvolatile solvents like glycerol. Addition of sodium 
iodide, necessary for conductivity reasons, stimulates the formation of [M + Na]+  
and [M + (glycerol)n + Na]+  for compounds like saccharides, nucleosides, and small 
peptides [55]. More from a fundamental point-of-view, Iribarne and Thomson 
[56–59] investigated the direct emission of ions from liquid droplets, generated by 
pneumatic nebulization of a liquid solution in an atmospheric-pressure chamber 
and charged by random statistical charging using an induction electrode positioned 
close to the nebulizer. Solvated single-charge ions are formed in the evaporating 
spray. Their theoretical description of the process is later adapted to explain the 
ionization mechanisms of both TSI [44–46] and ESI [60–63].

In ESI, an analyte solution, e.g., the mobile phase from an LC column, is nebu-
lized into an API source as a result of a strong electric field, eventually assisted by 
N2	as	a	nebulizing	gas	and	heating.	Small,	highly	charged	droplets	(1–10	μm)	are	
generated (Fig. 7.5). Gas-phase ions are generated in the process of droplet evapo-
ration and field-induced electrohydrodynamic disintegration of the droplets. The 
gas-vapor	mixture	( N2 and mobile-phase solvents) with analyte ions is sampled by 
the ion-sampling orifice into the vacuum interface and toward the mass spectrom-
eter. Desolvation and collisional cooling of the ions occur when they move through 
the vacuum interface toward the high-vacuum mass analyzer. In most cases, either 
[M + H]+  or [M–H]− is generated, depending on the operating polarity, but other 
ions like [M + Na] + , [M + K] + , or [M + CH3COO]− may be generated as well (or 
instead). Alkali-metal cationization in ESI seems to primarily depend on the (re-
sidual) concentration of alkali-metal ions in the sample and on the properties on the 
analytes. It seems the presence of vicinal hydroxy or other oxygen groups greatly 
promoted the formation of alkali-metal cationization.
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When studying the ionization behavior of a particular compound or compound 
class in ESI-MS, often direct infusion of the analyte solution into the ESI source is 
performed. Although this provides a first impression on whether analyte ionization 
is feasible, it has frequently been shown that the appearance of the ESI-MS spec-
trum may drastically change between direct infusion and on-line LC–MS operation, 
e.g., [64], and even between LC–MS analysis of standard solution and extracts from 
biological samples. Such changes especially comprise changes in relative abun-
dance between [M + H]+  and ions due to Alkali + -cationization and H +/Alkali + -ex-
change. Compounds with strong affinity to Alkali + -ions still show [M + Alkali]+  in 
LC–MS, despite the fact that the Alkali + -ion are separated from the analyte by LC, 
i.e., the Alkali + -salts elute unretained in reversed-phase liquid chromatography 
(RPLC). This finding also implies that, at least part of, the Alkali + -cationization is 
a liquid-phase process.

As ESI has become the ionization method of choice in both the MS analysis of 
biological macromolecules and the on-line LC–MS coupling, significant research 
efforts and instrumental developments and improvements have been reported and/
or implemented in ESI devices. The orthogonal rather than axial positioning of the 
electrospray needle in the ESI ion source is important in reducing contamination of 
the ion sampling orifice. A wide variety of ion-sampling orifices have been devel-
oped, including glass capillaries, heated stainless-steel capillaries, sampling cones, 
and flat sampling orifices, often protected against contamination by counter-current 
N2 flows. Ion transmission in the vacuum interface has been improved by the use 
of continuously more advanced RF-only ion focusing and transport devices, that is: 
next to RF-only quadrupoles, hexapoles, and octapoles also the implementation of 
ion funnels [65] and travelling-wave stacked-ring ion guides [66]. Whereas in most 
analytical applications of ESI-MS low pressure is pursued in the vacuum interface, 
the preservation of protein complexes in native-MS is best achieved at somewhat 
higher pressures in this region [67]; valves have been implemented to allow pres-
sure adjustments in native-MS experiments.

Fig. 7.5  Schematic diagram of an electrospray ion source (ESI-MS)
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Another instrumental development is based on the fact that the generation of 
smaller droplets is more favorable in terms of droplet evaporation during ESI, of 
sensitivity and the ability to preserve non-covalent molecular associates. Thus, 
nanoelectrospray ionization (nESI) has been developed [68], where the analyte is 
sprayed	 from	a	gold-coated	 fused-silica	 capillary	with	 a	 tip	diameter	of	1–5	μm	
rather	than	from	capillaries	with	a	100–150-μm	tips	that	are	used	in	conventional	
(pneumatically assisted) ESI. In nESI, flow-rates as low as 20 nl/min can be nebu-
lized. Thus, gentler operating conditions (temperature, gas flows, needle voltage) 
can be achieved. In order to more readily implement nESI in LC–MS operation, 
integrated chip-based nano-LC–nESI devices have also been developed [69].

The ionization mechanism of ESI is not fully understood [60–63]. The two pre-
vailing models are the ion-evaporation model of Iribarne and Thomson [56–59] and 
the charge-residue model of Dole [47, 48]. Both models assume that analyte mol-
ecules are present in solution as preformed ions in solution, which can be achieved 
either by choosing an appropriate pH of the solution or the mobile phase or, which 
is relevant in the context of the chapter, by providing alkali-metal ions to stimulate 
alkali-metal cationization. According to the charge-residue model, the sequence of 
solvent evaporation and electrohydrodynamic droplet disintegration proceeds until 
only one preformed analyte ion is present in the microdroplet. By evaporation of 
the solvent, the preformed analyte ion is released to the gas phase. According to 
the ion-evaporation model, gas-phase ions are generated from the highly charged 
microdroplets, because the local field strength is high enough for preformed ions to 
be emitted into the gas phase (see Sect. 7.3). Although the two models are to some 
extent complementary, the relative importance of either mechanism in the actual ion 
production of a particular analyte is difficult to decide. Especially under high flow-
rate conditions during LC–MS analysis of small molecules, gas-phase ion-molecule 
reactions, e.g., proton-transfer reactions, at the interface of droplets and the gas 
phase seems to contribute to the analyte ionization as well.

ESI enables soft ionization of highly labile and nonvolatile compounds such 
as (oligo)nucleotides, (oligo)saccharides, peptides, and proteins without significant 
fragmentation. In the analysis of biomacromolecules, an ion envelope of multiple-
charge ions, [M + nH]n +  or [M–nH]n−, is generated, from which the molecular weight 
of the molecule can be accurately calculated (better than 0.01 %) using software 
procedures. Next to protonated molecules, other cationization products involv-
ing NH4

 + , Na +  and K + may be observed in the positive-ion mode. In negative-ion 
mode, [M + HCOO]−-, [M + CH3COO]−-, or [M + CF3COO]−-anionized species may 
be observed next to the deprotonated molecule [M–H]−, depending on the mobile-
phase additives and the physicochemical properties of the analyte. Spectral features 
are discussed in more detail in Sect. 7.4.

ESI-MS is very widely applied, for instance in all application areas discussed in 
Sect. 7.5. This is partly due to the fact that until today, ESI-MS is the most conve-
nient and most widely applied ionization technique for LC–MS. ESI-MS helped to 
open new application areas for MS.

In ESI, as with most other ionization techniques discussed here, the addition of 
alkali-metal ions (other types of metal ions) can be used to extend the applicability 
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range. In a technique called “coordination ionspray” (CIS-MS), cationization 
agents, like especially Ag + , are applied in the ESI-MS analysis of nonpolar analytes 
to induce coordination and thereby cationization. CIS-MS was introduced by Bayer 
et al. [70]. As “ionspray” is a trade name of AB-Sciex, the term coordination elec-
trospray ionization (CIS) is used throughout this text.

Another ionization technique, which seems closely related to TSI and ESI, is at-
mospheric-pressure chemical ionization (APCI). In APCI, the solvent stream, e.g., 
the effluent from an LC column, is pneumatically nebulized into a heated vapor-
izer zone, where (almost) complete evaporation of the aerosol droplets is achieved 
[71–73]. Analyte ionization is initiated by electrons from a downstream corona dis-
charge needle. The electrons act as primary source of ionization of the solvent or 
mobile-phase constituents, which in turn by gas-phase ion-molecule reactions in 
the API source ionize the analyte molecules, mostly by proton-transfer reactions, 
i.e., formation of [M + H]+  in positive-ion and [M–H]− in negative-ion mode. There 
are also some results, indicating the Na + -cationization can take place under APCI 
conditions. Atmospheric-pressure photoionization (APPI) is an ionization tech-
nique closely related to APCI. In APPI, the analyte ionization is initiated by light 
from a vacuum-ultraviolet lamp, e.g., a Kr-lamp, instead of by means of a corona 
discharge. Next to direct photoionization of the analytes, gas-phase ion-molecular 
reactions greatly contribute to the ionization in APPI [74, 75].

7.2.7  Atmospheric-Pressure Desorption Ionization Techniques

Desorption electrospray ionization (DESI) may serve as an example of the many 
atmospheric-pressure surface ionization technique that has recently been introduced 
[63, 76]. In DESI, the high-velocity spray of charged microdroplets from a (pneu-
matically assisted) electrospray needle is directed at a surface, which is mounted 
in front of the ion-sampling orifice of an API source (see Fig. 7.6). Surface con-
stituents are released from the surface and ionized. These gas-phase ions can be 
introduced to and observed by MS [77]. In this way, DESI-MS enables for instance 
the analysis of drugs in tablets or natural products in plant parts without extensive 
sample pre-treatment or prior separation. In addition, DESI-MS and some of its 
related surface ionization techniques enable chemical imaging of surfaces such as 
thin-layer chromatography (TLC) plates and tissue sections [78].

Somewhat earlier than DESI, atmospheric-pressure matrix-assisted laser desorp-
tion ionization (AP-MALDI) was introduced [79–81]. Initially, an angled probe 
tip was bombarded with photons from a laser. Desorbed ions were transferred by 
a stream of nitrogen toward the ion sampling orifice of an API-MS instrument. 
Although initially a TOF-MS was used, the potential of AP-MALDI with ion-trap 
instruments was also explored [82]. An attractive feature of the latter setup is the 
ease at which multistage MS–MS (MSn) can be achieved. Subsequently, several 
ion-source geometries have been developed and applied [80]. AP-MALDI-MS also 
plays a role in the emerging mass spectrometry imaging techniques.
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In addition to DESI and AP-MALDI, a large variety of other, sometimes closely 
related, atmospheric-pressure desorption ionization techniques have been introduced 
in the past decade, connected to a huge number of acronyms. Van Berkel et al. [76] 
tried to classify these emerging techniques into four categories, i.e., (1) thermal de-
sorption ionization, (2) laser desorption/ablation ionization, (3) liquid-jet and gas-jet 
desorption ionization, and (4) liquid extraction surface sampling probe ionization.

In the first category, the actual analyte ionization is mostly based on APCI. Com-
mercially available techniques like direct analysis in real time (DART) [83] and 
atmospheric-pressure solids analysis probe (ASAP) [84] are examples of this cat-
egory. In DART, the ionization process involves interaction of analyte molecules on 
a surface, e.g., a tablet, a leaf or a glass rod dipped in or rubbed with a liquid sample, 
with electronically or vibronically excited atoms or molecules in a helium carrier 
stream. The analyte ions formed are introduced into an API-MS [83]. In ASAP, the 
sample is introduced into the ion source by means of a glass rod, from which ana-
lyte molecules are vaporized and ionized at atmospheric pressure [84]. The second 
group involves techniques were desorption/ablation is achieved by means of a laser, 
whereas the actual ionization is mostly done with ESI or APCI. The AP-MALDI 
technique [79–81], discussed earlier, is classified in this category as well. In the 
third group, DESI and related techniques, for instance, based on sonic spray ioniza-
tion [85, 86], such as desorption sonic spray ionization (DSSI) [87], are classified. 
The last group contains techniques based on analyte extraction using a confined liq-
uid stream with either a liquid microjunction or a sealed surface contact. Ionization 
is achieved by ESI or APCI. One may question whether the latter techniques should 
be considered as desorption ionization techniques.

Fig. 7.6  Schematic diagram of the setup and ion source for desorption electrospray ionization 
(DESI-MS). (Adapted from N. Talaty et al. Analyst, 130, 2005, 1624–1633 with permission of the 
PCCP Owner Societies)
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7.3  Ionization Mechanisms

In two interesting review papers, Arpino and Guiochon [88] and Vestal [89] in-
dependently concluded that the various soft ionization methods have some com-
mon features. In some way or another, a matrix is involved in which the analyte 
 molecules are dissolved. This matrix may be a specific compound mixed with the 
analyte to achieve analyte ionization, i.e., sinapinic acid, DHB, or CHCA matrix 
used in MALDI, nitrocellulose in PDI, or glycerol in FAB. Alternatively, the matrix 
is the liquid phase from which droplets are generated, i.e., in TSI and ESI. Two gen-
eral processes appear to be important in the ionization mechanism, i.e., (1) the for-
mation of analyte ions in the sample matrix prior to evaporation or desorption and 
(2) rapid evaporation prior to ionization, which can be effected by very rapid heat-
ing or by sputtering by high-energy photons or particles. In this respect, these soft 
ionization techniques are considered to be “energy-sudden” techniques [89, 90]. 
In general, it is assumed that the energy deposited on the sample surface can cause 
(gas-phase) ionization reactions to occur near the interface of the solid or liquid and 
the vacuum (the so-called selvedge) or provide preformed ions in the condensed 
phase with sufficient kinetic energy to leave their environment. Thus, desorption of 
preformed ions from the matrix appears to be the common mechanism. The energy 
needed in the desorption of analyte ions can be applied in a number of ways, as indi-
cated by the variety of methods discussed in the previous section. The mass spectra 
obtained are characterized by the occurrence of various cationized molecules, such 
as [M + H] + , [M + Na] + , and [M + K] + , and possibly some fragments from unimo-
lecular dissociations. Brief discussions on ionization mechanisms were included in 
the descriptions of the various techniques in the previous section.

Nebulization ionization is the process involved in the analyte ionization in EHI 
[55], TSI [44–46], and ESI [60–63], where no primary source of ionization, i.e., a 
filament or a discharge electrode, is applied. The mechanism of nebulization ion-
ization is not fully understood. A number of competing processes appear to take 
place. The general understanding can be summarized as follows: Upon nebuliza-
tion,	charged	droplets	of	a	few	μm	ID	are	generated.	The	fate	of	these	droplets	is	
determined by a number of competing processes. Charge-preserving solvent evapo-
ration results in smaller droplets with a higher charge (surface) density. When the 
repulsive forces due to the surface charges exceed the forces due to surface tension, 
the droplets explode or disintegrate as a result of field-induced Rayleigh or electro-
hydrodynamic instabilities. Multiple smaller droplets, often called microdroplets, 
are generated. Due to a sequence of repetitive electrohydrodynamic droplet disin-
tegration and continuous solvent evaporation, microdroplets containing only one 
charged molecule may be generated. By soft desolvation of this droplet, the ions 
will be free in the gas phase and amenable to mass analysis. This step is assumed 
to take place in the charge-residue model, proposed by Dole et al. [47, 48]. How-
ever, it is also argued and demonstrated that at a certain droplet-size/charge ratio, 
field-induced ion evaporation of preformed ions from the solution may take place, 
as proposed in the ion-evaporation model by Iribarne et al. [56–59]. The result-
ing evaporated ions in the gas phase are amenable to mass analysis. In addition to 
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this, gas-phase electrolyte ions, e.g., NH4
 + , may be formed during these processes 

as well. These ions may act as reagent gas ions in gas-phase ion-molecule reac-
tions, which actually are to be considered as chemical ionization processes [91]. 
The gas-phase ions generated by either mechanism will most likely be solvated 
again, as they are generated in a humid high-pressure region with multiple interac-
tions between ions and their surrounding neutrals from mobile-phase constituents. 
In their way toward the ion-sampling orifice, in the region between the orifice and 
the skimmer, as well as in the RF-only multipole device between the skimmer and 
the baffle to the mass analyzer region, desolvation of these solvated cluster ions 
will take place. Furthermore, the ions and their solvated clusters generated may be 
collisionally activated due to the many ion-molecule collisions in the high-pressure 
ion source. This may occasionally result in the formation of fragment ions. It is im-
possible to distinguish the importance of these various processes in the ionization 
of a particular molecule. Irrespective of the exact ionization mechanism, the forma-
tion of preformed ions in solution seems to be an essential step in most of these 
mechanisms. This may be achieved by adjusting the mobile-phase pH, by addition 
of cationizing or anionizing additives, by inducing (permanent) charge via analyte 
derivatization, and/or by keeping the ionic strength of the solution low.

7.4  Spectral Features in Cationization Mass 
Spectrometry

Cationization processes in MS clearly demonstrate, that the appearance of the mass 
spectrum of a particular analyte strongly depends on the experimental conditions, 
e.g., on the presence or absence of certain additives in the sample or, when an LC 
mobile phase is concerned, in the solvents.

An important feature of cationization MS is that the type of ions generated is 
distinctly different from the one generated in EI. The primary ions generated in 
EI are molecular ions, M	+	●, due to expelling an electron from the neutral spe-
cies. By definition, molecular ions are odd-electron ions (OE	+	●). A substantial 
amount of internal energy is put into the molecular ion, resulting in rapid in-source 
compound-specific fragmentation. The mixture of the intact molecular ion and 
the fragment ions is subsequently mass analyzed. In contrast, most soft-ionization 
techniques like ESI and MALDI generate either positively or negatively charged 
even-electron ions (EE + ), often [M + H]+  or [M–H]−. No or hardly any in-source 
fragmentation occurs. If fragmentation is desirable, it has to be induced by increas-
ing the internal energy of the ion, for instance by CID in an MS–MS experiment. 
The fragmentation of OE	+	● and EE +  is distinctly different, especially because rad-
ical-induced reactions opens up a number of fragmentation pathways in OE	+	● that 
remain unavailable for EE + .

For an ion with a known elemental composition, its OE	+	● and EE +  character can 
be readily derived using the nitrogen rule, which states that a molecule, M	+	● or any 
other OE	+	●	with	an	even	mass	or	mass-to-charge	ratio	( m/z) should contain zero or 
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an even number of N-atoms, whereas an EE +  with an even m/z should contain an 
odd number of N-atoms. Thus, an OE	+	● with odd m/z contains an odd number of 
N-atoms, and an EE +  with an odd m/z zero or an even number of N-atoms.

The most important ionization process with the soft ionization techniques in 
positive-ion mode is protonation, i.e., formation of [M + H] + . Next to protonation, 
ion-attachment or cationization processes with sample-related Na + - or K + -ions 
may contribute to the ionization of polar analytes in these ionization techniques. 
[M + Na]+  and [M + K]+  have been reported for virtually all soft ionization tech-
niques discussed in Sect. 7.2. The ESI-MS mass spectrum of the iridoid glycoside 
globularin may serve as an example of this behavior, showing [M + H] + , [M + NH4]

 + , 
[M + Na] + , and [M + K] + (see Fig. 7.7, see also Sect. 7.5.2). It should be emphasized 
that the terms “protonated molecule,” “sodiated molecule,” and “potassiated mol-
ecule” should be applied rather than the frequently, but erroneous term “molecular 
ion.” The term “molecular ion” is reserved for radical ions! Also the terms “qua-
simolecular ion” or “pseudomolecular ion” should not be used [92].

In mass spectra, where both [M + H]+ and [M + Na]+ and/or [M + K]+ are pres-
ent, the cationized species are readily recognized by a 22-Da (21.982 Da) or 38 Da 
(37.956 Da) mass shift, respectively, relative to the [M + H] +. Sodium is monoiso-
topic, whereas potassium, being an “A + 2”-element, shows an M + 2 isotopic con-
tribution of 7.2 %. Often, the occurrence of [M + Na]+ and [M + K]+  can actually be 
attributed to the presence of Na + - and/or K + -ions in the (often) biological matri-
ces analyzed, but also residual alkali-metal ions (typically < 1 mM) in the solvents 

Fig. 7.7  ESI-MS mass spectrum of the iridoid glycoside globularin, showing characteristic ions 
discussed in the text, i.e., [M + H]+  with m/z 493, [M + NH4]

+ with m/z 510, [M + Na]+ with m/z 
515, and [M + K]+ with m/z 531 as well as the adduct-bound dimers, i.e., [2M + NH4]+ with m/z 
1002, [2M + Na]+ with m/z 1007, and [2M + K]+ with m/z 1023. The ions with m/z 131, 313, and 
331 are fragment ions. (Reprinted from [163] with permission of Wiley; copyright 2007, John 
Wiley and Sons, Ltd)

 



7 Cationization Mass Spectrometry for Condensed-Phase Samples 221

used in sample preparation (or in LC mobile phases) may play a role, e.g., [93]. 
[M + Na]+  and [M + K] + , often indicated as so-called adduct ions, are especially 
observed for compounds containing multiple (vicinal) hydroxyl and/or carboxyl 
groups. Theoretical calculation with Na + -cationization of disaccharides have shown 
that stable structures arise from tridentate interaction of Na + with the ring oxygen 
and two hydroxy oxygen atoms [94].

One should be aware that (apparent) [M + Na] + -ions may also be observed if 
compounds with acidic functional groups, e.g., carboxylic acids, sulfonates, sul-
fates, or phosphates, are analyzed in positive-ion mode. One may question whether 
actual Na + -cationization takes place with these types of molecules. The observed 
22-Da (or 38-Da for the apparent [M + K] + ) can also be attributed to an exchange of 
the acidic hydrogen for sodium, thus resulting in the formation of protonated sodium 
salts, e.g., [(M–H + Na) + H] + , [(M–2H + 2Na) + H] + , or sodiated sodium salts, e.g., 
[(M–H + Na) + Na] + . From their m/z values, these H +/ Na + -exchange products can-
not be discriminated from Na + -adduct ions [M + Na] + . This behavior is frequently 
observed for peptides and oligonucleotides, carrying multiple carboxylic acid and 
phosphoric acid groups, respectively. Cationization processes, both adduct-ion for-
mation and H +/Alkali + -exchange, occur in ESI-MS and MALDI-MS as well as in 
other condensed-phase ionization techniques, which are often based on the forma-
tion of preformed ions in the condensed phase. In negative-ion mode, especially 
in LC–MS with ESI-MS, ion-attachment processes and/or adduct-ion formation 
with solvent constituents may occur as well, resulting in ions like [M + HCOO]−, 
[M + CH3COO]−, or [M + Cl]−, depending on the additives used.

There is some debate on the origin of the adduct ions. It may be argued that some 
of the adducts, especially the ones involving H +/Alkali + -exchange, are already gen-
erated in the condensed phase and transferred to the gas-phase as such. On the 
other hand, for ESI-MS, for instance, gas-phase processes leading to Na + -cation-
ization and even H +/Na + -exchange have been demonstrated as well [95–97]. For 
Li + -cationization of peptides, occurring at the amide bond, theoretical calculations 
were made, demonstrating that sufficient affinity between the Li + -ion and the amide 
bond exists [95]. This would point to other cationization sites than what would be 
expected based on H +/Alkali + -exchange at carboxylic acid groups. Gas-phase pro-
duction of [M + Na] + -ions of peptides using a dual ESI source, i.e., one to introduce 
the protonated peptide and one to introduce a sodium diethyldithiocarbamate anion, 
via ion-ion reactions has also been demonstrated [96, 97]. Several examples are 
available, where addition of Li +  to the solvent effectively suppresses Na + -cation-
ization in favor of Li + -cationization, point toward higher affinity of many analytes 
for Li + -ions than for Na + -ions.

For MALDI-MS, van Kampen et al. [98], and their references therein] showed 
the importance of (1) the affinity of the analyte toward the Alkali + , which seems 
to be primarily governed by the charge density of the Alkali + ; (2) the gas-phase 
availability of Alkali + , which seems to be related to the lattice energies in the alkali-
cation salt, and thus to the counter anion used; and (3) the matrix applied, which 
in turn may affect ion separation within the salt. For polyethylene glycol (PEG) 
with an alkali-halide salt, the most abundant [M + Alkali] + -ion observed depends 
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on the matrix, which decides between two opposing effects, i.e., the gas-phase 
availability, which is highest for Li + , and the affinity of PEG to Alkali + , which is 
highest for Cs + . In DHB, [M + K]+  is observed as a compromise, whereas in meso-
tetrakis(pentafluorophenyl)porphyrin (F20TPP), [M + Li]+  is observed instead. The 
latter is somewhat explained from the high affinity of Li +  to F20TPP, resulting in 
gas-phase [F20TPP + Li] + , that subsequently may act as Li +  donor in the selvedge. 
F20TPP was found to be a useful matrix for small-molecule MALDI-MS analysis 
[98]. In another study, involving MALDI-MS of neutral oligosaccharides using a 
3:1 mixture of mixture of 2,5-DHB and 1-hydroxyisoquinoline, doped with equi-
molar amounts of alkali salts, it was found that the affinity of oligosaccharides for 
alkali-metal ions was found to increase in the order Li + < Na + < K + < Cs +  [99].

The exact nature of the Alkali + -cationization products, generated under various 
conditions using ESI-MS and MALDI-MS, can certainly be studied in considerable 
more detail.

In both ESI and MALDI mass spectra, ions due “adduct-bound” dimers may be 
observed, e.g., [2M + H]+  or [2M + Na]+  in positive-ion mode and [2M–H]− in neg-
ative-ion mode, e.g., [100]. Adduct-bound dimers, i.e., [2M + NH4] + , [2M + Na] + , 
and [2M + K] + , were observed in the ESI-MS mass spectrum of the iridoid glycoside 
globularin (see Fig. 7.7). The adduct-bound dimers generally occur only at higher 
concentrations and their relative intensity is a function of the analyte concentration. 
For an unknown compound, the occurrence of adduct-bound dimers may lead to 
ambiguity in the determination of the molecular mass. Addition of alkylamines to 
the mobile phase has been proposed in order to prevent adduct-bound dimer forma-
tion [101]. In this way, formation of [M + Na] + -ion may be reduced as well in favor 
of [M + alkylamine + H] + -ions [64].

ESI is a rather unique ionization technique among the soft ionization techniques, 
as it enables the easy formation of multiple-charge ions, e.g., [M + nH]n + . Double-
charge ions of proteins are sometimes observed in MALDI mass spectra. With pro-
teins, the multiple charging in ESI leads to an ion envelope of multiple-charge ions, 
from which with great accuracy the molecular weight of the protein can be derived 
[102, 103]. Advanced software tools, based on maximum entropy algorithms, have 
been developed for this purpose [104–106]. Similar series of multiple-charge ions 
can be observed in the negative-ion mode for proteins [107, 108] and especially 
for oligonucleotides [103, 109, 110]. Proteins, peptides, and especially oligonucle-
otides may show apparent sodium adducts, which may also be considered as H +/
Na + -exchange products, i.e., [(M–mH + mNa) + nH]n +  with peptides and proteins 
in positive-ion mode and [(M–mH + mNa)–nH]n− with oligonucleotides in nega-
tive-ion mode. Larger oligosaccharides are also prone to the formation of multiple-
charge ions. Given the high affinity of saccharides to sodium, this often involves 
[M + nNa]n +  in positive-ion mode [111]. Adduct formation with other Alkali + -ions, 
especially Li +, has frequently been used as well, especially for structure elucidation 
purposes.

In some studies, Na + - or K + -salts are actually added to the sample to stimulate 
and/or direct the cationization process. Obviously, such addition does not have to 
be limited to Na +  and/or K + . Addition of Li +  or Ag +  has been frequently applied 
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as well. Both elements show characteristic isotopic contributions, i.e., lithium 
shows an 8.0 % isotope peak at the monoisotopic m/z of [M + Li–1] + , whereas silver 
is a so-called A + 2-element, with an isotope peak of ~ 93 % at the monoisotopic 
m/z of [M + Ag + 2] + . One of the objectives in the addition of lithium salts is that 
Li + -cationized molecules more readily fragment in collision-cell CID (Sect. 4.3.3) 
than [M + Na]+  and [M + K] +  [112]. Under such conditions, it is observed that the 
 fragmentation of [M + Li]+  often shows somewhat different characteristics than the 
fragmentation of [M + H] + , thus potentially providing an additional tool in structure 
elucidation. Similarly, the addition of silver salts may enable the ionization of com-
pounds that are not readily amenable to the soft ionization techniques, for instance 
because they lack a protonation site. This behavior is exploited in, for instance, 
CIS-MS [70]. Again, [M + Ag] + -ions are found to exhibit to some extent different 
fragmentation behavior, as is demonstrated with some examples in subsequent sec-
tions. In this perspective, it is not surprising that researchers have explored frag-
mentation characteristics of cationized molecules involving other cations. Again, 
some examples are given below.

7.5  Applications

In this section, applications of cationization mass spectrometry are discussed for 
several compound classes. Attention is paid to mass spectral features of these com-
pound classes with the soft ionization techniques discussed in Sect. 7.2. Cationiza-
tion with alkali-metal ions as well as with other metal ions may also have a distinct 
influence on the fragmentation in MS–MS and/or MSn. Considerable attention is 
paid to this aspect as well. The discussion is not meant to be comprehensive, as the 
body of relevant literature is too big to be reviewed completely. Therefore, it is tried 
to highlight important features and typical applications.

7.5.1  Small Molecules

Cationization of small organic molecules has been applied as an alternative to 
protonation for a wide variety of compounds not readily amenable to protonation. 
Grade and Cooks [34] reported Ag + -, Pt + - and Li + -cationization of compounds like 
anthracene, 1,4-dicyanobenzene, p-aminobenzoic acid in SIMS. [M + Na] + - and 
[M + K] + -ions have been reported to frequently occur with many small molecules 
in FDI-MS, FAB-MS, ESI-MS and MALDI-MS. Perhaps, [M + Na] + -ions are most 
frequently reported for ESI-MS, but this may also be due to the fact that ESI-MS, 
also in LC–MS, has a very broad application range. In fact, ESI-MS has greatly ex-
tended the use of MS and created routine analytical procedures in many new appli-
cation areas. Na + -cationization or adduct formation to [M + Na]+  is widely observed 
in the positive-ion LC–MS analysis of small molecules using ESI-MS, including 
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pesticides, drugs and their metabolites, antibiotics, steroids, natural products, and 
other compound classes. As indicated before, apparent [M + Na] + -ions may also be 
observed for compounds with acidic functions, as H +/ Na + -exchange may occur, 
e.g., [93].

In ESI-MS, and also in APCI-MS, the appearance of the mass spectrum depends 
on the mobile-phase composition. In addition, the appearance of mass spectra may 
change by applying instruments from different manufacturers and/or with different 
ion source geometries. Some results with the cholesterol reducing agent simvas-
tatin may serve as an example. In acetonitrile/water or acetonitrile/aqueous am-
monium acetate (1 mmol/L, adjusted to pH 4.0), simvastatin shows [M + Na] +  (Sci-
ex ionspray interface and API-III) [113]. Under similar mobile-phase conditions 
but on a different instrument (Sciex turboionspray and API-365), [M + H]+  and 
[M + NH4]

+  were most abundant. With 2 mmol/L ammonium acetate in the mo-
bile phase, the [M + NH4]

+  actually is the most abundant ion, next to [M + H] + , 
[M + Na]+  and [M + K]+  being present [114, 115]. Attempts to force the ionization 
toward the generation of [M + Na]+  by the addition of sodium acetate in the case of 
simvastatin compromised the performance of the method.

Small-molecule analysis by LC–MS is often directed at quantitative analysis 
based on precursor-ion–product-ion transitions in selected-reaction monitoring 
(SRM). In this, the occurrence of [M + Na]+  is unfavorable, because (1) it may re-
sult to spreading the charge over a variety of ionic species, the relative abundance of 
which may change with the salt concentration of the (biological) samples analyzed, 
and (2) [M + Na]+  of many compounds are not efficiently fragmented in collision-
cell CID in a TQ instrument, which is the instrument of choice in quantitative bio-
analysis. The addition of ammonium salts or formic acid to the mobile phase may 
suppress the formation of alkali-metal cationization, but this may compromise the 
chromatography. An on-line ion-suppressor, based on a cation-exchange resin, to 
eliminate alkali-metal ions prior to ESI-MS was reported as well [116]. For cou-
pling of high-performance anion-exchange chromatography (HPAEC) to MS, in-
line cation-exchange membrane desalters have been described [117, 118].

If reduction of sodium adduct and H +/Na + -exchange turns out not to be success-
ful, e.g., because the analysis does not have adequate proton accepting functionality 
or a high affinity to Alkali + -ions, the addition of 0.1–1 mmol/L sodium acetate to 
the mobile phase may actually direct the ionization to the [M + Na] + , which can then 
be analyzed in LC–MS with ESI-MS and by using selected-ion monitoring (SIM). 
This has for instance been the strategy chosen for the quantitative analysis of a thiol 
compound, a drug in development, in dog plasma [93]. In this type of strategies, 
the sodium acetate can be added to the mobile phase or introduced by post-column 
infusion at a T-piece between LC column and ESI ion source.

The effect of the mobile-phase composition on the ESI-MS mass spectra of 
the chemotherapeutic agent paclitaxel has been investigated [64]. The use of dif-
ferent mobile-phase additives was evaluated. Paclitaxel is prone to formation of 
[M + Na] + - and [M + K] + -ions and for quantitative bioanalysis of this drug, control 
over the adduct formation is important to obtain reliable results. The use of either 
docedylamine (C12N)/acetic acid, providing predominantly [M + C12N + H] + -ions, 
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or acetic acid/sodium acetate, providing predominantly [M + Na] + -ions, were pro-
posed [64].

With small molecules showing various adduct ions in ESI-MS, it seems useful to 
use the sum of the adduct signals in quantitative analysis using SIM. This has been 
done in an application were concentrations of ginkgolides and bilobalide were de-
termined in 26 commercial gingko products from different sources [119]. Bilobalide 
showed both [M + H] + , [M + NH4]

 + , [M + Na]+  and [2M + Na] + . Higher  fragmentor 
voltages to promote in-source CID resulted in a decrease of the [M + NH4]

+  re-
sponse, but an increase of the other responses. The spectra of the gingkolides were 
dominated by [M + NH4]

 + -ions, whereas at higher fragmentor voltages, the total 
response and that of [M + H]+  and [M + Na]+  increased somewhat. Increase of the 
[M + Na] + -response at higher fragmentor voltage may partly be due to the fact that 
the [M + Na] + -ion is not fragmented, whereas [M + H]+  and [M + NH4]

+  are. As for 
quantification of bilobalide based on [M + NH4]

 + , an RSD as high as 17 % was ob-
tained for standard solutions, it was decided to monitor both [M + H] + , [M + NH4]

 + , 
[M + Na]+  in SIM. This resulted in an improved RSD of 6 % [119].

Another interesting example of dealing with adduct formation in LC–MS based 
on ESI-MS is the bioanalysis of decitabine, used in the treatment of patients with 
myelodysplastic syndromes with promising activity in the treatment of acute leu-
kemia [120]. A quantitative bioanalytical method, based on hydrophilic interaction 
chromatography (HILIC) and ESI-MS–MS was developed. During initial method 
development, abundant [M + Na] + - and [M + K] + -ions were observed, whereas 
[M + H]+  showed relatively low abundance. Significant analyte/internal standard co-
suppression and inter-batch matrix effects were observed when using [M + Na]+  as 
the precursor ion for quantification. Addition of 2 mmol/L lithium acetate to the mo-
bile phase effectively suppressed the formation of sodium and potassium adducts 
in favor of the formation of [M + Li] + . The CID mass spectrum of the [M + Li]+  as 
precursor shows two fragments, the most abundant one being the lithiated triazine 
base with m/z 119, next to the ion with m/z 123 which is the lithiated anhydrosugar. 
A validated method was developed using an SRM transition based on fragmentation 
of [M + Li] +  [120].

Some compounds can be analyzed in both positive-ion and negative-ion mode. 
Because of the occurrence of intense alkali-metal cationization, it is sometimes pre-
ferred to perform the analysis in negative-ion mode. This was done for the analysis 
of the amphoteric or zwitterionic surfactant cocamidopropylbetaine (CAPB), which 
in the negative-ion mode predominantly shows [M–H]−, whereas in the positive-
ion mode a range of ions is observed, including monomeric, dimeric, and trimeric 
protonated, sodiated and potassiated molecules, mixed double-charge ions, and a 
fragment ion [121].

Some compound classes have been widely analyzed using ESI-MS, enabling 
statements on the likeliness of Na +-cationization. Pesticide classes that are prone to 
the formation of [M + Na] + , often next to [M + H]+, are carbamate and organophos-
phorus pesticides, and various classes of herbicides like phenylureas, sulfonylureas, 
and chloracetanilides. Antibiotics that readily show [M + Na]+  next to [M + H]+  are 
sulfonamides, betalactams, tetracyclines, aminoglycosides, and macrolides. The 
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influence of mobile-phase additives on the ESI-MS mass spectra of tetracyclines 
has been systematically investigated in more detail [122]. In FAB-MS, macrolide 
antibiotics show either [M + H]+  or [M + Alkali] + , after addition of Li + -, Na + -, or 
K + -ions to the FAB matrix [123].

The condensed-phase ionization of polyether ionophore coccidiostats and an-
tibiotics mostly results in [M + Na] + -ions. This has been reported for FAB-MS of 
lasalocid, septamycin and monensin with desorption directly from TLC plates [124] 
and for maduramicins and other polyether antibiotics [125]. In ESI-MS, they are 
also mostly analyzed as [M + Na] + . The presence of multiple cyclic ether units, a 
free carboxylic acid group at one end, and a terminal alcohol group at the other en-
able them to form stable complexes with various metal cations, e.g., alkali cations, 
Ca2 + , Mg2 + , and Cu2 + , via intramolecular head-to-tail hydrogen bonding [126]. In 
MALDI-MS using DHB as matrix, such coccidiostats show [M + Na]+  as well as 
some [M + K]+  and [(M–H + Na) + Na] +  [127].

The anthelmintic avermectins are 16-membered macrocyclic lactone derivatives, 
which lack protonation sites. They have been analyzed as [M + NH4]

+  in positive-
ion ESI-MS or APCI-MS, as [M + Na]+  in positive-ion ESI-MS, or as [M–H]–  in 
negative-ion APCI-MS. Different ionization approaches were tested for the residue 
analysis of abamectin. Best sensitivity was achieved in positive-ion ESI-MS using 
[M + NH4]

 + . Similar sensitivity was achieved with [M + Li] + , but this provided only 
one fragment ion, which is not favorable regarding EU regulatory rules concerning 
confirmation of identity in residue studies [128].

In FAB-MS, macrolide antibiotics show either [M + H]+  or [M + Alkali] + , after 
addition of Li + -, Na + -, or K + -ions to the FAB matrix [123]. If Alkali + -cationiza-
tion of the analyte takes place, the charge localization is often different from the 
protonation site. For macrolide antibiotics like erythromycin A, for instance, it was 
demonstrated that protonation takes place at the dimethylamino group in the amino-
sugar substituent, whereas the Alkali + -ion is localized at the highly oxygenated 
lactone aglycone [123]. With [M + H]+  as precursor ion, fragment ions consistent 
with loss of the sugar substituents or with loss of the lactone aglycone are observed. 
With [M + Alkali]+  as precursor ion, a series of high-m/z fragment ions are observed, 
consistent with small molecule neutral losses from the sugar substituents, cross-ring 
fragmentation of the sugar substituent, and finally loss of the complete sugar units, 
with charge retention on the lactone aglycone. This difference in fragmentation be-
havior is illustrated for erythromycin A in Fig. 7.8 [123]. If, however, the charge 
localization site is not very different, no differences may be observed in fragmenta-
tion. This is, for instance, the case for tetracyclines, where Li + - and Na + -ions are 
bound at the tricarbonylmethyl group, whereas protonation is at the dimethylamino 
substituent of the same ring [129].

Given the difference in properties and possibly the charge location between the 
proton and the Na + -ion, one would expect differences in fragmentation behavior 
between [M + H]+  and [M + Na]+  as precursor ion. Obviously, it is not easy to sys-
tematically investigate this for a wide variety of compound classes. In order to fa-
cilitate the dereplication of natural products, Fredenhagen et al. [130] compiled a 
natural-products mass-spectral library, containing the mass spectra of 1020 com-
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mercially available natural products, based on ion-trap MS2 mass spectra. For 72 % 
of the compounds, [M + H]+  was used as precursor ion, for 6 % [M + Na] + , whereas, 
other precursor ions, e.g., [M + 2H]2 + , [M + H–H2O] + , or [M–H]−, were used for the 
other compounds. Some special attention was paid to the fragmentation behavior 
for compounds that showed both [M + H] + - and [M + Na] + -ions. For 30 % of these, 
the fragmentation patterns were basically the same, although differences in the rela-
tive intensity of the product ions may be observed. The latter may be explained by 
different affinities for the proton or the Na + -ion. For the other compounds, some 
common fragmentation behavior was observed for [M + Na] + -ions. In carboxylic 
acid, the loss of CO2 is favored. In compounds with a cyclic ketal, such as moci-
mycin,	ring	opening	into	a	β-dicarbonyl	moiety	results	in	more	stable	Na + -chelates. 
A subsequent retro-aldol condensation generates a characteristic fragment with 
m/z 651, which is not observed with [M + H]+  as precursor ion. For phenolic com-
pounds, tropylium-like ions are observed with [M + Na]+  and not with [M + H] + . 
The position of the Na + seems to determine the fragmentation, rather than the bond 
stability [130]. Different fragmentation characteristics in CID mass spectra with 
[M + H]+  as precursor or with Alkali + -cationization products (or with other metal 
ions) as precursor ion are outlined with more examples below.

Carotenoids are tetraterpenoid compounds with 40 carbon atoms, consisting of 
eight isoprene molecules. The carotenes are unsaturated hydrocarbons with either 
a	linear	structure	like	lycophene	or	a	partly	cyclic	structure	like	α-	and	β-carotene.	

Fig. 7.8  High-energy CID mass spectra of erythromycin A with either the FAB-generated 
[M + H] + -ion	 ( top spectrum) or [M + K] + -ion	 ( bottom spectrum) as precursor ions. (Reprinted 
from [123] with kind permission from Springer Science and Business Media)
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The xanthophylls like astaxanthin are also unsaturated hydrocarbons that contain 
additional oxygen atoms, e.g., in the form of alcohol, epoxide or ketone functions. 
These may be conjugated with glycosides or fatty acids. The MS analysis of ca-
rotenoids has recently been reviewed [131]. Interestingly, somewhat against ex-
pectation, carotenes are readily ionized using ESI-MS, APCI-MS or MALDI-MS 
[132–135]. However, they show unusually ionization characteristics. In positive-ion 
mode, carotenes show a competition between formation of M	+	● and [M + H] + , the 
relative  abundance being somewhat depending on the solvent conditions [133]. For 
xanthophylls and their fatty acid esters, next to M	+	● and [M + H] + , also [M + Na]+  may 
be observed, at least in ESI-MS and MALDI-MS [135]. In negative-ion APCI, M−● 
as well as [M–H]− may be formed for carotenes, and mainly [M–H]− for the xantho-
phylls [132–134]. Characteristic fragmentation, involving losses of butene, toluene, 
and combinations thereof, is also observed, together with quite some low-m/z frag-
ment ions, which often are not very structure informative. By addition of sodium ac-
etate to MALDI sample preparations of astaxanthin ester mixtures, the low-m/z frag-
ments were greatly reduced, and much simpler spectra with structure-informative 
fragments were obtained [135]. This simplified the profiling of complex carotenoid 
ester samples from microalgae. It should also be noted, that one of the earliest ap-
plications of CIS-MS was the Ag + -cationization of carotenoids [136].

Steroids comprise another compound class with poor ionization characteristics in 
ESI-MS, as they lack basic or acidic moieties to direct (de) protonation [137, 138]. 
Adduct formation of anabolic steroids in ESI-MS was investigated by Pozo et al. 
[138]. Different mobile-phase additives were applied, i.e., formic acid, Na +  and 
NH4

 + . Different behavior was also observed for either methanol or acetonitrile 
as organic solvent. In the current discussion, focus is given to Na + -cationization 
issues. Na + -cationization is important for steroids with a conjugated keto-group, 
which form both [M + H]+  and [M + Na] + . Addition of 0.1 mmol/L Na +  results in 
[M + Na + CH3OH]+  when methanol was present and in [M + H]+  when acetonitrile 
was present. Adduct formation can be reduced by addition of ammonium formate. 
Steroids with an unconjugated keto group show [M + Na + CH3OH] + , with methanol 
present, and only a poor response of [M + H + CH3CN] + , when acetonitrile is pres-
ent [138]. More recently, Ag + -cationization in CIS-MS has been proposed for the 
residue analysis of anabolic androgenic steroids [139].

In order to facilitate the MALDI-MS analysis of hydrocarbons and wax esters, 
the use of lithium 2,5-dihydroxybenzoate (Li-DHB) as matrix has been proposed 
[140]. This matrix proved successful in the analysis of C24- to C40-hydrocarbons, 
di- and triglycerides, wax esters, and PEGs; [M + Li] + -ions are observed for these 
analytes. Subsequently, it has been shown that salts of other organic aromatic acids 
(lithium benzoate, lithium salicylate, lithium vanillate, lithium 2,5-dimethoxyben-
zoate,	 lithium	 2,5-dihydroxyterephthalate,	 lithium	 α-cyano-4-hydroxycinnamate,	
and lithium sinapate) as MALDI matrices as alternative to Li-DHB provided up to 
9 × -improved signals [141].

Ag + -cationization in CIS-MS was, among other, applied to determine the mo-
lecular-weight distributions of non-boiling petroleum fractions [142]. The fractions 
were analyzed using a toluene/methanol/cyclohexane (60:28:12 %) solvent system. 
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The mass spectra show bimodal distributions ranging from m/z 300–3000 and from 
m/z 3000 to 20,000. The results obtained by CIS-MS for the saturated, aromatic, 
and polar fractions in a bitumen are in qualitative agreement with published data 
obtained with gel permeation chromatography and/or FDI-MS [142].

Interesting fragmentation is observed upon CID of Ag + -cationized amines, di-
amines, aminocarboxylic acids, and alkyl benzyl ethers [143–145]. Both Ag + -con-
taining and non-Ag + -containing fragment ions are observed. The latter can be 
 considered as immonium ions, [(Alkyl)2CH = NH2]

 + , generated by the loss of AgH 
due to a 1,2-elimination. If CH3- and C6H5-substituents	are	present	at	the	α-C rela-
tive to the amino-N, the loss of AgCH3 and AgC6H5 may be observed [143, 144]. 
This hypothesis of 1, 2-elimination has been tested by D-labelling studies [145]. 
The losses of AgH or AgCH3 have also been observed in the characterization of 
Ag + -cationized ferrocenyl catalyst complexes [146].

7.5.2  Glycosides

A glycoside is a natural product comprising of an aglycone with O-linked glycans 
attached to it by means of glycosidic bonds. The aglycone can be, for instance, a 
steroid, a flavonoid, or an iridoid.

Early accounts on the formation of cationized molecules were related to the 
analysis of glycosides by means of FDI-MS [147, 148]. The FDI mass spectrum of 
chlorogenic acid, for instance, showed ions with m/z 354 due to M	+	●, m/z 355 due 
to [M + H] + , m/z 377 due to [M + Na] + , m/z 393 due to [M + K] + , as well as two 
fragment ions with m/z 336 due to [M–H2O]	+	● and m/z 180 to M	+	● of caffeic acid 
(loss of the glycan part). These are typical characteristics of glycosides in FDI-
MS. The occurrence of [M + Na]+  and [M + K]+  was attributed to contamination 
in the solvent used in sample preparation [147]. Similarly, Na + -cationization was 
observed in the characterization of ginsenosides after LC fractionation/purification 
and FDI-MS [16].

Flavonoids, flavonoid glycosides and other flavonoid conjugates are extensively 
studied using MS techniques. The topic is extensively reviewed, e.g., [149–153]. 
Data for FDI-MS, FAB-MS, and LSIMS-MS show that most flavonoid glycosides 
show both [M + H] + -, [M + Na] + -, and [M + K] + -ions, often in combination with 
some structure-informative fragmentation. Given the fact that flavonoids and their 
glycosides are present in complex mixtures in their natural sources, LC–MS tech-
niques involving ESI-MS or APCI-MS have been used more recently. Similar ion-
ization characteristics are observed.

For structure elucidation of flavonoids and their glycosides, mostly [M + H]+  in 
positive-ion mode or [M–H]− in negative-ion mode is selected as precursor ion. Un-
der these conditions, characteristic fragmentation involves the loss of the glycosidic 
groups, often step by step, thus enabling some sequence determination, unless iso-
meric sugar groups are attached. In this respect, one should note that in some cases 
for diglycosides, e.g., for rutin, fragment ions corresponding to [M + H–162]+  are 
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observed, which are actually due to a rearrangement and the loss of the inner glucose 
residue [152–154]. This internal residue loss may be observed when fragmenting 
[M + H] + , but is not observed for [M + Na] + [155, 156].

CID mass spectra of kaempferol 3-O-glycosides, based on [M + Na]+  as precur-
sor ion, have been studied using ESI-MS3 in an ion-trap instrument in order to get 
more information on the glycosidic part [157]. In the MS2 spectrum, the major frag-
ment ion is due to the neutral loss of the aglycone, thus resulting in [M + Na]+  of the 
glycosidic part. Subsequent fragmentation of the latter ions in MS3 showed differ-
ent mass spectra between four isomeric kaempferol 3-O-rhamnosylhexosides and 
four isomeric kaempferol 3-O-glucosylhexosides, thus enabling to obtain linkage 
information based on cross-ring cleavages [157]. The possibility to apply cross-
ring cleavages to differentiate glycosidic linkages in disaccharides was previously 
demonstrated using [M + Li]+  or [M + Na]+  in FAB-MS–MS [158, 159] and ESI-
MS–MS [160].

In positive-ion ESI-MS, most glycosides show both [M + H] + , [M + Na] + , 
[M + K]+  and eventually, if an ammonium salt is present in the mobile phase, 
[M + NH4]

 + . This holds, for example, for flavonoid glycosides [149–153], saponins 
[161], steroid glycosides, iridoid glycosides [162, 163], and (tetrahydrofuran) lig-
nan glycosides [164, 165]. Fragmentation of Alkali + -cationized molecules as pre-
cursor ion in MS–MS provides specific information, often different from what is 
obtained with [M + H]+  as precursor ion. As an example, the ESI-MS mass spectrum 
of globularin, an iridoid glycoside, as studied by El-Safi et al. [163], is shown in 
Fig. 7.7. CID mass spectra after fragmentation of either [M + H]+  or [M + Na]+  as 
precursor ion are also interestingly different (see Fig. 7.9) [163]. Both [M + H]+  or 
[M + Na]+  with m/z 493 and 515, respectively, show the loss of the glucose moiety, 
either as glucose (loss of 180 u) or as anhydroglucose (loss of 162 u), although with 
lower abundance for the [M + Na] + . In the CID mass spectrum of [M + H] + , this is 
followed by the loss of cinnamic acid (loss of 148 u). The protonated cinnamic acid 
as well as the cinnamic acylium ion is also observed (ions with m/z 149 and 131, 
respectively). In the CID mass spectrum of [M + Na] + , the ions with m/z 185 and 
203 correspond to the [M + Na]+  of anhydroglucose and glucose, respectively. This 
indicates that the proton is preferentially kept by the aglycone, whereas the Na + -ion 
is preferentially kept by the glucose part. Cross-ring fragmentation in [M + Na]+  in 
the iridoid skeleton leads to the fragment ions with m/z 283, containing the cin-
namic acid moiety, and m/z 255, containing the glucose moiety [163].

After FDI-MS, ginsenosides showed abundant [M + Na] + -ions, next to 
[M + 2Na]2 + -ions. In addition, a series of fragment ions were observed, consistent 
with losses of water, arabinose, glucose, or combination thereof [16]. FAB-generat-
ed [M + Li]+  of iridoid glycosides were subjected to high-energy CID and provide a 
wider range of fragments than observed for the ESI-MS-generated [M + Na] + [162]. 
However, nowadays, high-energy CID is hardly applied anymore, although high-
energy CID can still be obtained in MALDI-TOF–TOF instruments [2].

The differentiation of four isomeric saponins, analyzed as [M + Li]+  in ESI-MS, 
was demonstrated as well. The saponins investigated had two sugar moieties, either 
1-2-linked (sophorose) or 1-4-linked (cellobiose), which could be differentiated 
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from cross-ring cleavages. Specific fragments were also found to discriminate be-
tween four possible methylation sites at the aglycone [161].

In the structural characterization of flavonoid glycosides, metal-ion cationization 
with other than alkali-metal ions has been extensively investigated by the group 
of Brodbelt [152, 166, 172] using ESI-MS. It was shown that up to 100-fold im-
proved intensity, compared to [M + H] + , could be obtained by metal complexation 
of the flavonoids and their glycosides with transition metal ions such as Cu2 +  and 
Co2 +  and	2,2ʹ-bipyridine	or	4,7-diphenyl-1,10-phenanthroline	as	an	auxiliary	neu-
tral ligand. This resulted in [Flavonoid–H + Metal + Ligand] + -ions [166, 167]. Such 
complexes can also be used to differentiate between 1-2- and 1-6-linked disaccha-
ride isomers of flavonoid glycosides by MS–MS [167, 168]. Subsequently, other 
metal complexes were evaluated, including metal ions like Al3 + [169], Ag + [170], 
Mn2 + [171]. In the end, this results in a toolbox with enhanced structure elucidation 
strategies for flavonoids and their glycosides, based on ESI-MS, ion-trap MSn, and 
tuneable transition metal-ligand complexation [172].

7.5.3  Sugars, Glycans, and Oligosaccharides

An oligosaccharide is a saccharide polymer containing a relatively small number 
of monosaccharides, O-linked by glycosidic bonds. The term glycan refers to the 

Fig. 7.9  Low-energy CID mass spectra of globularin with either the ESI-generated [M + H] + -ion 
( left-hand spectrum) or [M + Na] + -ion	( right-hand spectrum) as precursor ions. See text for further 
explanation and interpretation. (Reprinted from [163] with permission of Wiley; copyright 2007, 
John Wiley and Sons, Ltd)

 



W. M. A. Niessen232

carbohydrate portion of a glycoconjugate, such as a glycoprotein, glycolipid, or the 
natural product glycoside discussed in Sect. 7.5.2.

Compared to the two other classes of biomacromolecules, i.e., proteins and oli-
gonucleotides, the structure of oligosaccharides and glycans can be much more 
complex. This is due to the presence of up to four stereochemical centers in a 
 hexose, which leads to 16 different hexose structures. In addition to “simple” neu-
tral CHO-sugars, e.g., glucose (Glc), galactose (Gal), mannose (Man), there are also 
acidic sugars, e.g., glucuronic acid (GluA), sugars containing N-acetyl groups, e.g., 
N-acetyl-glucosamine (GlcNAc) and N-acetyl-galactosamine (GalNAc), or both, 
e.g., N-acetyl-neuraminic acid or sialic acid (Neu5Ac). Most monosaccharide units 
in mammals have a D-configuration, as determined by the stereochemistry of the 
C5-carbon, but some, fucose (Fuc) for instance, have an L-configuration. A hexose 
may be in solution in an acyclic form or in the form of a five-membered or six-
membered ring. Based on the stereochemistry of the anomeric carbon, there are two 
types	of	glycosidic	bonds:	An	α-glycosidic	bond	occurs	between	two	carbons	of	the	
same	stereochemistry,	whereas	in	the	β-glycosidic	bond	two	carbons	with	different	
stereochemistry are involved. In addition, there is a range of possible glycosidic 
linkages, i.e., the 1-1-, 1-2-, 1-3-, 1-4-, and 1-6-linkage. Whereas proteins and oli-
gonucleotides are linear copolymers, branching is possible in oligosaccharides and 
glycans, obviously via different glycosidic linkages. Thus, full characterization of 
an oligosaccharide is always quite challenging as it requires the identification of the 
(possibly isomeric) monomeric units, the determination of the sequence and/or the 
branching of these units, as well as their linkage type. A lot is already known about 
glycan structures, e.g., the N-linked glycan of a glycoprotein always has a com-
mon	pentasaccharide	core	structure	of	a	GlcNAc,	which	is	β-1-4-linked	to	another	
GlcNac,	which	is	β-1-4-linked	to	a	Man,	which	is	α-1-6-	and	α-1-3-linked	to	two	
other Man units. For O-linked glycans, however, at least six different core structures 
are known. From the core structure, more extensive glycans with different levels of 
complexity can be formed [111].

From the early days onward, FAB-MS has been applied to the analysis of oligo-
saccharides and glycan-containing biomolecules, such as the glycosides discussed 
in Sect. 7.5.2, glycolipids (Sect. 7.5.4), glycopeptides, and glycoproteins. Using 
FAB-MS, underivatized oligosaccharides could be analyzed up to ~ 4 kDa, where-
as charge-introducing derivatization strategies extended this range up to ~ 6 kDa 
[173]. In addition, FAB-MS analysis revealed the presence of, for instance, methyl, 
acyl, phosphate, sulfate functional groups, which were more difficult to define by 
(in those days) conventional carbohydrate analysis methods, such as GC–MS of 
permethylated sugar monomers. Interestingly, the peracetylated or permethylated 
derivatives provided the best results in FAB-MS as well, i.e., a ~ 100-fold improve-
ment relative to underivatized oligosaccharides. Under these conditions, [M + H]+  is 
observed with sequence-informative fragment ions [173]. FAB-MS also played an 
important role in the initial characterization of the N-linked glycans in glycopro-
teins [174]. Given the multiple vicinal oxygen atoms, sugars are prone to cation-
ization with Alkali + -ions. It was found that Alkali + -cationization in FAB-MS pro-
vides more intense signals for oligosaccharides and glycans. CID of FAB-generated 
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[M + Na] + -ions enabled discrimination between different linkage positions [159]. 
Next to FAB-MS, PDI-MS was evaluated for the MS analysis of oligosaccharides 
as well [175].

MALDI-MS has turned out to be a very powerful tool in oligosaccharide charac-
terization, as demonstrated in some early reviews by Harvey on the topic [176, 177] 
and the subsequent two-year updates [178–183]. In MALDI-MS, glycopeptides and 
glycoproteins provide [M + H] + , as protonation can take place at the peptide back-
bone. Neutral oligosaccharides and glycans, after being released from the protein 
backbone, yield [M + Na]+  with little fragmentation, whereas acidic glycans show 
fragments due to losses of the Neu5Ac units. Fragmentation can of course be in-
duced when either post-source decay in a reflectron-TOF-MS instrument or CID in 
TOF–TOF-MS instrument is applied. Combining MALDI with ion-trap, Q–TOF, 
or FT-ICR-MS instruments also provides additional means for fragmentation of 
the MALDI-generated ions. A wide variety of matrices have been investigated for 
their applicability in oligosaccharide analysis. The most widely used ones are DHB, 
super-DHB, which is a mixture of 2,5-DHB and 2-hydroxy-5-methoxybenzoic 
acid, and a 3:1 mixture of mixture of 2,5-DHB and 1-hydroxyisoquinoline [99] 
for neutral oligosaccharides, and 2,4,6-trihydroxyacetophenone (THAP) for acidic 
oligosaccharides. For neutral oligosaccharides, predominantly [M + Na] + -ions are 
generated. By doping with appropriate salts, other cationized species can be formed. 
The affinity of oligosaccharides for alkali-metal ions was found to increase in the 
order Li+ < Na+ < K+ < Cs+ [99]. The series of review papers on MALDI-MS of oli-
gosaccharides and glycans [177–183] started to cover applications of MALDI-MS 
in the fields of, among others, plant-derived carbohydrates, N- and O-linked glycans 
from glycoproteins, but also glyco(sphingo)lipids and related compounds, and gly-
cosides. Subsequently, new application areas were added as developments in sugar 
science and MS technology were proceeding, e.g., an increasing number of sugar 
derivatization strategies, the characterization of glycosylation profiles of therapeu-
tic biopharmaceuticals like monoclonal antibodies, fragmentation of carbohydrates, 
studies on glycosyl-transferase and glycosidase enzymes, glycan arrays, MALDI 
imaging, and the use of ion mobility spectrometry. Many of these applications are 
presented in tabular form [178–183]. In the most recent review [183], Harvey con-
cludes that MALDI-MS continues to be a major technique for carbohydrate analy-
sis, despite the growing competition from ESI-MS. A major advantage of MALDI-
MS over ESI-MS is the absence of multiple-charge ions, thus leading to an easier 
to interpret and cleaner glycan or oligosaccharide profile. Despite the spectacular 
progress in the past 15 years, there are still challenges, e.g., in identifying the cor-
rect structure and in the analysis of sialylated and sulfated glycans. In this respect, it 
is interesting to note that “old-fashion” approaches like permethylation are gaining 
popularity again [183].

Next to MALDI-MS, the use of ESI-MS is important in oligosaccharide and 
glycan characterization, especially because it can be combined with on-line LC 
separation of complex mixtures. The most important LC methods in glycan and 
oligosaccharide separation are HILIC [184], HPAEC, and, after derivatization by 
reductive amination with 2-aminobenzamide or 2-aminoacridone, RPLC on either 
C18 or porous graphitized carbon materials [185].
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The MS analysis and characterization of oligosaccharides have been reviewed 
by Zaia [111]. The ionization of oligosaccharides in ESI-MS is limited by their 
hydrophilic character. [M + H]+ is only observed for oligosaccharides and glycans 
that contain an aminosugar, e.g., GlcNAc, or when protonation sites have been in-
troduced via derivatization. Otherwise, [M + Na]+  or [M + NH4]

+ are observed. By 
application of appropriate metal ion salts, cationization with Li + , Ca2 + , Mg2 + , Co2 + , 
Cu2 + , Mn2 + , or Ag +  may be achieved as well. Most oligosaccharides, and especially 
the acidic ones, can be analyzed as [M–H]− in negative-ion mode as well [111]. Dif-
ferent derivatization strategies have been used. Permethylation of oligosaccharides 
is applied for linkage analysis in GC–MS, but in ESI-MS or MALDI-MS analy-
sis, permethylation can be useful as well. Alternatively, saccharide derivatization, 
mostly via reductive amination of the carbonyl group in the reducing sugar unit, can 
be performed to introduce a chromophore or fluorophore for UV or fluorescence 
detection after LC separation, to facilitate the RPLC separation of oligosaccharides, 
and/or to direct the fragmentation in MS–MS. Quite a variety of amines have been 
applied in this reductive amination reaction [111, 186].

Significant progress has also been made in understanding the fragmentation of 
oligosaccharides. A nomenclature system has been developed and is extensively 
used to annotate fragment ions in MS–MS spectra of oligosaccharides [187]. Com-
putational studies provided us with insight in the stability of glycosidic bonds and 
led to general rules on the fragmentation of [M + Na] + -ion of oligosaccharides [94]. 
The	calculations	revealed	that	cleavage	of	α-Glc,	α-Gal,	β-Man,	α-Fuc,	β-GlcNAc	
and	β-GalNAc	linkages	are	more	easy	than	cleavages	of	β-Glc,	β-Gal,	and	α-Man	
linkages, whereas the Neu5Ac bond is very labile. Stabilities of glycosidic bonds 
were calculated, and seem to be in good agreement with experimental findings [94].

The fragmentation of oligosaccharides, glycans and glycopeptides has been re-
viewed in detail by Zaia [111]. Attention is paid to characteristic features in the 
fragmentation of [M + H] + , [M–H]−, and various alkali and earth alkali cationized 
ions. Differences observed may be rationalized by the fact that protonation results 
in a localized charge, leading to charge-induced cleavages, whereas the alkali-metal 
ion undergoes coordination with several oxygen atoms, typically in a tridentate in-
teraction [94], leading to more charge-remote fragmentation mechanisms. At an 
early stage, it was established that [M + Na] + -ions in high-energy CID are more 
prone to cross-ring cleavages than [M + H] + -ions [188]. Later on, it was demon-
strated that such cross-ring cleavages can also be achieved in low-energy CID on 
a sector–quadrupole hybrid instrument [158], in ion-trap instruments [160], and 
in post-source decay in MALDI-TOF-MS [176]. This feature has effectively been 
applied in linkage analysis. Fragmentation yields seem to be inversely related to 
the size of the cation, i.e., H+ > Li+ > Na+ > K+ > Rb+ > Cs+ [177]. Three fragmenta-
tion pathways seem to be important in the fragmentation of alkali-metal ion cation-
ized oligosaccharides: (1) cleavage of the glycosidic bond, (2) cross-ring cleavage, 
and (3) cleavage of the bond between the metal ion and the sugar. Detailed infor-
mation is also provided on the fragmentation of permethylated and peracetylated  
oligosaccharides, which still may generated [M + Na] + , eventually next to [M + H] + , 
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of reductively aminated carbohydrates, which mostly generated [M + H] + , linkage 
analysis from MS–MS spectra of various types of ions using either high-energy or 
low-energy CID, and “internal-residue” losses (see Sect. 7.5.2) [111].

7.5.4  Lipids and Related Compounds

An eight-category lipid classification system has been proposed [189]: (1) fatty ac-
yls including fatty acids, fatty alcohols, and fatty esters, (2) glycerolipids including 
mono-, di-, and triacylglycerols, (3) glycerophospholipids including phosphocho-
lines (GPCho), phosphoglycerols (GPGro), phosphoethanolamines (GPEtn), phos-
phoserines (GPSer), phosphoinositols (GPIno), and phosphatidic acids (GPA), (4) 
sphingolipids including sphingoid bases, ceramides, phosphosphingolipids and gly-
cosphingolipids, (5) sterol lipids including sterols, cholesterol and its derivatives, 
steroids, and bile acids, (6) prenol lipids including isoprenoids and polyprenols, 
(7) saccharolipids including acylaminosugars and their glycosides and acyltreha-
loses and their glycosides, and (8) polyketides including macrolide and aromatic 
polyketides like aflatoxins [189]. The MS analysis and characterization of some of 
these lipid classes is briefly discussed in this section, with emphasis on Alkali + -cat-
ionization.

Fatty acids are long-chain alkane carboxylic acids, which may contain double 
bonds, hydroxy, and/or carbonyl groups. Mammalian fatty acids have an even num-
ber of carbon atoms. Fatty acids have great biological significance, by itself and es-
terified with other biomolecules. Among these are fatty acids like eicosapentaenoic 
acids (C20-ω3-fatty acid), which are precursors of important compound classes like 
prostaglandins, leukotrienes, and thromboxanes, and docosahexaenoic acid (C22-ω3-
fatty acids), which is the primary structural component of the human brain and skin. 
Fatty acids can form esters with a wide variety of biomolecules. Fatty acid mono-, 
di- and triacylglycerols form an important class of lipids, often called fats. Other 
component classes involve ester formation with compounds like bile acids, steroids, 
and sugars. Phospholipids consist of a glycerol esterified with one or two fatty acids 
and containing a polar head group. This leads to the six phospholipid subclasses 
indicated above (GPCho, GPGro, GPEtn, GPSer, GPIno, and GPA). Phosphocho-
lines (with two fatty acid esters) and lysophosphocholines (with just one fatty acid 
ester) are the most abundant phospholipids in human plasma. Sphingolipids form a 
complicated class of lipid-related molecules. They consist of a sphingoid base, an 
N-acyl fatty acid, and a polar head group. In mammals, the major sphingoid base is 
sphingosine (HO–CH2–CH(–NH2)–CH(–OH)–(CH2)14–CH3). Different polar head 
groups lead to sphingolipid subclasses, e.g., with OH for a ceramide, a carbohydrate 
for a glycosphingolipid, or a phosphorylcholine for a phosphonosphingolipid.

The MS analysis of lipids and related compounds has been frequently reviewed. 
An elaborate review of the MS and MS–MS analysis of lipids, bile acids, and 
steroids, covering a range of analyte ionization techniques, has been compiled 
by Griffiths [190]. The MS analysis of long-chain lipids, especially focusing on  
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analyte ionization using ESI-MS and MALDI-MS, has been reviewed by Murphy 
and Axelsen [191]. Comprehensive lipid profiling using LC–MS with either ESI or 
APCI is reviewed by Cajka and Fiehn [192], whereas more general reviews on mass 
spectrometric methods in lipidomics are available as well [193, 194].

Using soft-ionization techniques, fatty acids, including prostaglandins and 
related acidic compounds, are analyzed mostly as deprotonated molecules 
[M–H]− in negative-ion mode, although the formation of lithiated lithium salts 
[(M–H + Li) + Li] + , to be analyzed in positive-ion mode, can have certain advan-
tages for structure elucidation (see below).

FDI-MS has been applied to the characterization of natural waxes and other types 
of lipid-related compounds [195, 196]. For components extracted from waxes, such 
as fatty alcohols and diols, fatty acids, and fatty acid esters, M	+	● and [M + H]+ were 
observed. The same holds for free fatty acids, cholesterol and its esters, and triglyc-
erides extracted from human plasma, whereas [M + H] + , [M + Na] + , and/or [M + K]+ 
were observed for GPCho from human plasma. FDI-MS proofs to be a versatile 
technique for lipid profiling [196]. Cs + -cationization has been applied in the FDI-
MS	analysis	of	glycolipids	such	as	β-hydroxyacyltrehaloses	[197].

After its introduction in 1981, FAB-MS has also been widely applied in the char-
acterization of lipids and related compounds. Both [M + H]+  and [M + Na]+  are gen-
erally observed in the positive-ion FAB-MS analysis of phospholipids [198, 199]. 
This was applied in, for instance, phospholipid profiling in extracts from the archae-
bacterium Halobacterium cutivubrum [199].

An important contribution to the field is the discovery of charge-remote frag-
mentation (CRF) in [(M–H + Li) + Li] + -ions of fatty alcohols, fatty acids, and 
esters by Adams and Gross [200]. High-energy CID was performed on [(M–
H + Li) + Li]+  generated by FAB-MS. The mechanism of CRF involves C–C-bond 
cleavages along the alkyl chain and yields a neutral alkene, H2, and an unsaturated 
fatty acid product ion. CRF was already known from long-chain fatty-acid anions 
in negative-ion mode [200]. In fact, CRF of [(M–H + Li) + Li]+  in positive-ion mode 
provides more structural information than CRF of [M–H]− in negative-ion mode. 
For a saturated fatty acid, a series of ions differing 14 u is observed. The double 
bond of an unsaturated fatty acid chain interrupts this smooth pattern and results in 
a gap of 54 u. The gap is 54 u, because cleavage of both the double bond and the 
vinylic bond is unfavorable, whereas cleavage of the allylic bond is favorable. Fig-
ure 7.10 shows high-energy CID spectra of palmitic acid and 8,11-octadecadienoic 
acid with the [(M–H + Li) + Li] + -ion as precursor ion [202]. CRF in high-energy 
CID has been extensively used for determination of double-bond positions in fatty 
acids [201–203]. The interesting features in fragmentation of lithiated fatty acids 
also apply to other functional groups, e.g., hydroxy and carbonyl groups as well 
as alkyl branching, as for instance observed in prostaglandins [204]. The CRFs 
observed in FAB-MS with high-energy CID in a sector instrument [205] are not ob-
served in ESI-MS with low-energy CID in a triple-quadrupole instrument; although 
a wealth of structural information was still obtained, enabling discrimination be-
tween isomeric unsaturated fatty acids [206–208].
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Mono-, di-, and triacylglycerols are not readily ionized in ESI-MS, unless a lith-
ium or ammonium salt is added to the mobile phase, thus resulting in [M + Li]+  or 
[M + NH4]

 + [192]. APCI-MS should be used instead to generate [M + H] + [209]. CID 
fragmentation of [M + H]+  of triacylglycerols results in three ions in the middle-m/z 
range of the spectrum due to losses of the individual fatty acids from the glycerol 
backbone. Due to steric hindrance, the loss of the fatty acid in sn-2 position leads to a 
less abundant peak. In this way, the order of the fatty acids on the glycerol backbone 
can be established. In addition, less abundant peaks due to protonated fatty acids 
and/or the fatty acid acylium ions (with difference of 18 u) may be observed in the 
low-m/z region of the spectrum. In the MS–MS spectra of [M + Li]+  of triacylglycer-
ols, some additional features are observed, as illustrated for a (16:0/18:1/18:0)-tria-
cylglycerol (palmitic, oleic, and stearic acid; [M + Li]+  with m/z 867) in Fig. 7.11 
[210]. Instead of three, six peaks are now observed in the middle-m/z region of the 
spectrum. They occur in pairs differing 6 u. They can be attributed to the loss of 
either the fatty acid (R–COOH) or the lithium salt of the fatty acid (R–COOLi), i.e., 
the ions with m/z 605 and 611 are due to the loss of the sn-1 palmitic acid (16:0), and 
the less abundant ions with m/z 579 and 585 to the loss of the sn-2 oleic acid (18:1). 

Fig. 7.10  High-energy CID mass spectra of FAB-generated [(M–H + Li) + Li] + -ions of palmitic 
acid and 8,11-octadecadienoic acid, demonstrating charge-remote fragmentation. See text for fur-
ther explanation and interpretation. (Reprinted from [202] with kind permission from Springer 
Science and Business Media)
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In the low-m/z region, lithiated fatty acids [R–COOH + Li]+  and the fatty acid ac-
ylium	ions	[R–C≡O]+  are observed, e.g., with m/z 291 and 267 for the sn-3 stearic 
acid (18:0). Ions due to combined losses of either the sn-1 or the sn-3 fatty acid and 
the sn-2 fatty acid may be observed as well. This elimination involves the loss of a 
free	fatty	acid	and	an	α,β-unsaturated	fatty	acid,	thus	leading	to	ions	with	m/z 331 
due to the loss of the sn-1 palmitic acid and the sn-2 oleic acid and with m/z 303 due 
to the loss of the sn-3 stearic acid and the sn-2 oleic acid [210]. At the very low-m/z 
range, indications are found, suggesting that CRF occurs under these conditions as 
well. In fact, infusion of triacylglycerols in a 2-mM lithium acetate-containing solu-
tion under in-source CID conditions generates [(RCOOH–H + Li) + Li] + -fragment 
ions of the fatty acids present in the triacylglycerol in the source. This enables their 
selection as precursor ion in an MS–MS experiment. The low-energy CID spectrum 
shows the characteristic pattern of CRF and allows determination of the double-
bond positions [210].

Unlike the fatty acids and the triacylglycerols, most other lipid classes, includ-
ing most phospholipids and sphingolipids, can readily be ionized in positive-ion 
ESI-MS to generate [M + H]+  and [M + Na] + . With an ammonium salt in the mobile 
phase, [M + NH4]

+  may also be observed for GPIno, GPGro, cholesteryl esters, and 
ceramides. ESI-MS in the negative-ion mode is also readily applicable to all classes 
of phospholipids, and to ceramides [192].

Phospholipids have been studied by means of many condensed-phase ioniza-
tion techniques. In the FAB-MS mass spectra of GPCho, the three most abundant 
ions were [M + H] + , [M + Na] + , and a fragment ion [M + Na–59]+  due to the loss 
of trimethylamine. CID mass spectra with [M + Na]+  as precursor ion resulted in 
the loss of the fatty acids and the loss of choline phosphate, thus [M + Na–183] + , 

Fig. 7.11  Low-energy CID spectrum of ESI-generated [M + Li] + -ions of (16:0/18:0/18:1)-triac-
ylglycerol. See text for further explanation and interpretation. (Reprinted from [210] with kind 
permission from Springer Science and Business Media)
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[M + Na–184]	+	●, and [M + Na–205] + . Fragmentation of the latter results in CRF of 
both fatty acids [211].

In an elaborate paper, Hsu and Turk [212] reviewed the fragmentation of various 
glycerophospholipid classes after ESI-MS and low-energy CID in both triple-quad-
rupole MS–MS and ion-trap MSn. They compared fragmentation processes for the 
various phospholipid classes using [M + H] + , [M + Li] + , and/or [(M–H + Li) + Li]+  as 
precursor ion in the positive-ion mode and using [M–H]− as precursor ion in the 
negative-ion mode. Different structural information can be derived from the mass 
spectra obtained in different modes of operation, when applicable [212].

Sphingolipids have been studied by soft-ionization methods, with FDI-MS, 
FAB-MS, ESI-MS, and MALDI-MS being the most widely used techniques. FDI-
MS was applied for the characterization of glycosphingolipids with up to five sac-
charide units [213]. Both FDI-MS and LSIMS-MS were applied in the analysis 
of acidic glycosphingolipids, i.e., carrying asialo or sulfatide units [214]. In both 
cases, both [M + H]+  and [M + Na]+  was observed, whereas with the acidic com-
pounds [(M–H + Na) + Na] + -ion were observed as well. Similar observations have 
been made using other condensed-phase ionization methods [215, 216].

Based on [M + H] + - or [M–H]-ions as precursor ions, CID mass spectra provide 
information on the polar head group, the sphingoid base, and N-acyl fatty acid [215, 
216]. Ann and Adams [205, 217] showed that the fragmentation pathways can be 
influenced by generating Alkali + -cationized molecules. They studied cationization 
in FAB-MS with Li + , Na + , K + , Rb + , and Cs + . Information-rich CID mass spectra 
are obtained from [M + Li] + - and [M + Na] + -ions, providing the length of the sphin-
goid base and of the fatty acid, but also information on locations of double bonds 
and hydroxy groups in the fatty acid chain [217]. The latter involves CRF in the 
high-energy CID on a sector instrument. More recently, FAB-MS with high-energy 
CID was applied to the characterization of cerebrosides, which are glycosphingo-
lipids. Fragmentation of [M + Na]+  provided information on the compositions of the 
2-hydroxy fatty acids, the long-chain sphingoid bases, and the sugar moiety at the 
polar head group. Location of the double bonds in the fatty acids and the methyl 
branching on the sphingoid base could also be determined [218]. Low-energy CID 
in combination with ESI-MS generally provides less information on sphingolipids, 
i.e., limited to the polar head group, the sphingoid base, and N-acyl fatty acid. CRF 
of the fatty acid chain is not achieved [206, 207]. Perhaps, a strategy involving a 
combination of in-source CID and MS–MS, as outlined above for triacylglycerols 
[210], may be applicable to sphingolipids as well.

MALDI-MS is generally performed at (complex) lipids mixtures, although 
post-LC-column fractionation systems have been developed as well. Addition-
ally, MALDI-MS imaging of TLC plates is useful technology in lipid analysis 
[219]. The application of MALDI-MS in lipid analysis and lipidomics has been 
extensively reviewed [193, 194, 220, 221]. The most widely applied matrices in 
lipid analysis are DHB and 2,6-dihydroxyacetophenone (DHAP). Unlike in ESI-
MS, MALDI-MS provides positive-ion response for all phospholipid classes. Indi-
vidual components may be observed as [M + H] + , [M + Na] + , [M + K] + , or adduct 
ions with additional H +/Na + - or H +/K + -exchange, thus significantly complicat-
ing the interpretation and (relative) quantification of individual components in 
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the profile. Besides, the most abundant ions are obtained for GPCho, carrying a 
permanent charge. As a result, ionization suppression of other phospholipid class-
es may occur. MALDI-MS plays an important role in lipidomics by tissue imag-
ing [193, 221]. The features discussed here are nicely demonstrated in Fig. 7.12, 
	showing	a	zoomed	mass	spectrum	( m/z 700–860) of the outermost cortex region of 
a bovine lens tissue, fixed in 2.5 % formaldehyde sodium-phosphate-buffered solu-
tion (pH 7.4). [M + H] + -, [M + Na] + -, and [M + K] + -ions are observed for a variety 
of GPCho and phosphonosphingolipids [222].

Charge localization after Li + - or Na + -cationization of lipids seems to be at the 
acidic and ester functions; the alkali-metal ions seem not to interact with the double 
bonds in an unsaturated fatty acid. The same holds for instance for Ba2 + -cationiza-
tion of fatty acids in FAB-MS [202]. The effect of wide range of metal ions, i.e., 
Li + , Na + , K + , Cu + , Sr2 + , Ba2 + , Mn2 + , Fe2 + , Co2 + , Ni2 + , Cu2 + , Zn2 + , Sc3 + , V3 + , and 
Cr3 + , on the ionization and fragmentation characteristics of various classes of phos-
pholipids, i.e., GPEtn, GPGro, and GPSer, has been investigated [223]. Double- and 
triple-charge metal cations do not form complexes with GPCho, probably due to the 
zwitterionic character of the analytes. Notable differences in fragmentation between 
the various cationized species were observed. For instance, Co2 + -GPEtn complexes 
upon CID showed preferential loss of the sn-1 fatty acid over the sn-2 fatty acid, 
where with Co2 + -GPGro complexes the reverse behavior is observed [223].

Ag + -cationization of lipids, as performed under CIS-MS conditions (see 
Sect. 7.2.6), relies on the interaction of Ag + as a soft Lewis acid with the C–C-
double bond as soft Lewis base. This is probably the background of the LC separa-
tion of unsaturated lipids and fatty acids using Ag+ -loaded columns [224–226]. Ag+ 

Fig. 7.12  Lipid	profiling	in	bovine	lens	tissue	by	MALDI-MS.	Glycerophosphocholines	( PC) and 
phosphonosphingolipids	( SM) profile of the outermost cortex region, fixed in 2.5 % formaldehyde 
buffered at pH 7.4. (Reprinted with permission from [222]; copyright 2004, American Chemical 
Society)
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-cationization in CIS-MS has been applied to the characterization of triacylglycerols 
in vegetable oils [225, 226], of products of lipid peroxidation such as hydroperox-
ides and polyperoxides of cholesterol linoleate and cholesterol arachidonate [227], 
docosahexaenoate ester hydroperoxides [228], and ω3-fatty acid eicosapentaenoic 
acids [229]. Structure informative fragmentation is achieved under these conditions. 
For instance, [M + Ag]+  of a methyl docosahexaenoate oxidation product shows two 
so-called	Hock	fragments	and	an	α-fragment,	both	involving	a	cleavage	next	to	the	
hydroperoxide group (see Fig. 7.13) [228]. This enables determination of the posi-
tion of the hydroperoxide group in the fatty acid chain [229].

7.5.5  Peptides and Proteins

Proteins and peptides in their primary structure are linear polyamide copolymers of 
L-α-amino	acids.	There	are	20	DNA-encoded	amino	acids,	and	a	wide	variety	of	
other (modified) amino acids. Proteins are peptides with more than 40–50 amino 
acids, which in fact is quite an arbitrary number. Before being biologically active, a 
protein,	after	translation	from	its	gene,	will	(partly)	fold	into	α-helices	and	β-sheets,	

Fig. 7.13  Low-energy CID mass spectrum of an Ag + -cationized component in a methyl doco-
sahexaenoate oxidation mixture, separated by LC and mass analyzed using Ag + -CIS-MS, show-
ing characteristic fragments obtained under these conditions. See text for further explanation and 
interpretation. (Reprinted from [228] with kind permission from Springer Science and Business 
Media)
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which subsequently fold into a tertiary structure. For some proteins, a quaternary 
structure exists, consisting of multiple protein subunits and eventually cofactors. 
An important aspect in their biological functions is the decoration of the protein 
by post-translational modifications (PTMs), including phosphorylation, glycosyl-
ation and a wide range of other modifications. Initially, MS analysis of proteins 
was primarily directed at elucidating the primary structure, that is: in determining 
the amino acid sequence. More recently, especially due to powerful condensed-
phase ionization techniques such as MALDI-MS and ESI-MS, MS has extended its 
potential to characterization of PTMs, relative and absolute protein quantification 
to establish protein expression levels in cell, and even to non-covalent complexes, 
e.g., protein-protein complexes, but also complexes of proteins with other type of 
molecules including DNA, sugars, lipids, and drugs.

There is probably no single compound class where more MS-based research 
and applications have been performed for than for peptides and proteins. Both EI-
MS and basically all condensed-phase ionization techniques have been applied in 
the characterization of peptides and proteins. Illustrative review papers have been 
published on the analysis of peptide using PDI-MS [230], FAB-MS [231], and FDI-
MS [232]. Routine intact protein analysis by MS became available with the intro-
duction of ESI-MS [233, 234], showing an ion envelope of multiple-charge ions 
(see Sect. 7.4) [102, 103], and MALDI-MS, showing primarily single- and double-
charge ions (see Sect. 7.4). In peptides and proteins, protonation predominantly 
takes place at the N-terminal amino group and at the basic amino acids Lys, His, 
and Arg [233, 234]. Alkali + -cationization may be due to H +/Alkali + -exchange phe-
nomena, involving the C-terminal carboxylic acid and the carboxylic acid group in 
Glu and Asp side chains, or due to chelation of the Alkali + -ion either at the carbonyl 
oxygen at the C-terminal amino acid [235] or at amide bonds (see Sect. 7.4) [95]. 
If the C-terminal carboxylic acid group is converted in a methyl ester, cationiza-
tion can only take place at the amide backbone units [236]. Alkali + -cationization 
may adversely affect spectrum deconvolution procedures in ESI-MS. However, Al-
kali + -cationization of peptides has also been reported for other condensed-phase 
ionization techniques. K + -cationization of penta- and hexapeptides derived from 
substance P were observed using FDI-MS [237].

Microcystins are hepatotoxic cyclic heptapeptides, that are prone to [M + H]+  for-
mation and H +/Na + -exchange, as two carboxylic side groups are present. This may 
lead to a series of ions, i.e., the single-charge ions [M + H] + , [(M–H + Na) + H]+ or 
[M + Na] + , [(M–2H + 2Na) + H]+  or [(M–H + Na) + Na] + , and [(M–2H + 2Na) + Na] + , 
and the double-charge ions [M + 2H]2 + , [(M–H + Na) + 2H]2 +  or [M + H + Na]2 + , 
[(M–2H + 2Na) + 2H]2 +  or [(M–H + Na) + H + Na]2 + , and [(M–2H + 2Na) + H + Na]2 + 
[238]. This obviously impairs the detection of microcystins by LC–MS and 
compromises accuracy and precision in quantitative analysis. In screening for mi-
crocystins, based on precursor-ion analysis of double-charge ions and the common 
product ion with m/z 135, [C6H5–CH2–CH = O–CH3]

 + , a fragment of the side chain 
of	the	unique	β-amino	acid	3-amino-9-methoxy-2,6,8-trimethyl-10-phenyldeca-4,6-
dienoic acid (ADDA), a wide variety of precursor ions is found, as the m/z-135 ion 
is generated by any of the double-charge ions indicated. Addition of ammonium 
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formate, either to the mobile phase or in a pulsed post-column way, greatly reduces 
the formation of sodiated species in favor of [M + H]+  an [M + NH4]

 + [238].
Fragmentation of peptides and proteins by CID and other ion dissociation tech-

niques in MS–MS has been extensively investigated. Fragmentation mechanisms 
have been elucidated in detail [239, 240]. Interpretation strategies and nomenclature 
systems have been developed [231, 241–243]. High-throughput protein identifica-
tion strategies in complete proteomes have been developed, relying not so much 
on interpretation of MS–MS spectra, but rather on bioinformatics tools and da-
tabase searching strategies [244–250]. Proteomics strategies and workflows [250] 
have been implemented in various research fields, directed at protein biomarker 
discovery, drug discovery, understanding cell functioning and cellular signalling 
cascades, and development and characterization of biopharmaceuticals. MALDI-
MS strategies involving peptide mapping strongly contribute to current proteomics 
research [250–253], e.g., in clinical diagnostics and (cancer) biomarkers discovery 
and analysis [254].

Low-energy CID of protonated peptides mainly involves cleavage at the peptide 
bond, resulting in two complementary ions, an acylium ion (or protonated oxazo-
lone derivative) and a protonated peptide, which according to the nomenclature 
rules [231, 241] are called b- and y-ions, respectively. High-energy CID opens a 
wider range of peptide fragmentation, including other backbone cleavages and in-
ternal cleavages within amino acids, whereas electron-capture and electron-transfer 
dissociation (ECD and ETD) provide fragmentation at other bonds, mainly leading 
to c- and z-ions [255].

Fragmentation of metal ion cationization products of peptides [M + Metal]+  has 
also been investigated, initially using FAB-MS on a sector instrument [235, 256]. 
The fragmentation of [M + Metal] + -ion of peptides (with Metal is Li + , Na + , Ag + , 
Cu+) results in the (subsequent) loss of the C-terminal amino acid residue (most 
likely as CO and the amino-acid imine, [HN = CHRAA + H] + ). Thus, [bn−1 + Met-
al + OH] + - and [an−1 + Metal–H] + -ions are formed (with an m/z difference of 46 u). 
This enables C-terminal sequencing. This characteristic fragmentation is not ob-
served for [M + K] + - and [M + Rb] + -ions. In fact, the Alkali + -metal ions are che-
lated by the carbonyl oxygens at the C-terminal of the peptide. This catalyzes the 
hydrolysis of the amide bond, due to a nucleophilic attack of the C-terminal car-
boxylate anion, which leads to expelling the C-terminal amino acid residue. In ef-
fect, rearrangement of an OH of the C-terminal amino acids takes place [235, 256]. 
Using MSn, part of the C-terminal sequence of a peptide can be established along 
these lines, as demonstrated in the composite MSn mass spectrum of the sodiated 
GVYVHPV-peptide, shown in Fig. 7.14 [257]. There has been some debate on the 
exact mechanism involved in this C-terminal residue loss [235, 258, 259]. The same 
type of fragmentation can be achieved after Alkali + -ion production by MALDI or 
ESI [258, 259].

Sabareesh and Balaram [236] compared the fragmentation of [M + H]+  and 
[M + Na]+  of modified peptides of which the N-terminal was blocked by t-butyloxy-
carbonyl (Boc) group (residue mass 100 Da) and the C-terminal was converted into 
a methyl ester. With [M + H]+  as precursor ion, the loss of CH3OH, which formally 
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results in a b-ion, resulted in a more abundant ion than the loss of Boc (formally 
resulting in a y-ion). In addition, a series of additional b-ions was observed. With 
[M + Na]+  as precursor ion, the loss of 56 u (C4H8) and of Boc was observed, the lat-
ter formally resulting in a y-ion. With much lower abundance, a series of y-ions were 
observed, next to [a–Boc] + - and [b–Boc] + -ions [236]. Note, that the characteristic 
loss of C-terminal amino acid residues is not observed with the [M + Na]+  of  
C-terminal-modified peptides [236].

7.5.6  Oligonucleotides

Oligonucleotides are short, single-stranded DNA or RNA molecules (typically up 
to 80 nucleotides). They consist of four nucleosides, i.e., the purines adenosine 
(A) and guanosine (G) and the pyrimidines cytosine (C), thymidine (T, in DNA), 
and	 uridine	 (U,	 in	RNA),	 connected	 via	 a	 3ʹ-5ʹ-phosphodiester	 linkage	 between	
subsequent deoxyriboses (in DNA) or riboses (in RNA). Oligonucleotides can be 
produced by solid-phase chemical synthesis. The role of MS in the analysis of DNA 
and RNA biomolecules is different from that in the analysis of proteins or oligo-
saccharides and glycans. For the latter, MS plays an important role in sequencing, 

Fig. 7.14  Composite MSn mass spectrum of [M + Na]+  as precursor ion of a peptide with a 
sequence GVYVHPV. Due to sequential C-terminal losses in subsequent MS–MS steps, almost 
the complete sequence of the peptide can be derived. (Reprinted with permission from [257]; 
copyright 1998, American Chemical Society)
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while DNA sequencing is predominantly done by other, non-MS techniques (in 
DNA sequencers). As such, MS is more important for checking the identity and/or 
impurity profiling of synthetic oligonucleotides produced by solid-phase synthesis, 
eventually containing modified oligonucleotides, some of which are used in or un-
der development for therapeutic applications, and in genotyping of short tandem 
repeats and single nucleotide polymorphisms in clinical applications [260].

MS analysis of oligonucleotides is predominantly based on the use of con-
densed-phase ionization techniques. After initial results in FDI-MS [261], PDI-MS 
[261] and FAB-MS [263] were applied to analyze larger oligomers (up to 13-mers). 
Nowadays, MALDI-MS and ESI-MS are most frequently applied in the analysis of 
oligonucleotides [264, 265]. In some applications, e.g., impurity profiling of syn-
thetic oligonucleotides and the (bio) analysis of therapeutic (antisense) oligonucle-
otides [266], ESI-MS seems to be preferred, as it can be applied in combination 
with LC–MS [267].

Mononucleotides can be analyzed in either positive-ion or negative-ion using 
condensed-phase ionization techniques like TSI-MS, ESI-MS, and MALDI-MS. 
In positive-ion mode, [M + H] + - and (series of) [(M–H + Alkali) + H] + -ions due to 
H +/Alkali + -exchange are observed. In negative-ion mode, which actually is to be 
preferred, [M–H]−- as well as (series of) [(M–H + Alkali)–H]−-ions are observed. 
The MS analysis of nucleobases, mono-nucleosides, nucleotides, and DNA adducts 
has recently been reviewed [268].

The negative-ion mode is indispensable for the MS analysis of oligonucleotides 
[264–269]. In ESI-MS, larger oligonucleotides will show multiple-charge ions, 
with typically one charge per 0.7–1 kDa. In MALDI-MS, mostly single-charge ions 
are observed; higher charge state may only occur with very large oligonucleotides. 
Given	the	high	number	of	acidic	groups	at	the	3ʹ-5ʹ-phosphodiester	linkage	between	
the (deoxy) riboses, complicated patterns due to multiple H +/Alkali + -exchanges 
may be observed for oligonucleotides, unless special precautions are taken [264, 
270, 271]. A variety of desalting strategies have been proposed in order to reduce 
the deteriorating effects of H +/Na + -exchange has on the spectral quality. The de-
salting strategies include precipitation from ethanolic ammonium acetate solution, 
reversed-phase or cation-exchange solid-phase extraction, microdialysis, and addi-
tion of chelating agents. In ion-pair RPLC–MS, the necessary additions of triethyl-
amine (or another tertiary amine) as ion-pairing agent and hexafluoroisopropanol 
(HFIP) to the mobile phase helps in reducing the H +/Na + -exchange [272].

In the early days, MALDI-MS analysis of oligonucleotides seemed more dif-
ficult than ESI-MS analysis, especially due to limited mass-spectrometric resolu-
tion, problems with H +/Na + -exchange, and extensive fragmentation [264]. To some 
extent, this could be attributed to the matrices used in the early days. Oligonucle-
otides require different matrices than proteins or oligosaccharides [264, 273]. The 
most successful matrices for oligonucleotides are 3-hydroxypicolinic acid (3-HPA), 
THAP, 6-aza-2-thiothymine, or a mixture of 5-methoxysalicylic acid and spermine.

The fragmentation of oligonucleotides has been investigated in detail, especially 
for sequencing purposes [264, 274, 275]. In-source fragmentation of oligonucle-
otides seems to be a more prominent problem in MALDI-MS than in ESI-MS 
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[264]. Obviously, the selection of a characteristic precursor ion generated by ESI-
MS and subsequent CID provides sequence-informative fragmentation. Several 
 nomenclature systems for annotating MS–MS mass spectra of oligonucleotides 
have been proposed [264]. The system proposed by McLuckey et al. [275] seems to 
be adopted by most researchers nowadays [265, 274]. Oligonucleotide sequencing 
by MS–MS has recently been reviewed [265]. In the discussion on negative-ion 
fragmentation, generally little attention is paid to the fact that part of the precur-
sor ions may actually result from H +/Na + -exchange processes. Perhaps, it is not 
relevant in negative-ion mode.

The fragmentation of oligonucleotides (2- to 6-mers) under different condi-
tions has also been investigated using both positive-ion and negative-ion ESI-MS 
[276]. The data for [M + H]+  as precursor ion show that the relative abundance of 
the base-related ions, i.e., [BH + H] + ,	depend	on	the	base	position	(3ʹ	or	5ʹ).	This	
is similar to the negative-ion mode, where fragmentation of [M–H]− as precursor 
ion similarly yields different relative abundance of the base-related B−-ions. With 
[M + Li]+  as precursor ion, more sequence ions were obtained [276]. Some of these 
findings were further investigated [276]. The fragmentation behavior of four (self-
complementary) deoxydinucleotides, i.e., d(ApT), d(TpA), d(CpG), and d(GpC), 
as a function of the cationization agent were studied using ESI-MS on an ion-trap 
instrument [276]. For [M + H] + ,	the	loss	of	the	5ʹ	-terminal	base	followed	by	the	loss	
of deoxyribose was observed, i.e., the loss of A and A-deoxyribose for d(ApT) and 
the loss of T and T-deoxyribose for d(TpA). Similar fragmentation behavior is ob-
served for [M + Li] + , [M + Na]+  and [M + Cs]+  of d(ApT) and d(GpC). For d(TpA) 
and d(CpG), the loss of A or G is observed. This indicates that Li + -, Na + -, and 
Cs + -ions generate H +/Alkali + -exchange products at the phosphate and show more 
binding interaction to pyrimidine (A and G) rather than purine bases (T and C). 
[M + K]+ mostly shows different fragmentation behavior from the other cationized 
species [276].

In another MALDI-MS-related study, Stano et al. [276] demonstrated that per-
sodiation of all phosphodiester groups in the hexameric oligonucleotides effectively 
suppresses all backbone cleavages. Thus, better quality spectra are obtained: simpler 
spectra with increased sensitivity because both fragmentation and inhomogeneities 
due to H +/Na + -exchange are no longer present. The only fragmentation still ob-
served, is the loss of nucleobases, as this is independent of Na + -cationization [276].

7.5.7  Synthetic Polymers

MS is also increasingly used in the characterization and analysis of synthetic poly-
mers. Over the years, Alkali + -cationization has also been frequently used to enable 
the MS analysis of intact synthetic oligomers and polymers, e.g., by addition of 
Li +  or Na +  to condensed-phase sample preparation to be analyzed using ionization 
techniques like FDI, FAB, PDI, and SIMS. More recently, Alkali + -cationization is 
applied in the MALDI-MS and ESI-MS analysis of synthetic polymers.
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Polyethylene glycols (PEG) are relatively easy to ionize using condensed-phase 
ionization techniques as FAB-MS, TSI-MS, ESI-MS and MALDI-MS. PEG show 
significant affinity to Alkali + -ions. Depending on the experimental conditions 
and the size of the polymers, both single-charge and multiple-charge ions may 
be observed in ESI-MS, in most cases involving [M + NH4]

 + , [M + Na]+  and/or 
[M + K] +  [279, 280]. MALDI-MS, FAB-MS, and PDI-MS data for PEG-esters of 
(2-benzothiazolon-3-yl)acetic acid have been reported as well [281] as are data on 
PEGylated peptides and other (bio) molecules [282]. Similarly, [M + NH4]

 + - and 
[M + Na] + -ions are frequently observed for PEG-esters of relatively nonpolar mol-
ecules, e.g., nonylphenol ethoxylates that are used as surfactants [283]. The charac-
terization of various PEG polymers with different end groups, i.e., linear hydroxyl, 
amino, and/or alkyl, or cyclic crown ether end groups, using MS–MS based on 
FAB-MS-generated [M + Li] + -ions was also reported [284]. Informative fragmenta-
tion, directed by Li+, enables sequence determination of monomers in copolymers. 
For some compounds, the loss of two internal ethylene oxide units (88 Da) is ob-
served, thus involving a Li + -mediated rearrangement [284, 285]. Li-DHB has been 
applied as matrix in MALDI-MS analysis of PEGs [140].

Early accounts of the use of MALDI-MS in the analysis of synthetic polymers 
already indicate the potential of the addition of Alkali + -salts to the sample prepara-
tions [286]. Synthetic polymers without N-atoms are not readily protonated. Thus, 
alternative cationization agents must be applied, i.e., often Alkali + -ions. Chemo-
metrics have been applied to find optimum sample preparations for MALDI-MS of 
synthetic polymers, by studying the effects of solvent, matrix component, and cat-
ionization agent [287]. Some recent reviews provide an excellent perspective on the 
importance of Alkali + -cationization in MALDI-MS analysis of synthetic polymers. 
For instance, Rizzarelli and Carroccio [288] provide an extensive tabular overview 
of the MALDI matrices and cationization agents used as additive in the analysis of 
biodegradable	synthetic	polymers.	Altuntaş	and	Schubert	[289] introduce the topic 
of “polymeromics,” comprising an integrated workflow for the characterization of 
synthetic polymers, involving (1) optional prefractionation of the polymer sample 
by LC technologies, (2) determination of the m/z and mass of individual compo-
nents, prior to (3) MS–MS of selected polymer precursor ions using CID, and (4) 
the use of special data interpretation tools for faster data evaluation. Other review 
papers describe in-depth discussion of the fragmentation pathways involved in CID 
and other ion-activation methods of synthetic polymers [290, 291]. As polymer film 
formation can be an important issue in material sciences, the use of modern MAL-
DI-MS imaging can be of help in that respect [292].

Similarly, Alkali + -cationization has been applied in the ESI-MS analysis of syn-
thetic polymers [288, 289]. However, ESI-MS is not as extensively used as MAL-
DI-MS. This is mainly due to the more complex spectra obtained in ESI-MS as 
a result of multiple charging. Charge-state distributions may overlap chain length 
distributions. Although deconvolution software tools have been developed to pro-
cess such complex mass spectra, generally ultra-high-resolution instruments are re-
quired to achieve useful results. A nice example of the use of Li+ -cationization in 
ESI-MS is the characterization of the conjugate of a poly(amidoamine) dendrimer 
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with a PEG linear polymer. MS–MS and ion-mobility spectrometry have been used 
to study conformational modifications as a function of charge state (2 + to 4 +) and 
the adducted cation (H + vs Li + ) [293].

Whereas MALDI-MS and ESI-MS primarily involve condensed-phase ion-at-
tachment processes, gas-phase ion attachment may be important in APCI. A recent 
paper reviews the use of APCI and the closely related atmospheric-pressure pho-
toionization (APPI) technique in the characterization of synthetic polymers [294]. 
Next to protonation, the formation of [M + Na] + -ions is important in APCI-MS 
analysis of synthetic polymers.

7.6  Conclusion and Perspectives

Several condensed-phase ionization techniques have been developed over the years. 
The eldest of these techniques, FDI, is still used in some specific application areas, 
whereas techniques like PDI-MS, FAB-MS and TSI-MS are almost obsolete and 
have been successfully replaced by ESI-MS and MALDI-MS. These newer tech-
niques have greatly extended the applicability range of MS and also resulted in a 
far broader application of MS as an analytical tool in many (new) application areas.

Whereas [M + H] + - and [M–H]−-ions are most generally generated using these 
condensed-phase ionization techniques, initial studies on the “accidentally” gen-
erated [M + Alkali] + -ions have opened new ways to broader applicability of MS 
to compound classes not readily protonated or deprotonated. It also showed that 
Alkali+-cationization has great potential in structure elucidation of a wide variety of 
compound classes. This is not only true for cationization by other Metaln+-ions, es-
pecially Ag+. The body of data on this is too broad to be comprehensively reviewed. 
By highlighting a number of exemplary applications with different and important 
compound classes and by providing many references to (review) papers, a broad 
perspective on this fascinating field has been given.

Next to facilitating the MS analysis, one of the backgrounds behind the studies 
on metal cationization, especially of biomolecules, is that the MS results in both 
liquid-phase and gas-phase interactions between metal ions and biomolecules may 
actually give more insight in the biochemical interaction of metal ions and biomole-
cules in living system. Metal ion complexes play an important role in many biologi-
cal processes, for instance, in protein conformation, in protein functioning, e.g., iron 
in the heme group of hemoglobin or calcium in calmodulin, and in many regulatory 
actions at cellular level and beyond [295]. In this respect, because of its speed, 
sensitivity, and selectivity, it seems especially ESI-MS that is important in this area. 
ESI-MS enables the study of the stoichiometry of peptide-metal complexes or even 
mixtures of complexes. The interactions observed can be pinpointed down to the 
level of specific amino acids [296]. MS-based studies in this area involve the study 
of metal-ion interaction [296], H/D-exchange experiments [297, 298], and ion-mo-
bility MS [299, 300]. The role MS can play in resolving protein structure has been 
recently reviewed [301, 302]. And of course, this type of research is not limited to 
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proteins, but affects the conformation and function of other biomolecules as well, 
e.g., [303]. This dimension of the Metal + -cationization studies was deliberately not 
highlighted, as the author of this text, being a mass spectrometrist, lacks sufficient 
expertise in this interesting research area.
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8.1  Introduction

Ever since mass spectrometers have been used to analyze trace amounts of chemi-
cals in the environment, there has been a demand for simpler and faster methods of 
analysis. This is true for applications ranging from analysis of trace chemicals in 
the environment to bioanalytical analysis of proteins. Many of the early methods re-
quired significant effort and time to be expended in sample preparation, often with 
a potential loss of accuracy in identifying the analytes of interest. Traditionally, gas 
chromatography mass spectrometry (GC-MS) methods (introduced originally in the 
1950s and 1960s) were chosen as the gold standard of analytical analysis, and many 
of the methods required by regulatory bodies for analysis of air samples have been 
written in terms of GC-MS methodologies [1–3]. Ideally the mass spectrometric 
analytical method applied should be fast, selective, and have high sensitivity. In 
recent times, there have been several newer technologies that have helped change 
the traditional landscape of mass spectrometric analysis using what might be called 
more direct methods of analysis. Additional emphasis has been given in this chapter 
on the technologies that monitor volatile organic compounds (VOCs).

In the chapter although we will include some of the more established methods 
for direct analysis, we will also be examining some of the newer methods that have 
been introduced for analysis of samples, and that have simplified the analysis pro-
cess either by reducing or removing the need for sample preparation and/or pro-
viding results in real time. The essential feature of these newer techniques is that 
the analysis of trace gases either in the gas phase or released from surfaces can be 
obtained directly avoiding sample collection or modification. These technologies 
not only reduce the time for analysis but in many cases are easier to use. Clearly, in 
situations such as environmental and breath analysis of trace volatiles in air, a rapid 
or real-time response offers a considerable advantage. Here we will focus on those 
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technology advances that have been successful in quantitative analysis of volatiles. 
Among these methods is atmospheric pressure chemical ionization (APCI), ion–
molecule reaction mass spectrometry (IMR-MS), proton transfer mass spectrometry 
(PTR-MS), selected ion flow tube mass spectrometry (SIFT-MS), and the ionization 
techniques of direct analysis in real time (DART) and desorption electrospray ion-
ization (DESI) and related methods. The main emphasis in this chapter is to focus 
on those techniques that have been successful in providing direct analyses of VOCs.

To aid in a comparison of the ways the different techniques have been applied 
to monitor volatiles, a short commentary is presented at the end of the discussion 
of each method summarizing their applications mainly in three different areas: en-
vironment, food science, and medicine/health. The importance of VOCs to each of 
these areas is briefly summarized next.

VOCs have a very important role in the atmosphere. They are emitted by natural 
and anthropogenic processes and their presence and distribution can have a marked 
influence on the environment. In the troposphere, VOCs from anthropogenic sources 
play a major role in the formation of photochemical smog. However, biogenic VOCs 
(BVOCs) from the world’s forests and oceans dominate over VOCs from anthropo-
genic sources except in the densely populated areas. The role of VOCs in the work-
place environment is another growing area of interest. In recent times, there has been 
a concerted effort in the application of analytical techniques that can directly monitor 
VOCs in the environment, that are easy to apply and that are both fast and accurate.

VOCs also have an influential role in food science and technology. They are 
present in foods and drinks and their presence is intimately involved in aroma and 
flavor. Both of these factors influence the choice and preference of consumers. Fur-
ther, VOCs emitted by foods can provide evidence of the shelf life of a product, 
of the ripening stage, and whether product adulteration has occurred. The human 
olfactory threshold can be as low as the pptv range for key aroma compounds, so 
sensitive analytical techniques are required for interrogation.

VOCs also play a very important role in medicine. They are produced by meta-
bolic processes in the body and they are present on breath. The distribution of these 
VOCs can be indicative of disease and even the onset of organ failure. There has 
been a growing emphasis on searching for VOC markers of disease using breath, 
but so far without the return researchers had hoped for although inroads are now be-
ing made with some promising discoveries. VOCs are also present in the headspace 
above body fluids such as blood and urine; these continue to be objects for inter-
rogation by direct methods of mass spectrometry. Bacterial cultures also provide 
a source of VOCs and these too are subjects of investigation to see whether the 
traditional methods of identification can be shortened.

8.2  Atmospheric Pressure Chemical Ionization (APCI)

APCI is an ionization technique that relies on gas phase ion–molecule reactions 
that take place at or near atmospheric pressure. It was originally developed in the 
mid-1970s by Horning and coworkers [4, 5] and has used a variety of different 
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ion generation techniques including 63Ni, corona discharge, photoionization, and 
glow discharge that all operate at atmospheric pressure. Ions generated in an APCI 
source are therefore introduced to the mass spectrometer at higher pressures than 
from the traditional electron impact source with a corresponding increase in sen-
sitivity. The most widely used source for ionization is a direct current corona dis-
charge needle as it is simple to install, robust, and operates with high efficiency. At 
the time of its introduction APCI was primarily used for air analysis as it provided 
high sensitivity for polar volatiles and semivolatile species [6, 7].

Generally in an APCI source, multiple ion species are generated from air (e.g., 
N2

+, O2
+) and these ions then undergo a series of ion–molecule reactions ultimately 

reacting with water vapor that is also present in the sample. At atmospheric pres-
sure, the mean free path between collisions is sufficiently short for a large number 
of gas-phase reactions to occur. The end result is that the most stable (or least reac-
tive) ions in air predominate and it is these ions that serve as the reagent ions for the 
APCI source. In the ensuing ion–molecule chemistry in moist air, water cluster ions 
are generated and these may react with the analyte. Many of these same processes 
occur in the Earth’s upper atmosphere as a result of ionizing radiation from the sun 
impacting the Earth’s outer atmosphere.

8.2.1  Typical Reaction Sequence for An APCI Source (Somewhat 
Simplified) Is

 (8.1)

 (8.2)

 (8.3)

 (8.4)

 (8.5)

 (8.6)

 (8.7)

N e N e2 2 2+ → +− + −

N N N N2 2 4 22+ ++ → +

O + e O + 2e2
− + −→ 2

N + H O H O + 2N4+ 
2 2

+ 
2→

N + H O H O + N2
+ 

2 2
+ 

2→

O * + H O H O + O2
+ 

2 2
+ 

2→

H O + H O H O + OH2
+ 

2 3
+ →
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 (8.8)

 (8.9)

In this scheme, M is any molecule that can remove energy from the ion-neutral 
collision. The water cluster ions are not strongly bound and can dissociate in colli-
sions and do not necessarily react with all analytes that may be present in a sample. 
Many of the designs of APCI sources are directed at reducing the number of cluster 
ions in the source. Several different designs have been followed [6]. One design 
consists of a small heated closed volume source (∼ 1 cm3) that is connected to the 
vacuum through a small 25 µm orifice. It is flushed with a pure carrier gas and is 
then coupled to a gas or liquid chromatograph. This configuration copes best with a 
single analyte at a time. A second design was developed at the University of Toronto 
and was later manufactured by Sciex [6]. In this design, the connection of the ion 
source to the vacuum is via a larger 100 µm orifice and is separated by a stream of 
high-purity nitrogen from where the ion–molecule reactions with the analyte takes 
place. This arrangement enables collisional dissociation to reduce the number of 
cluster ions.

Early APCI sources used an axial configuration with the ions produced on the 
axis of the orifice. Now orthogonal configurations are used in many ion sources par-
ticularly in liquid chromatography mass spectrometry (LC-MS) as in this configura-
tion only the ions and not the neutral gas are directed towards the inlet of the mass 
spectrometer avoiding some of the contamination. Declustering (or desolvation) of 
the ions generated in an APCI source can also be improved by accelerating the ions 
in the interface region between the ion source and the mass spectrometer at a pres-
sure of around 10−	3 Torr so that collisions with the residual gas molecules break up 
some of the weakly bound cluster ions.

The sensitivity of analyte detection by a chemical ionization (CI) source is di-
rectly proportional to the concentration of analyte in favorable cases [8, 9]. Sen-
sitivities have been reported of up to 5000 counts per second (cps) per ppbv [7]. 
Sensitivities can also be enhanced by operating the APCI at elevated temperatures 
(up	to	400	°C)	and	an	increase	in	sensitivity	for	(CH3)2S of 2 × 106 has been reported 
by the temperature increase [10].

8.2.2  Current Trends for APCI

Although APCI began as a tool for analysis of VOCs in air, it is now more com-
monly used as the ionization source in many mass spectrometry (MS) techniques. 
This is because the APCI source can be simply adapted for direct coupling of sepa-
ration techniques to the mass spectrometer. Although the emphasis in this chapter is 
on air samples, there has been widespread integration of APCI into LC-MS where 
a heated nebulizer vaporizes the LC solvent and creates the reagent ions from the 

H O + H O + M H O H O) + M+ 
2 3

+ 
23 → · (

H O H O) + H O + M H O H O) + M+ 
2 2 3

+ 
2 23 ·( · (→
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resultant vapor with a high-voltage corona discharge [11]. LC-MS is now the largest 
user of APCI. The APCI source has also been adapted for examining solid surfaces 
by thermal evaporation, laser ablation, and desorption [12] (Fig. 8.1).

Generally APCI is applied to both polar and nonpolar analytes with a molecu-
lar weight up to around 1500 Da, and it invariably gives singly charged ions. In 
LC-MS, the analyte is a solution and the eluate from the liquid chromatograph is 
introduced to a nebulizer where it is converted into small droplets by a nitrogen 
nebulizer gas. The droplets are transmitted through a heated quartz tube which va-
porizes the solvent X and sample analyte A. After the desolvation step they are 
carried along past the corona discharge where ionization of the analyte takes place 
at atmospheric pressure. Two modes of operation are possible. In the positive ion 
mode, proton transfer and association of the reagent ions produce diagnostic ions 
from the analyte. In the negative ion mode, negative ions of the analyte are gener-
ally produced by either proton abstraction or adduct formation of negative ions 
from the discharge. The primary positive ions are generally N2

 +  and O2
 +, which 

then react with the solvent molecules to form secondary reagent ions. As soon as 
a molecule more basic than water such as ammonia or acetonitrile is introduced, 
the solvated H3O

 +  ions form NH4
+(H2O)n ions or CH3CNH+.(H2O)m and these ions 

then react with the analyte. The primary negative ion is mainly O2
− which rapidly 

hydrates to O2
−. (H2O)n and these ions then react with the solvent molecules to form 

secondary reagent ions. The solvated ions react with the analyte A:

 (8.10)

 (8.11)

 (8.12)

The reactant ions spectrum generated from an APCI source is therefore dominated 
by solvent-derived cluster ions [13].

O H O) A (A H) HO nH O2 2 n
− −+ → − + +· ( 2 2

→ +−AO nH O2 2

→ + +−A O nH O2 2

Fig. 8.1  Schematic diagram of an APCI source in use in LC-MS
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8.2.3  Some Applications of APCI

Gas-phase analysis using ACPI sources have been applied to many different areas 
of research with the emphasis on direct VOC analysis and only an indicative sum-
mary is included here. If the applications from LC-MS were included, their applica-
tions would demand a full chapter in themselves.

8.2.3.1  Environmental

APCI combined with mass spectrometric detection has been shown to be a valuable 
and useful technique for monitoring atmospheric VOCs [14]. An instrument that 
provides instantaneous, on-site environmental analysis with the acronym of trace 
atmospheric gas analyzer (TAGA). The TAGA instrument also utilized an APCI 
source was developed and installed in vehicles to provide real-time tracking of in-
dustrial emissions [15]. The instrument was successfully used to provide a finger-
print of industrial emissions including ammonia, dimethylamine, aniline, benzothi-
azole, diphenylamine, acetone, and methyl isobutyl ketone [15]. TAGA instruments 
were used to respond to the World Trade Center disaster, to monitor anthrax found 
in the 2001 incident in the Hart Senate office building in the USA and also to moni-
tor chlorine dioxide (ClO2) emissions in ambient air near residences [16].

Direct APCI in combination with tandem mass spectrometry was applied to 
the real-time monitoring of benzene, toluene, ethylbenzene, and xylenes in ambi-
ent air. The method was linear over four orders of magnitude with a sensitivity of 
0.5 ppbv (2 µg m−	3) [17]. A similar study using a hand-held mass spectrometer and 
APCI source achieved limits of detection for benzene, toluene, and ethylbenzene of 
around 0.5 ppbv [18]. Another study utilizing an APCI source coupled to a triple 
quadrupole mass spectrometer and linked to a smog chamber examined the prod-
ucts of hydrocarbon oxidation in the environment [19]. A similar study examined 
the	 products	 from	α-pinene	 ozonolysis	 using	 an	APCI	 source	 coupled	 to	 an	 ion	
trap mass spectrometer [20]. In another investigation, an APCI source linked with 
a tandem mass spectrometer and utilizing a Cl− reagent ion was used to monitor 
fluorinated phenols C6H(5−x)FxOH, where x = 0 – 5 in nitrogen. The product ions 
were MCl− through association reactions or (M-H)− through proton abstraction [21].

8.2.3.2  Food and Food Technology

Most of the applications of APCI to the area of food science are in conjunction with 
LC-MS and high-performance liquid chromatography-mass spectrometry (HPLC-
MS) and its variations. A few samples of investigations using these techniques are 
also included to get the “flavor” of what has been achieved.

A useful review of APCI-MS applied to volatile flavor release examines the suc-
cesses and limitations [22], and an even more comprehensive review of the whole 
area of food and flavor is in the book edited by Taylor and Linforth [23]. The profile 
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of Stilton cheese was examined by APCI-MS which provided rapid discrimina-
tion of the different cheese profiles although some interference from ammonia was 
found [24]. APCI sources were developed for real-time volatile release from differ-
ent foods looking at the VOCs ethyl butyrate, 2-methylbutanal, 2,5-dimethylpyr-
azine, and 1-hexanol [25]. The feasibility of using APCI-MS for food classification 
was successfully demonstrated by monitoring 15 VOCs from a number of monova-
rietal apple juices in conjunction with chemometrics [26]. The motivation for the 
study was to provide a faster and simpler alternative than the more time-consuming 
methods of conventional techniques.

In the wider area of LC-APCI-MS, a large number of investigations have fo-
cused on identifying particular contaminants [27–29] or quantification of ingredi-
ents [30, 31].

8.2.3.3  Medical

APCI-MS has not been applied to problems in the medical area for analysis of 
VOCs in gas mixtures as frequently as some of the other direct analysis techniques 
that are discussed in this chapter. One early study utilizing an APCI source plus 
mass spectrometer system examined individual breath exhalations of human sub-
jects using both positive and negative ion modes [32]. As with the classification of 
food technology, the majority of work utilizing APCI in the medical area is from 
LC-MS studies and electrospray ESI-MS. Although APCI does not have the versa-
tility of some of the other direct techniques for interrogation and quantification of 
VOCs in the medical area, it still has an important role when integrated with estab-
lished analytical techniques such as LC-MS and electrospray. Two illustrative ex-
amples follow: APCI was found to be the most effective analytical technique when 
coupled with LC-MS in the detection and quantification of polydimethylsiloxanes 
when used in cosmetic surgery under uncontrolled conditions [33]. In another in-
vestigation, it was effective in demonstrating medical misadventure in an overdose 
of a drug used in cancer chemotherapy [34].

8.3  Ion–Molecule Reaction Mass Spectrometry 
(IMR-MS)

Another variant of a technique that utilizes specific ion–molecule reactions to 
determine analyte concentrations is ion–molecule reaction mass spectrometry 
(IMR-MS). IMR-MS instruments utilize designated reagent ions to monitor select-
ed analytes. A substantial effort of the early flowing afterglow studies initiated by 
Ferguson et al. [35] focused on understanding the processes occurring in the Earth’s 
upper atmosphere using both positive and negative reagent ions. In several cases, 
dedicated laboratory experiments have been established to monitor molecules of 
interest at trace levels. Arnold and coworkers have continued this early work using 
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flowing afterglows to examine reactions of ions that could be used for specific at-
mospheric trace species [36, 37]. These flow tube instruments were in the main 
large laboratory-based instruments and although the chemistry studied using them 
can, in principle, be classed as IMR-MS they will not be discussed further in this 
chapter.

At least two commercial IMR-MS instruments have been produced [38, 39]. A 
commercial IMR-MS instrument was manufactured by V&F Analyse that began 
as a spin-off company out of the University of Innsbruck in 1985 by Villinger and 
Federer [38]. The instrument has been marketed under a number of different guises 
that are dependent on the particular application of the instrument. Some of these 
instruments use conventional electron impact ion sources (EI Sense) and others 
use a combination of electron impact and ion–molecule reactions. The “Air Sense” 
instrument was designed to measure trace gas components in industrial applications 
such as in fuel cells or reformer gas manufacture and in monitoring of the work 
place environment. It is the “Air Sense” instrument that we discuss further here 
(Fig. 8.2).

In this instrument, ions are generated via electron impact in a low pressure 
source using three reagent gases/vapors: krypton, xenon, and mercury. The atomic 
reagent ions formed Kr+, Xe +, and Hg +;  all have different ionization energies (IE) 
(Kr = 13.997 eV, Xe = 12.13 eV, Hg = 10.437 eV); and these differences can be utilized 

Fig. 8.2  Schematic diagram of the air sense ion–molecule reaction mass spectrometer. (Used by 
permission from V&F Analyse)
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in some situations where isobaric ions are produced. The two octopole assemblies 
are used to store reagent and product ions in a confined volume against their coulom-
bic repulsion before releasing the ions to the quadrupole mass spectrometer for mass 
analysis. The first octopole (2) acts as an ion guide for the primary ion beam and 
also as a high-pass mass filter. The second octopole (3) acts as a charge exchange 
cell. The pressure in the reaction region is low—typically 8 × 10−5 Torr—and those 
pressures remove the possibility of association reactions occurring. Switching time 
between the three reagent ions is about 400 ms. The response time of the instrument 
to changes in concentration is reported to be around 50 ms [40].

8.3.1  Reaction Chemistry in IMR-MS

The three atomic reagent ions in IMR-MS (V&F variety) react with an analyte by 
electron transfer and dissociative electron transfer.

 (8.13)

 (8.14)

 (8.15)

Reactions (8.13–8.15) have a combined rate coefficient of k = 8.5 × 10−	10 cm3 s−	1 
and the reaction branching ratios are given in parenthesis. The advantage of the 
mercury ion is that it does not react with the ambient air matrix for samples in air.

 (8.16)

Here a fast electron transfer reaction occurs between Hg + and benzene.

8.3.2  Some Applications of IMR-MS

IMR-MS has been used in quite a wide range of different applications where the 
lack of sample preparation required by the technique was found to be a distinct 
advantage.

8.3.2.1  Environmental

The environmental area has been one of the major areas for application of IMR-MS. 
Dearth used it to monitor ten hydrocarbon species and H2S in the exhaust gas of 

Xe C H C H Xe+ + → ++
2 6 2 6 0 44( . )

→ ++C H Xe + H2 5 0 03( . )

→ ++C H Xe + H22 4 0 53( . )

Hg C H C H Hg+ + → ++
6 6 6 6
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motor vehicles in real time. The results compared favorably with offline gas chro-
matography flame ionization detection (GC-FID) methods [41]. The technology has 
also been utilized to monitor in real time, a number of inorganic compounds includ-
ing O2, H2O, CO2, HCl, SO2, and NO in the exhaust gas of a municipal solid waste 
pilot plant. In that investigation, CF3I

 +  was also included with Xe +  and Kr +  as a 
source of reagent ions [42]. The applicability of the technology was further demon-
strated when the IMR-MS technique was applied to the detection of volatiles pres-
ent in cigarette smoke in which 20 VOCs were identified [43].

8.3.2.2  Medical

Recently there has been a growing interest in the applications of IMR-MS in the 
medical area. Two studies using IMR-MS have examined monitoring the anesthetic 
propofol (2,6-diisopropylphenol) using the Hg +  ion as the ionization source. In the 
first study, comparisons between blood propofol, and propofol in the exhaled breath 
of patients undergoing intravenous anesthesia were monitored and the conclusion 
was reached that IMR-MS may allow continuous noninvasive monitoring of pro-
pofol levels in patients undergoing general anesthesia [40]. A second study also on 
propofol found that IMR-MS can detect propofol on human breath within seconds 
after a bolus injection [44]. Another investigation using IMR-MS examined breath 
gas from patients who were mechanically ventilated and compared the results from 
IMR-MS with a conventional electron impact mass spectrometer for monitoring 
CO2. The study reported measurements of acetaldehyde, acetone, ethanol, and iso-
prene in alveolar breath [45]. IMR-MS was also investigated for identifying breath 
gas marker candidates in liver disease [46] and in developing a more rapid test for 
distinguishing between gram-positive bacteria by monitoring the VOCs produced 
from cultures [47].

8.4  Proton Transfer Mass Spectrometry (PTR-MS)

Proton transfer mass spectrometry (PTR-MS) was developed in 1995 at the Univer-
sity of Innsbruck by Werner Lindinger and his collaborators [48]. PTR-MS was able 
to utilize the ability of the H3O

 +  ion to transfer its proton (PA(H2O) = 691 kJ mol−1) 
to any analyte in air that has a higher proton affinity. Proton transfer reactions are 
invariably fast when exoergic and occur at the collision rate [49]. H3O

 + is readily 
formed from a discharge in moist air; it does not react with the bulk constituents of 
air and is therefore a good indicator of the presence of any volatile species that may 
be present in a sample. Many of the organic molecules that are important analytes in 
medicine, foods, and the environment have proton affinities (PAs) higher than that 
of H2O. Notable exceptions are the small alkanes, ethane, and acetylene.
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8.4.1  PTR-MS Operation

A schematic diagram of a PTR-MS instrument is shown in Fig. 8.3.
A very good summary of PTR-MS has been presented in a recent book by Ellis 

and Mayhew 2014 [50]. The PTR-MS instrument consists of the hollow cathode 
(HC) ion source, a drift tube, a mass spectrometer, and an ion detector. There are 
several instrument manufacturers producing instruments that can be broadly classed 
as PTR-MS units. Those discussed here have generally been manufactured by Io-
nicon in Austria.

8.4.2  PTR-MS Ion Source

The ion source in most PTR-MS instruments is a hollow cathode that operates off a 
DC voltage, and generates H3O

 + from a discharge of water vapor at a typical pres-
sure of ~ 0.75 Torr. In this process the ion fragments arising from the dissociation of 
H2O in the discharge and other ions generated from air molecules in the discharge 
undergo a series of ion–molecule reactions such that the fragment ions OH+, N2

+, 
O+, H2

 +,  and H2O
 +  are converted into H3O

+. The units for k, the rate coefficient are 
10−9 cm3 s−1 [51]

 (8.17)

 (8.18)

H O + H O H O OH k = 1.85 10+ 
2 3

+ 9
2 → + × −

OH + H O H O O k = 1.3 10+ 
3

+ 9
2 → + × −

Fig. 8.3  A schematic diagram of a PTR-MS instrument showing the hollow cathode (HC) ion 
source, the source drift region (SD), the Venturi inlet (VI) and the drift tube
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 (8.19)

 (8.20)

 (8.21)

 (8.22)

 (8.23)

 (8.24)

The absence of any mass spectrometric filtering of the ions is not a significant prob-
lem from the HC discharge as most of the ion–molecule reactions in the HC region 
terminate in H3O

+. The principle contaminant ions generated in the discharge are 
NO + and O2

 + and although they are formed, they do not have a readily available 
pathway to H3O

+. By careful monitoring of the discharge conditions the hollow 
cathode can deliver a signal of H3O

 + that approaches 99 % purity.

8.4.3  PTR-MS Drift Tube

The drift tube consists of a series of equally spaced rings separated by insulators 
to establish a voltage on each of the rings. A voltage gradient is then established in 
the drift tube that accelerates the ions in the direction of the flow. An electric field 
strength in a PTR-MS drift tube of around 50 V cm−1 is typical of the operating 
conditions for many commercial instruments. For a drift tube of length 10 cm, the 
voltage gradient along the drift tube is 500 V. In addition, to reduce the degree of 
adsorption of VOCs on the walls from a sample, the drift tube is generally heated 
between	40	and	100°C.

An important parameter in PTR-MS is the energy provided by collisions be-
tween the ions and the neutral gas in the drift tube. This energy depends on the 
applied electric field, E, and on the neutral gas density, N (number of molecules per 
cubic centimeter), in the drift tube. The ratio E/N is called the reduced electric field. 
For a typical drift tube at a pressure of 1.5 Torr, the gas density is 4.4 × 1016 mol/cm3. 
The air flow into the instrument (that may also contain the sample in some cases), 
at a pressure of about 1.5 Torr is around 20 cm3 min−1 at standard temperature and 
pressure (STP; 273 K, 1 atmosphere = 760 Torr). The electric field strength is 500 V 
in 10 cm.

→ + × −H O OH k = 1.6 102
+ 9

O + H O H O O k = 2.6 10+ 
2

+ 9
2 → + × −

H + H O H O H k = 3.4 102
+ 

3
+ 9

2 → + × −

→ × −H O + H k = 3.9 102
+ 9

2

H + H O H O H k = 6.9 10+ 
2

+ 9
2 → + × −

N + H O H O N k = 1.9 102
+ 

2
+ 

2
9

2 → + × −
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So,

 (8.25)

From which the reduced electric field may be calculated

 (8.26)

To reduce the difficulty of working with such small numbers, another unit has been 
defined called the Townsend (Td), where

 (8.27)

In the PTR-MS drift tube described here, the reduced electric field strength

 (8.28)

8.4.4  PTR-MS Neutral Gas Residence Time

The mean residence time of an ion in a drift tube is quite different from the resi-
dence time for a neutral gas molecule. For a drift tube with the dimensions consid-
ered here, viz., 10 cm long, diameter of 4 cm, and an STP flow rate of 20 cm3 min−1 
the average residence time of the neutral gas can be calculated from the volumetric 
flow rate F cm3 s−1.

 (8.29)

 (8.30)

For an internal drift tube volume of 126 cm3, the gas should therefore have a resi-
dence time in the flow tube of

 (8.31)

8.4.5  Ion Residence Times

The presence of the voltage gradient in the drift tube accelerates the ions until a con-
stant drift velocity is established. The constant drift velocity is the result of multiple 
collisions between the ions and molecules generating an opposing force that results 
in a steady drift velocity vdrift. The ion drift velocity is linearly dependent on the 
electric field (E) at low electric fields and can be written as [52]

E = = −500 10 50 1/ Vcm

E N/ / ( . ) .= × = × −50 4 4 10 1 14 1016 15Vcm Vcm2 2

1 10 17 2Td = − Vcm

E N Td/ . /= × × =− −1 14 10 1 10 11415 17

F F P P T T= × ×STP std drift drift std( / ) ( / )

= × × =− −( / ) ( / . ) ( / )20 60 760 1 5 373 273 2001cm s cm s3 3 1

126 200 0 63/ .s s=
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 (8.32)

where the coefficient K is called the ion mobility and is defined here as the propor-
tionality factor of an ion’s drift velocity vdrift in a gas and an electric field of strength 
E. K is a function of temperature and pressure and also depends on the cross section 
for ion-neutral collisions. A more useful ion mobility for comparison that does not 
depend on pressure and temperature is the reduced mobility K0 is defined

 (8.33)

Here, the pressure P is expressed in Torr and the temperature is in Kelvin. Once K0 
is known for a particular combination of ions and neutral molecules, the ion mobil-
ity may be found at any other temperature and pressure. Substituting K0 for K in 
Eq. (8.32) gives

 (8.34)

If the number density N0 is defined as the gas number density under STP conditions 
( N0 = 2.687 × 1019 cm−	3), then

 (8.35)

The velocity of the ion swarm can be measured by gating the ions and then mea-
suring their arrival times at the end of the drift tube. Tables of reduced mobilities 
have been published for H3O

 + ions among others in nitrogen [53, 54]. Once knowl-
edge of the mobility has been found, the transit time through the drift tube can 
be estimated. For a drift tube that is 10 cm long and has an E/N value of 120 Td, 
where the H3O

+ ions exhibit minimal clustering with H2O remaining largely as in-
dividual H3O

+ ions, the reduced mobility of H3O
+  from [7] is  ∼ 2.81 cm2 V−1. From 

Eq. (8.35), the average drift velocity is

 (8.36)

For a drift tube of length L = 10 cm, the average drift time can be estimated as

The calculation shown here is only approximate because of the assumptions made. 
However, it is clear that the drift time for ions is more than two orders of magnitude 
shorter than the residence time taken for the neutral gas in the flow tube. A com-
promise is reached between the electric field applied and the drift tube sensitivity 
desired. Higher drift fields lead to shorter residence times but also provide less op-
portunity for the reaction and therefore lower sensitivity. The drift field on the other 
hand helps to remove cluster ions formed by association of H3O

+ with water in the 
sample which can also react with an analyte.

v KEdrift = ,

K P T K= ( / ) ( / )760 273 0

v P T K Edrift = ( / ) ( / )760 273 0

v N K E Ndrift = 0 0 ( / ).

vdrift = × × × × =− − −2.69 10 2.81 cm s ms19 15 1 11 14 10 862. .

(L/ ) 116 s.drift driftt v µ= =
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     (8.8)

In Eq. (8.8), M represents any gaseous species that can remove energy from an 
ion-neutral collision. Another complicating factor is that the reagent H3O

+ ions may 
have different mobilities in the drift tube than the product protonated ions of an 
analyte. Larger ions will travel at a slower velocity through the drift field.

8.4.6  Mass Spectrometers

In the first PTR-MS instruments, quadrupole mass spectrometers were used. On the 
plus side they are relatively low in cost but they have limited mass range and unit 
mass resolution. Although other mass analyzers have been used including quadru-
pole ion traps [55, 56], the major alternative in commercial instruments is the time-
of-flight PTR-TOF-MS. This instrument has good mass resolution without the mass 
discrimination problems exhibited by quadrupole instruments [57, 58]. A schematic 
diagram of a commercial PTR-TOF-MS is shown in Fig. 8.4.

The substitution of a TOF MS for the quadrupole MS provides increased mass 
resolution but it also takes up more space in the instrument and has larger data han-

H O + H O + M H O H O + M3
+ 

2 3
+ 

2→ ·

Fig. 8.4  Schematic diagram of a commercial PTR-TOF-MS instrument incorporating a reflectron 
time-of-flight mass spectrometer. (Reprinted from Int J Mass Spectrom. Authors Jordan A et al. 
2009, 286:122 with permission from Elsevier)
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dling requirements. Also as the flight time of the ions is measured, it is necessary to 
gate the ions into the flight tube to scan their arrival times and this process imposes 
a duty cycle that can limit detection sensitivity. However, some impressive claims 
have	been	made	of	 a	mass	 resolution	up	 to	6000	m/Δm	and	 sub	ppbv	detection	
within a second [56, 57]. (A later version is commented on in Sect. 8.8.4)

8.4.7  Quantitative Analysis

An advantage that PTR-MS and the other techniques discussed in this chapter have 
over conventional analytical methods is that they are real-time techniques and can 
provide an immediate analysis of a sample. In PTR-MS for a reaction between 
H3O

 +  and an analyte M in an air sample, we have

 (8.37)

The reaction is a pseudo first-order reaction as [M] >> [H3O
+] even when [M] is at 

trace levels in a sample. The rate equation may be expressed as

 (8.38)

,that when integrated becomes

 (8.39)

Here [H3O
+]t is the concentration of H3O

+ ions at the end of the drift tube. As the 
concentration of

 (8.40)

then substituting (8.40) into (8.39) yields

 (8.41)

If it is assumed that only a small fraction of [H3O
+]0 is removed, then

 (8.42)

Substituting (8.42) into (8.41) and taking the first term of the Taylor expansion 
gives

 (8.43)

H O + M MH H O3
+ + 

2→ +
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where IMH +  and IH3O
+ are the respective ion signals of the protonated analyte M 

and the reagent ion H3O
+. In principle, Eq. (8.43) defines an absolute method 

independent of calibration (providing the rate coefficient k and reaction time t are 
known), simply by recording the ratio of the MH+ ion counts to those of the H3O

+ 
reagent ion.

However, although PTR-MS is loosely based on established measurements of 
proton transfer rate coefficients these cannot be applied directly as an absolute 
method for quantification of an analyte because of the presence of the electric 
field in the drift tube. For exothermic proton transfer, a reaction rate coefficient 
of 2 × 10−9 cm3 s−1 is often used in PTR-MS to estimate trace analyte concentra-
tions. However, the rate coefficients for proton transfer have been measured under 
thermal conditions (e.g., SIFT) and vary between 1 × 10−9 and 8 × 10−9 cm3 s−1. It is 
therefore necessary to resort to calibration procedures using permeation tubes or 
calibrated mixtures of analytes at the operational field strength of the instrument to 
determine the absolute analyte concentration in a sample.

One other influence of the drift field is the effect that it has on association reac-
tions. These are used commonly to help distinguish between isobaric compounds in 
SIFT-MS instruments. But in PTR-MS, the influence of the electric field can disrupt 
the more weakly bound cluster ions and this is very evident in the reagent ion mass 
spectrum generated from H3O

+.

     (8.8)

M is any neutral molecule that can participate in the reaction to remove energy dur-
ing an ion–molecule collision. In a drift tube, the formation of cluster ions is sup-
pressed as weakly bound cluster ions break up in the more energetic collisions with 
the neutral gas. There are advantages in this is as it makes the kinetics simpler but 
there are also disadvantages as it reduces the diagnostic possibilities of quadrupole-
based PTR-MS instruments when reactions producing product ions formed during 
association reactions are used to differentiate isobaric products.

8.4.8  Switchable Reagent Ions

Although PTR-MS has been widely used in many applications, it is limited to those 
analytes in a sample that can be identified by whether proton transfer from H3O

 +  
is exoergic under drift tube conditions. In order to expand the range of analytes 
available for investigation, additional reagent ions other than H3O

 +  have been used. 
Clean sources of the reagent ions NH4

+, NO +, and O2
+ were generated without mass 

selection in a PTR-MS instrument and their reactions were examined [59, 60]. 
Later, a further modification with online switching between the reagent ions H3O

+, 

H O + H O + M H O H O M+ 
3

+ 
3 2 2→ +·

m/z19 m/z37
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NO+, and O2
+ was developed with sensitivities of up to 800 cps/ppbv for aromatics, 

aldehydes, and ketones and this instrument has been denoted as PTR-SRI-MS 
[61]. The H3O

+ source in this instrument was again water vapor, the source gas 
for NO+ was ambient air that is passed through a charcoal filter and the source gas 
for O2

 +  was pure O2. The switching time in the PTR-SRI-MS instrument between 
reagent ions is around 10 s which when combined with the drift field does not al-
low the same separation of isobaric ions that are found using SIFT-MS instruments.

8.4.9  Some Applications of PTR-MS

Since its introduction in 1995, a large number of applications using PTR-MS instru-
ments have appeared. A conference devoted to applications of the technique was 
held in 2003 and it has now become a regular biennial event. A summary of these 
conferences can be found online from the conference website [62].

Only a very brief summary of some of the interesting applications or reviews of 
PTR-MS are presented here with several of the more recent investigations.

8.4.9.1  Environmental

Quite a number of the applications of PTR-MS fall in the general environmental 
area. Useful reviews on applications of PTR-MS to monitoring VOCs in the atmo-
sphere have been presented [63–66]. The technique is now an established monitor-
ing method of analysis for real time appraisal of atmospheric VOCs and numerous 
studies have been completed. The applications presented using PTR-MS cover a 
wide range of volatiles arising from widely different sources and processes. These 
include monitoring normal atmospheric VOC variations, anthropogenic VOCs, 
biogenic VOCs, and pollution monitoring. Different platforms have been utilized 
including field site measurements [67, 68], vehicles [69], ships [70], and aircraft 
[71–73]. Some of these variations in the applications of PTR-MS are demonstrated 
in the snap shot of publications that follow: (i) measurements of VOCs of anthropo-
genic origin above a large city [69]; (ii) analysis of syngas in an industrial Fischer 
Tropsch process [74]; (iii) a comparison of PTR-MS with GC-MS of environmental 
analytes [75]; (iv) monitoring the atmosphere for pollutants near intensive farm 
animal production [76].

Biological processes in both the marine and terrestrial environments emit a 
substantial fraction of their assimilated carbon into the atmosphere as biological 
volatile organic compounds (BVOCs) [77]. Quite a number of BVOCs have been 
monitored in different studies using PTR-MS. One study used BVOCs to estimate 
the OH radical concentration [78]; PTR-MS was also used to measure the profile of 
several BVOCs from 35 m to 10 km and their diurnal variations in order to estimate 
emission fluxes from the local forest canopy [79].
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8.4.9.2  Food and Food Technology

The versatility and ease of applicability of PTR-MS to the monitoring of VOCs in 
food related areas is seen in the wide range of studies undertaken in food research 
[80]. Most of these studies have utilized the appearance and concentration levels 
of VOCs in foods and processed food products and linked them to quality, stabil-
ity with age and degradation, process control, and classification. A good summary 
of PTR-MS applications to the food sciences is included in the book by Ellis and 
Mayhew, who list entries for more than 130 investigations of food and related is-
sues up until 2012 [50]. A review of PTR-MS applications initiated in Italy was also 
presented by Cappellin et al. [66]. After 2012, many more PTR-MS investigations 
in food science utilized higher resolution PTR-TOF-MS instruments and several of 
these investigations are included here. Zardin et al. [81] used the higher resolving 
power of the TOF based instrument to distinguish between four pairs of isobaric 
compounds including cis-3-hexanol and 2,3-pentanedione, and benzaldehyde and 
m-xylene. The volatiles in coffee aroma as perceived by the nose were examined 
using PTR-MS and compared with sensory panel analysis [82]. Another study on 
coffee beans from different origins examined the effect of roasting on the VOCs 
emitted during the roasting process using a PTR-TOF-MS [83]. Another study ex-
amined the production of ethylene in apples with a view to extending the posthar-
vest storage [84]. A second study on apples examined the process of apple ripening 
and VOC release during postharvest storage [85].

PTR-TOF-MS was also used to probe the effect of heat and high hydrostatic 
pressure treatment of milk base in the presence or absence of a transglutaminase 
protein and how it influences the flavor development of yoghurt [86]. The influence 
of pig diet on the VOC profile of dry-cured Iberian ham was examined with differ-
ences found in aldehydes, ketones, and sulfur-containing compounds [87].

8.4.9.3  Medical

One of the primary objectives of instruments like PTR-MS is to use its ease of VOC 
monitoring to provide options for diagnosis that avoid invasive medical procedures. 
The number of studies published using the technique in the medical area demon-
strate its widespread versatility. Quite a number of these until 2012 have been in-
cluded in the review by Ellis and Mayhew [50]. As with the previous application 
of food and food technology (8.4.9.2), many of the more recent applications have 
employed the higher resolution PTR-TOF-MS instrument.

As an aid for diagnosis, a PTR-TOF-MS was used in the investigation of liver 
cirrhosis and the severity of the disease was assessed by direct analysis of exhaled 
breath [88]. Kohl et al. examined the breath of 96 patients shortly before and af-
ter kidney transplantation using PTR-MS. They found creatine in urine and breath 
showed good correlation [89]. Aprea et al. used a PTR-TOF-MS to investigate me-
tabolites in the exhaled breath of patients affected by coeliac disease who were on a 
gluten free diet [90]. A PTR-TOF-MS was also used to calibrate an acetone sensor 
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applied to monitor breath acetone levels [91]. Another study also using a PTR-TOF-
MS examined VOCs in the breath of medical staff and mechanically ventilated 
patients monitoring isoprene and the anesthetic sevofluorane [92]. One quite differ-
ent application of PTR-TOF-MS was to monitor anthropogenic VOCs in a football 
stadium to assess human emissions [93].

8.5  Selected Ion Flow Tube-Mass Spectrometry 
(SIFT-MS)

SIFT-MS has its origins in the pioneering work of Spanel and Smith in 1996 [94]. 
The advantage the technology had is that it offered a direct route for analyzing 
samples for their VOC content in real time without the need for chromatographic 
separation and extensive calibration procedures. SIFT-MS technology was a fol-
low on from selected ion flow tube (SIFT) technology introduced about 20 years 
earlier by Adams and Smith [95]. SIFT in turn was an extension of the early work 
of adapting flow tubes to investigate ion-molecule reactions begun in the late 1960s 
by Ferguson and collaborators [96]. SIFT and SIFT-MS can be thought of as revers-
ible applications of the same core methodology. In SIFT the kinetic parameters of 
an ion-molecule reaction are derived from known reactant concentrations whereas 
in SIFT-MS, the known kinetic parameters are used to derive the analyte concentra-
tions.

Many reviews of SIFT-MS methodology have been written with an emphasis 
on applications in medical areas [97–100]. What places SIFT-MS technology apart 
from all the other methods discussed in this chapter on direct analysis mass spec-
trometric methods is that the reagent (or precursor) ions are well characterized, 
are mass-selected, and undergo known ion-molecule reactions with the analytes. 
In principle, providing the reagent ion chemistry with the analyte is known, all that 
is necessary to determine an analyte’s concentration is already known without the 
need for analyte calibration. Interfacing the technology to different applications is 
straightforward and the capability of switching between reagent ions in < 10 ms of-
fers a substantial benefit in increased selectivity for analysis in mixtures containing 
multiple analytes.

8.5.1  SIFT-MS Instrumentation

A schematic outline showing the principle of operation of a SIFT-MS instrument is 
shown in Fig. 8.5 and Fig 8.6.

The SIFT-MS instrument shown here may be viewed as consisting of four dis-
tinct regions. The ion source region is a microwave discharge of moist air. As noted 
in Sect. 8.1.2, the dominant terminal ions from a discharge in air are H3O

+, NO+, and 
O2

+. This mixture of ions is transmitted to the lower pressure upstream quadrupole 
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mass filter where mass selection takes place at a typical pressure in the 10−4 Torr 
range. The selected reagent ion (one of H3O

+, NO +,  or O2
+) is then transmitted into 

the flow tube where the reagent ion-analyte reaction occurs under controlled con-
ditions. The flow tube pressure is typically 0.6 Torr so the ions from the upstream 
quadrupole enter the flow tube against a pressure gradient. The entry is assisted 
by means of a Venturi orifice [97, 102] which facilitates the transmission of ions 

Fig. 8.6  Schematic of a commercial SIFT-MS instrument from Syft Technologies Ltd showing 
the arrangement of the various components for their Voice200 unit. (Reprinted by permission from 
Syft Technologies Ltd [101])

 

Fig. 8.5  A schematic representation of the essential regions in a SIFT-MS instrument. (Reprinted 
by permission from Syft Technologies Ltd [101])
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against the pressure gradient. The reagent ions are then carried along the flow tube 
by the carrier gas (usually helium although nitrogen is being used in an increasing 
number of applications), and it is in the flow tube where the diagnostic reagent ion-
analyte reaction occurs. All ions in the flow tube are then sampled through a small 
orifice at the downstream end of the flow tube and are mass analyzed by the second 
quadrupole mass filter. The ion number densities are then counted by the pulse 
counting electronics. The important feature of this technology is that three reagent 
ions are available and can be interchanged within a few milliseconds to obtain a 
complete analysis in real time of analytes from all three reagent ions. Most of the 
commercial units made by Syft Technologies Ltd. (Voice200 and Voice200Ultra 
SIFT-MS	instruments)	operate	at	a	flow	tube	temperature	of	110	°C	and	at	a	carrier	
gas pressure of 0.6 Torr. In some reactions where association reactions compete 
with electron transfer, the ratio of the product ion peaks are influenced by the condi-
tions of temperature and pressure selected.

8.5.2  Data Analysis

For the chemical reaction

 (8.44)

providing the PA (A) > PA (H2O = 691 kJ mol−1), the reaction will occur at the col-
lision rate [103]. As discussed in Sect. 8.3.7, the rate of removal of H3O

+ can be 
expressed

 (8.45)

In a SIFT or SIFT-MS flow tube for an analyte A, even though the analyte A is 
at trace levels, its concentration [A] >> [H3O

+] and therefore pseudo first order 
kinetics can be applied. The reaction time t can be defined as the reaction length l, 
divided by the ion velocity v. In addition to reactive ion loss, there is loss of H3O

+ 
by diffusion. If DH3O+ is the diffusion coefficient and Λ the diffusion length (which 
depends on the flow tube diameter and length) then the kinetic equation expressing 
the loss of the reagent ion H3O

+ is [97]

 (8.46)

On integration, Eq. (8.46) becomes

 (8.47)

It can also be shown that [97]
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+ + → ++
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(8.48)

In the SIFT mode of operation, Eq. (8.47) indicates that the semilogarithmic decay 
of [H3O

+] (which is proportional to the ion count of H3O
+, I H3O

+) against the reac-
tion concentration [A] is linear, with the slope defining the reaction rate constant k.

In the SIFT-MS mode of operation, as long as the rate coefficient for a particular 
reagent ion reaction with an analyte is known, Eq. (8.48) suggests in principle that 
the ratio of reagent ion count to product ion count can be used to determine the 
concentration of an analyte [A]. However a distinguishing feature of SIFT-MS is 
that when a mixture of analytes in a sample is added to the flow tube, the reduc-
tion in the reagent ion represents the sum of all reactions of that reagent ion with 
all analytes. The important factor in this situation is that different product ions are 
formed from each analyte and it is the identity and amplitude of these product ion 
signals that enable the analyte to be quantified. It is therefore important in SIFT-MS 
that accurate measurements are made of both reagent ion count and all product ion 
counts for each analyte.

Provided both the flow rate of analyte gas and concentration of analyte in the 
gas sample is small, the reduction in the reagent count is also small (a fractional 
reduction	of	≤	10	%	is	required	for	good	quantitation)	then	the	ratio	of	product	ion	
counts to reagent ion counts gives the analyte concentration in the mixture. Smith 
and Spanel have shown the analytical solution to the set of differential equations for 
[AH+] in the limit as [A] = 0, to be [98]

 (8.49)

In Eq. (8.49), k is the rate coefficient for reaction, the quantities in square brackets 
are the number densities of the ions and analyte A, t is the reaction time and De is a 
differential diffusion enhancement coefficient that accommodates the difference in 
diffusion rate to the walls between reagent ions and product ions. Ions with larger 
m/z generally have slower rates of diffusion than smaller ions. Another important 
factor when using quadrupole mass filters is to account for the reduced transmission 
of heavier ions. The two opposing effects of diffusion and transmission oppose each 
other. A proper analysis will account for both effects.

When multiple product ion channels from an analyte are present in a gas mixture 
with the product ions represented by p1, p2, etc., and analyte reactions occur with 
both the primary H3O

+ reagent ion and its water clusters H3O
+.H2O, then [A] is 

given by [97]

 (8.50)
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In Eq. (8.50) Ip1, Ir1, are the signal amplitudes of product ions and reagent ions 
(H3O

+, H3O
+.H2O, etc.) corrected for differential diffusion in the flow tube and 

mass discrimination in the downstream quadrupole mass filter. Additional parame-
ters fr1, fr2, may also be included in the reactions of H3O

+ reagent ions to account for 
analytes where not all water cluster ion reactions with the analyte are reactive [98].

8.5.3  Analyte Concentration

Equation (8.50) provides a concentration of an analyte A in units of molecules cm−3 
inside the flow tube. The conversion to the more useful parameters of parts per 
billion by volume, ppbv, is readily made. If φcar and φsample are the gas flows of the 
carrier gas and sample gas through the capillary, PFT is the pressure in the flow tube, 
then:

 (8.51)

where φanal is the gas flow of the analyte in the same units as those of the car-
rier and sample gas. In a commercial Voice200 instrument these are typically 
φcar = 3.5 Torr L s−1 and φsample = 0.25 Torr L s−1. Converting [A] from molecules 
cm−3 to a partial pressure in Torr, we have (R is the gas constant, T is the tempera-
ture in Kelvin, and NA is Avogadro’s number):

 (8.52)

From Eq. (8.51), the conversion from molecules cm−3 to ppbv is then simply

 (8.53)

In summary, the SIFT-MS instrument provides a value for [A] in molecules cm−3 
on the basis of the ratio of product ion counts to reagent ion counts with appropri-
ate corrections for mass discrimination and differential diffusion and the known 
reagent-analyte ion-molecule reaction kinetics (8.50). This value is converted to 
the analyte concentration in ppbv, [Analyte]ppbv, by combining Eqs. (8.51), (8.52), 
and (8.53).

 (8.54)

8.5.4  Data Acquisition

The SIFT-MS instrument has two modes of operation: (i) a mass scan mode (MS) in 
which a mass scan is made of all reagent ions and product ions over a selected mass-
to-charge ratio, m/z. In the mass scan mode of operation, ion counts are recorded 
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for typically 50–100 ms at each m/z value. The mass spectra are interpreted by 
relating the product ion peaks to the trace gases that are present in the sample. This 
mode of operation is useful for determining what trace analytes might be present in 
a sample. The concentrations of analytes recorded using this mode of operation are 
less precise than that in the second mode of operation because a relatively short time 
is spent depleting product ions at each mass. (ii) A selected ion mode (SIM) scan 
where only the reagent ion and selected product ions are monitored. This mode of 
operation is used when known analytes are monitored and therefore the identity of 
the product ions is known. It provides a more precise measure of analyte concentra-
tions as the residence time for acquisition for the product ion counts may be 100 ms 
or more averaged over multiple cycles of counting and allows for measurement of 
temporal variations and the ability to evaluate trends.

8.5.5  Ion Chemistry in SIFT-MS

This has been well summarized in several articles [97, 104]. As was mentioned ear-
lier in this chapter, the terminal ions arising from a discharge in moist air are H3O

+, 
NO +, and O2

+. These ions have been utilized in APCI. The advantage that SIFT-MS 
has is that the reagent ions of H3O

+, NO +, and O2
 +  are mass selected, so only the 

product ions of an analyte from a specific reagent ion are present during analysis 
together with unreacted reagent ions. It is also important that the reagent ions do not 
react with the major components of air. Almost all analyses undertaken using SIFT-
MS have been restricted to the three reagent ions H3O

+, NO+, and O2
+. However 

other ions including negative ions may be used for monitoring specific analytes. 
One example of an alternative positive ion is CH3OCH2

+ which was found to be 
unreactive with air and small saturated hydrocarbons but reactive with molecules 
containing sulfur [105]. The use of CH3OCH2

+ in this situation opens the way for 
monitoring odorant compounds containing sulfur that have been added to propane 
and butane mixtures for safety reasons.

8.5.5.1  H3O+ Reactions

In SIFT-MS when the H3O
+ ion is injected into the flow tube, clusters of water ions 

are also formed. These often react in the same way as the H3O
+, ion does with the 

VOC providing an exoergic pathway for proton transfer exists.

 (8.55)

 (8.56)

The predominant reaction of H3O
+ reagent ions with VOCs is exothermic proton 

transfer

H O + H O He H O H O He3
+ 

2 3
+ 

2+ → +·

H O H O H O He H O H O He3
+ 

2 2 3
+ 

2· · ( )+ + → +2
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     (8.44)

When proton transfer is quite exothermic (more than about 1 eV), then dissociative 
proton transfer may occur from [AH+]* as in some reactions with alcohols, alde-
hydes, and carboxylic acids leading to H2O elimination [106].

 (8.57)

 (8.58)

Another reaction of H3O
+, that does occur is association when H3O

+ simply adds to 
the analyte molecule either as a single product or in conjunction with other product 
channels

 (8.59)

In some cases the weakly bound association complexes, H3O
+.A, may switch out 

the H3O
+, to water and if this happens the use of H3O

+ as a diagnostic reagent ion 
is lost.

 (8.60)

More detailed discussion of H3O
+ chemistry in SIFT-MS is given in the reviews by 

Smith and Spanel [97, 104].

8.5.5.2  NO+ Chemistry

There is more variety in the reactions of NO+ compared to H3O
+ and there are usu-

ally only one or two product ions in its reactions with an analyte. This makes NO+ 
a very useful and important reagent ion in SIFT-MS analysis.

Electron transfer can occur when the IE of the analyte A is less than 
IE(NO = 9.26 eV). Quite a number of VOCs come into this category of lower IEs 
than NO with electron transfer a common reaction pathway.

 (8.61)

H− transfer is also a common pathway of reactions of NO+  with aldehydes, ethers, 
and alcohols with the exception of tertiary alcohols when hydroxide ion transfer 
occurs [104].

 
(8.62)
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 (8.63)

Association reactions of NO+ also provide a very useful diagnostic reaction for 
analytes, especially ketones. A good example of the usefulness of NO+ as a diag-
nostic reagent ion is the analysis of a mixture containing the three isobaric com-
pounds 3-methylbutanal, 2-pentanone, and diacetyl (2,3-butanedione). The reagent 
ion H3O

+ gives mainly proton transfer at m/z 87 for all three analytes but NO+ gives 
complete separation.

 (8.64)

 (8.65)

 (8.66)

 (8.67)

The usefulness of NO+ as a diagnostic reagent ion in SIFT-MS is shown later in this 
chapter in Sect. 8.8.4 in the comparison of PTR-MS and SIFT-MS.

8.5.5.3  O2
+ Chemistry

O2
+ is the most energetic of the usual SIFT-MS reagent ions having an IE of 12.06 eV. 

This is larger than the IEs of most VOCs with the result that O2
+ generally reacts 

rapidly either by electron transfer (ET) or dissociative electron transfer (DET) and 
produces multiple product fragment ions in some cases. O2

+ is particularly useful 
in monitoring analytes that are unreactive with H3O

+ and NO+ reagent ions such as 
the small hydrocarbons [106]. The O2

+ reaction with isoprene is a typical example 
in that there are three product ion channels [107].

 (8.68)

 (8.69)

 (8.70)

Another useful reaction of O2
+ occurs with methane which is unreactive with 

NO+ and H3O
+ reagent ions [106]. The rate coefficient for this reaction is small 
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(k = 5 × 10−	12 cm3 s−1) meaning that the detection limit for methane is larger than for 
most other analytes where the rate coefficients are typically 3 × 10−9 cm3 s−1. The 
small rate coefficient for methane means that the limits of detection for methane are 
in the mid to high ppbv range.

 (8.71)

Possibly the greatest value of O2
+ as a reagent ion in SIFT-MS is in monitoring 

small molecules and those analytes where the number of product ions from their 
reaction of O2

+ is limited to 1 or 2 as in the aromatic hydrocarbons and a number of 
heterocyclic molecules.

As noted earlier in Sect. 8.5.1, SIFT-MS instruments can operate at different 
conditions of temperature and pressure. For example, most of the Syft Technologies 
Ltd	Voice200	SIFT-MS	instruments	operate	at	a	flow	tube	temperature	of	110	°C	
and a carrier gas pressure of 0.6 Torr. In some reactions where association reactions 
compete with electron transfer, the product ion peak ratios of association/electron 
transfer are sensitive to temperature and pressure. For example, the reaction of the 
terpenoid carvone, C10H14O, with NO+ has product ions of reaction C10H14O

+ and 
C10H14O.NO+. The ratio of (C10H14O.NO+/C10H14O

+) is somewhat sensitive to tem-
perature and pressure.

The advantage of having clearly defined reagent ions at close to thermal energies 
reacting via identified reactions is seen clearly in Fig. 8.7 by monitoring the VOC 
carvone (C10H14O

+). When carvone is ionized using conventional GC-MS technol-
ogy with 70 eV electrons, a large number of fragment peaks are observed requiring 
chromatographic separation of the sample containing carvone before identification 
can occur. With SIFT-MS a much simpler product ion spectrum is found allowing 
identification in real time without chromatographic separation using both H3O

+ and 
NO+ reagent ions.

8.5.6  Some Applications of SIFT-MS

Due to the ease of application of SIFT-MS to research in the medical area and 
particularly for those studies that require direct breath analysis in real time there 
has been a major focus on medical applications. Quite a number of reviews of the 
medical area have been undertaken and some of these will be referenced in the ap-
propriate section. For example, slightly more than two thirds of all SIFT-MS inves-
tigations published in 2013 had a medical focus. This does not mean that there are 
fewer opportunities for SIFT-MS in say, the environment and food technology areas 
but the preponderance of medical studies is merely a legacy of the early research 
focus of the technology. Most commercial SIFT-MS instruments are in fact operat-
ing in the environmental and food areas doing routine analyses.

2 4 3 2O CH CH O  H+ ++ → +
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Fig. 8.7  A comparison of the mass spectrum of carvone (C10H14O) Mr = 150 generated by a 70 eV 
electrons with the three reagent ions in SIFT-MS as found in a commercial Voice200 Syft instru-
ment operating with a nitrogen carrier gas. b Chemical ionization (CI) by H3O

+ reagent ion. c CI 
by NO+ reagent ion. d CI by O2
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8.5.6.1  Environmental

The real-time monitoring of atmospheric VOCs has been a major focus of direct 
analysis mass spectrometric techniques without quite the same emphasis for SIFT-
MS until around 2010. Diesel engine exhaust gases were analyzed using SIFT-MS to 
monitor NO, NO2, HNO2, aldehydes, and ketones [108]. Peroxyacetyl nitrate (PAN) 
is known to be a precursor to photochemical smog. A method was developed to 
monitor PAN using SIFT-MS with a limit of detection of 20 pptv in 10 s [109]. The 
ability of SIFT-MS methodology for real-time monitoring of atmospheric VOCs 
was demonstrated when a number of VOCs including ethene, ethanol, 1,3-butadi-
ene, benzene, and toluene were monitored over a 4-day period. The concentration 
of 1,3-butadiene was measured down to 9 pptv [110]. Volatile selenium compounds 
such as H2Se, CH3Se, (CH3)2Se, and (CH3)2Se2 have been monitored in real time us-
ing SIFT-MS [111]. The kinetic parameters for 17 hazardous air pollutants (HAPs) 
were measured and limits of quantitation were found for them using SIFT-MS that 
were well below the limits required by legislating bodies for monitoring the work 
place environment [112]. Methods were also developed for SIFT-MS to monitor 
the presence of 15 chemical warfare agent precursors. Thirteen of the fifteen com-
pounds were found to have atmospheric detection limits in the pptv concentration 
range for real-time measurements [113]. Landfills have been and are a common 
feature of civilization. The increasing presence of siloxanes from a variety of per-
sonal products dumped in landfills in modern times has led to a growing production 
of anthropogenic siloxanes from landfill sites that have posed problems when gas 
emissions from landfills are combusted. First methods were developed using SIFT-
MS to monitor siloxanes and these were then applied to monitor concentrations of 
four siloxanes at three landfill sites [114, 115]. VOCs arising from intensive animal 
farming have also been examined using SIFT-MS [116, 117].

8.5.6.2  Food and Food Technology

Although numerous reviews of the application of SIFT-MS to medical areas have 
been published, only one has dealt with SIFT-MS applications to food [118]. The first 
SIFT-MS study applied to the real-time monitoring of flavors released by food prod-
ucts was published in 1999 [119], but since that time, more than 45 investigations of 
food and food products have been published using SIFT-MS, with most related to the 
ease with which the technology monitors VOC release. A series of studies on olive 
oil demonstrated that the dominant volatiles were methanol and ethanol, with the 
VOCs that had been the object of numerous studies in the past such as E-2-hexenal 
being present at significantly lower concentrations [120]. A total oxyradical scaveng-
ing capacity (TOSC) assay based on SIFT-MS was also developed for monitoring 
antioxidants in olive oil [121]. Barringer and coworkers have focused on key volatiles 
generated by enzymes, especially lipoxygenase (LOX) which catalyses the oxidation 
of polyunsaturated fatty acids [118]. Linoleic acid and linolenic acids are the major 
precursors of many volatile acids, alcohols, aldehydes and esters. Detection of these 
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VOCs is monitored in real-time SIFT-MS measurements and it provides input for a 
number of qualities, including flavor, ripening stage, food quality and freshness. The 
effect of chewing and concomitant release of VOCs has also been examined. The 
application to flavors includes tomatoes [122–124], tomatilloes [125], carrots [126], 
pumpkin seeds [127], jalapenos [128], bell peppers [129, 130], strawberries [131], 
garlic [132, 133], cocoa [134, 135], almonds [136] and cashews [137].

Several studies of different unifloral (monofloral) honeys have been undertaken 
to investigate VOC profiles of honey and the effect of location and botanical origin 
[138–140]. Several studies of meat and meat products have also been done, where 
SIFT-MS has been used to quantify aroma compounds in comparison to conven-
tional analytical techniques [141–143]. Methods have also been developed using 
SIFT-MS to examine the spoilage and storage effects on fish and fish products, in-
cluding cod [144], grey shrimp [145, 146], packaged fillets [147] and brown shrimp 
[148]. In a very different study, the VOCs associated with macaroni were quantified 
to assess any differences in flavor associated with the addition of a sodium-reduced 
cheese sauce [149]. Several investigations have also been used to assess various 
qualities of cheese. The VOC profile was used to distinguish between Italian parme-
san and New Zealand parmesan [150] and, in conjunction with odor activity values, 
to differentiate Swiss cheese production from five different factories [151]. In an-
other investigation the VOC profile examined using SIFT-MS aided the evaluation 
of parameters responsible for split defects in Swiss cheese [152].

8.5.6.3  Medical

There have been a number of reviews of applications of SIFT-MS to the medical 
area by Smith and Spanel; they give a good summary of the advances that have 
been made [104, 153, 155]. A special issue of the Journal of Breath Research (2014, 
8(3)) has highlighted some of the contributions of David Smith and other users of 
SIFT-MS to breath research. SIFT-MS has a considerable advantage over many 
techniques in that individual breaths can be examined because of the rapid response 
time of the instrument. Four major objectives can be stated of what direct breath 
analysis might achieve [156]: (a) identify and quantify VOCs in exhaled breath; 
(b) identify abnormal concentrations of common metabolites in exhaled breath; (c) 
identify biomarker compounds related to disease conditions; (d) identify and track 
the prophylactic effect of medication that might be administered from monitoring 
biomarkers. An important factor that has been identified in monitoring exhaled 
breath is that there is a difference between breath exhaled through the mouth and 
breath exhaled through the nose as the oral cavity can be a major source of some 
trace gases [153, 157]. It is important therefore to distinguish between trace VOCs 
generated systemically from those generated in the oral cavity due to bacterial and 
enzymatic activity. Reference ranges for a number of metabolites in mouth-exhaled 
breath in healthy populations have been established, and it has been shown for ex-
ample, that mouth-exhaled ammonia clearly increases with age [158]. Because so 
many of the medical aspects of SIFT-MS have been reviewed well, we will only 
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briefly mention here some of the more recent activities in (b) and (c) of the objec-
tives for breath analysis. Hydrogen cyanide has been identified in the head space 
of plate cultures of the bacterium Pseudomonas aeruginosa derived from sputum 
and cough swab samples from cystic fibrosis patients [104, 159]. Differences in 7 
VOCs were found in the headspace of vapor from urine samples in patients with 
gastro-esophageal cancer [160, 161]. Pentane has been examined as a potential bio-
marker of bowel disease [162]. A careful analysis of changes in breath metabolites 
associated with advanced chronic kidney disease (CKD) has been undertaken and 
outlined in a review paper [163]. Attention has been given to changes in ammonia 
concentration, including other biomarkers such as isoprene, ethane, and pentane. 
The potential of using acetone to monitor starvation and metabolic stress in inten-
sive care units in hospital has been examined [164].

Dweik and coworkers have also made a number of interesting discoveries moni-
toring breath volatiles. They report a study in which they monitor six VOCs, includ-
ing trimethylamine, acetone, and pentane whose levels increased in patients with 
liver disease and found they could predict diagnosis and severity of the disease in a 
sample of 80 patients who developed alcoholic hepatitis [165]. In another study of 
21 patients with juvenile idiopathic arthritis (JIA) and 55 healthy controls in which 
they monitored 13 VOCs using SIFT-MS, and concluded that the exhaled breath 
prints allowed them to distinguish those with JIA [166]. The team also compared 
changes in the VOC levels in exhaled breath in 60 obese children and 55 lean con-
trols. They concluded that obese children have a unique pattern of exhaled VOCs 
that may provide some insight into the pathophysiological processes and pathways 
leading to childhood obesity [167]. A similar methodology was used to distinguish 
patients with pulmonary arterial hypertension (PAH). In a study of 31 patients with 
PAH and 34 healthy controls, a comparison of the breath prints of the two groups 
found statistically significant differences in eight volatile compounds. Exhaled am-
monia levels correlated with the severity of the disease [168]. In another investiga-
tion of 24 patients with pancreatic cancer and 72 patients with benign biliary condi-
tions, the team examined the headspace from 96 bile samples. They found that the 
concentrations of six VOCs had increased in those patients with pancreatic cancer 
and concluded that the simple test of monitoring VOCs in the biliary fluid head-
space may help in distinguishing malignant from benign biliary strictures [169].

8.6  DART and DESI

Two further techniques that can be included under the title of direct analysis are 
DART and DESI. The focus of these two techniques is slightly different from those 
already presented in this chapter. What distinguishes DART and DESI is that they 
do not focus on gas phase VOCs but instead extract or “wipe off” analyte mol-
ecules from samples by exposing the surface to the ionizing gas or aerosol. The 
ionization still occurs at atmospheric pressure. This enables the direct examination 
of completely unprocessed samples or even entire objects. Both DESI and DART 
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sources are available commercially. The item for analysis is simply positioned at the 
entrance of the mass spectrometer and analyte molecules released from the sample 
after ionization are transferred to the mass spectrometer for analysis. There are now 
many variants of these techniques that directly remove analyte molecules from sur-
faces but DART and DESI are the most established of them. Due to the different na-
ture of DART and DESI, the applications of these techniques will not be classified 
under the same headings as the methods already discussed in this chapter.

8.6.1  DART

DART had its origin in the work of Cody and Laramee in 2005 [170]. A general 
representation of the DART source is shown in Fig. 8.8. The ionization source relies 
on Penning ionization from helium 23 S metastable atoms produced in the corona-
to-glow discharge and the ensuing gas phase reactions that occur are very similar 
to those in the APCI sources. Molecular nitrogen is the dominant molecule in air

 (8.72)

The sequences of reactions that can follow have already been discussed in reactions 
(8.1) through (8.9) for APCI sources. The DART ion source may also be operated 
in the negative ion mode when the electrons generated in reaction (8.72) attach to 
molecular oxygen creating negative ions

 (8.73)

The O2
− ions can associate with the analyte molecule A to form adducts (reaction 

(8.74)), undergo direct electron transfer (8.75), or undergo the solvation reactions 
with H2O shown in reactions 8.10 through 8.12.

 (8.74)

 (8.75)

He N He N e*+ → + ++ −
2 2

O e O2 2+ →− −

O A AO2
− −+ → 2

→ +−A O2

Fig. 8.8  A schematic diagram of a DART ion source. (Used by permission from Jeol USA, Inc.)
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The DART ion source has many possible different configurations that depend on 
the sample being analyzed, and these are discussed in several reviews [171–173]. 
A flow of helium gas is normally used with flows through the ion source at around 
1–4 L min−1. A potential of 1–5 kV on the needle electrode relative to a grounded 
perforated disk electrode causes a corona-to-glow discharge [173] that produces the 
metastable helium atoms, ions, and electrons. Ionization of the analyte occurs when 
the DART gas plasma makes contact with the sample in the open-air gap between 
the DART source outlet and the mass spectrometer sampling orifice. The role of 
cluster ions and helium metastables in APCI sources and DART sources has been 
the subject of a recent study that seeks to examine further the role of cluster ions in 
the generation of analyte ions [174].

8.6.2  Applications of DART-MS

An indication of the acceptance of the DART ion source is seen in the growth in 
research papers that have been published since its introduction in 2005. More than 
530 articles and conference papers have been published using the technique until 
mid-2014. The application of DART ion sources has become an established tech-
nique for rapid analysis of many widely differing sample types, particularly for 
analytes deposited or adsorbed on surfaces. In the area of analysis of foodstuffs 
there have been a number of widely variant studies. A DART-time-of-flight system 
was used to examine and classify olive oil triacyl glycerols and olive oil authenticity 
[175]. The chemical changes in vegetable oils were also monitored during thermally 
induced oxidation [176]. An analysis of several flavors and fragrances in complex 
mixtures was performed using DART which was applied to examine 12 chewing 
gum samples for the presence of cooling agents merely by placing the gum stick 
or tablet in the ion beam. The release of fragrance from fabric and hair was also 
examined [177]. A method using DART was developed to monitor 32 mycotoxins 
in beer with some sample preparation by adding a beer sample to acetonitrile [178]. 
In another study, investigations were made of organosulfur species in the aroma 
of crushed garlic, onion, and other alliums by homogenizing the garlic bulbs in a 
food blender followed by extraction in ether, filtration, and evaporation [179]. The 
DART-MS has also been used to authenticate animal fats in lard and beef tallow and 
also minced meat prepared from pork and beef [180]. Milk and milk-based foods 
were examined using DART-MS and high-resolution mass spectrometry, allowing 
discrimination using statistical analysis between milk from cows, sheep, and goats 
and also for cow’s milk from conventional farming compared to organic farming 
[181]. A number of saccharides were identified using a DART ion source coupled 
with a quadrupole time-of-flight mass spectrometer with minimal sample prepara-
tion. The standard saccharide samples were dissolved in a methanol–water mixture, 
and a standard melting point capillary tube was dipped into the solution and then 
placed in the helium stream of the DART ion source [182]. Six phytohormones were 
analyzed simultaneously using a DART ion source and single drop liquid–liquid 
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microextraction in three different kinds of freshly prepared fruit juice in less than 
30 min [183]. Another study on fruit juice using a DART ion source also demon-
strated high-throughput screening and detection of polysorbate 20/80 micelles in 
apple juice [184]. A DART ionization source coupled with a high-resolution mass 
spectrometer was used for screening aflatoxins from different surfaces [185]. A re-
view of DART applications in food quality and safety analysis covers qualitative 
confirmation of chemical identity, metabolomics fingerprinting/profiling, quantifi-
cation of low molecular weight food components, including trace organic contami-
nants [186]. A summary of many of the applications of DART to food and food-
related adulterants and contaminants is available from a commercial supplier [187].

In the medical area, one study using DART has been applied to human breath. 
Diagnosis through online breath analysis was found to be difficult due to the dis-
persion of the breath samples in open air. A confined DART ion source (cDART) 
was developed and this was tested on four standard compounds—ethanol, ace-
tone, 2-hexanone, and limonene—with detection limits approaching 1 ppbv after 
calibration [188].

Other applications of DART include forensics where differences in writing inks 
were identified [189]; screening for trace explosives [190]; pharmaceuticals [191]; 
and chemical analysis [192–194] to name just a few of the many investigations.

8.7  DESI

Like DART, DESI has received widespread acceptance as evidenced by more than 
750 papers and conference presentations till mid-2014, referring to the technique 
since its introduction in 2004 by Cooks and coworkers [195, 196]. The technique 
makes use of electrospray ionization (ESI) that is widely used in the mass spec-
trometry of larger molecules in which a solution is nebulized to create a fine spray 
of very small droplets. In DESI, a standard electrospray of charged droplets hits the 
surface where the molecules of interest are present or adsorbed (including larger 
biomolecules), detaches them from the surface, and delivers them as desolvated 
ions in the mass spectrometer. DESI is thus similar to DART (Sect. 8.4) where the 
gaseous plasma of ions from the ion source desorbs molecules from a surface. A 
schematic diagram of the main aspects of a DESI ion source is shown in Fig. 8.9.

Charged microdroplets with a velocity of around 120 ms−1 and average diameter  
∼ 5 µm impact on the surface and release dozens of microdroplets of size  ∼ 0.8–
3.3 µm [197]. The secondary droplet velocities depend on the size of the primary 
droplet, the take-off angle, and the distance from the point of impact. The per-
formance of DESI is also influenced by the choice of solvent. As an example, a 
solution of dimethylformamide with water or methanol enhances the signal of low 
molecular weight compounds [198]. Nonaqueous solvents are better at extracting 
lipids from tissue sections without causing major changes in morphology on a mi-
croscopic scale. Further details on the set-up and solvents are contained in a review 
of the technique [198].
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8.7.1  Applications of DESI-MS

As already noted, both DESI and DART techniques can readily extract molecules 
from surfaces. A number of the applications for this type of analysis are accessible 
to both techniques providing “direct analysis with little sample preparation.” DESI 
can however be applied to larger molecules giving it great potential in bioanalysis. 
Surface imaging is a major area of application of DESI. The use of differential mo-
bility was applied to image biological tissue in sea algae and rat brain tissue [199]; 
flat thin layer chromatographic imprints of leaves and petals were imaged using 
DESI to provide knowledge of varietal differences, toxic metabolite production, 
and pest/pathogen attack [200]; mouse uterine sections of implantation sites on day 
6 of pregnancy were analyzed by imaging without sample pretreatment [201] and 
nicotine has been imaged in rat brain tissue following in vivo drug administration 
[202].

DESI as with DART has found a number of applications in forensics. The lack of 
sample preparation and ease of surface examination makes it suited to examination 
for screening for explosives [203–205], forensic applications such as document ink 
analysis [206], latent fingerprints [207] and counterfeit pharmaceuticals [208, 209].

In the area of food and food contaminants, DESI has been applied to the rapid 
analysis of pesticides on fruits and vegetables and to the adulteration of food [210]. 
In medicine, there have been quite a number of different applications. A statistical 
analysis of DESI-MS imaging data could distinguish between normal cells and tu-
mor cells in canine and human bladder cancer [211], and it has been used to assess 
surgical resection margins of gastric cancer [212]. The penetration of drugs into 
the skin has been examined using DESI [213]; it has also been used to discriminate 
between individual oocytes and blastocysts to aid the understanding of events that 
can trigger obesity and type 2 diabetes later in life [214].

Fig. 8.9  DESI ion source showing an electrospray of charged droplets impacting the surface 
where the molecules of interest are present. Once detached, they enter the ion source shown of the 
mass spectrometer. (Used with permission of Prosolia, Inc., Indianapolis, IN, USA)
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8.8  Comparison of Direct Ionization Methods

Each of the direct analysis methods discussed in this chapter has its advantages in 
particular applications. The first four techniques, viz. APCI, IMR-MS, PTR-MS, 
and SIFT-MS have direct applications for monitoring VOCs and BVOCs in gas 
samples and the emphasis in this section is on them. The strengths of DART and 
DESI and related techniques are particularly aimed at direct ways of extracting 
samples from surfaces and surface imaging, and they will be excluded from this 
comparison.

8.8.1  MS-e-nose

One other technique that may also be included in gas analysis is the MS-e-nose. 
An electronic nose or (e-Nose) is a detector that uses an array of chemical sensors 
which does not generally identify specific VOCs but has in addition an appropriate 
pattern recognition system that is capable of recognizing simple or complex odors 
[215, 216]. With the MS-e-nose, the mass sensor provides a fingerprint of the sam-
ple being analyzed. The signal then requires chemometric processing before sample 
identification can occur. The problem with direct identification without statistical 
processing is that the degree of fragmentation from electron impact of the sample 
makes direct identification impossible. Some attempts have been made to improve 
the performance using other ionization methods, and although the MS-e-nose has 
been used successfully in monitoring some aroma properties [217], it is not as ver-
satile or quantitative as the techniques to be considered next.

8.8.2  APCI

APCI is a versatile and effective means of ionization but it is not an inherently quan-
titative technique simply because it has multiple simultaneous reactions from all 
the ions generated in the ion source. Calibration reactions are required for quantita-
tion. Because large ion signals can be generated at atmospheric pressure, the APCI 
source provides good sensitivity, but ionization does not necessarily occur with all 
analytes. In the ion generation scheme presented for APCI in reactions (8.1) through 
(8.9), a large amount of the ionization will occur through water cluster ions H3O

+.
(H2O)n, although some ionization in the positive ion mode may also occur from O2

 + 

and in the negative ion mode from O2
−. For positive ion formation, an analyte needs 

to have a proton affinity greater than that of H2O (691 kJ mol−1) for proton transfer 
H3O

 + to occur. APCI sources for analysis work best in conjunction with separa-
tion devices such as GC/MS and LC/MS. Even then it is sometimes necessary for 
sample preparation. For example, van Leeuwen et al. [218] monitored aldehydes 
and ketones in car exhausts and cigarette smoke with both APCI and atmospheric 
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pressure photoionization (APPI) sources and an LC/MS by derivatization of the 
samples with 2,4-dinitrophenylhydrazine (DNPH). The first DNPH derivative 
standards of several aldehydes and ketones in acetonitrile and water solvents were 
prepared. They then sampled the exhaust gases from the car exhaust pipe and ciga-
rette smoke with DNPH-coated silica gel cartridges and were able to detect, using 
the APCI source, the diphenylhydrazones of formaldehyde, acetaldehyde, acetone, 
propanal, and benzaldehyde at limits of quantitation around 2 ppb and elution times 
out to 16 min. A list of carbonyls detected after derivatization in the exhaust gases 
of vehicles running on different fuels using an APCI source is shown in Table 8.1 
from reference [218].

The APPI source in this application was found to give better sensitivity than the 
APCI source. An interesting comparison can be made here with the techniques of 
PTR-MS and SIFT-MS. With these techniques, and particularly with SIFT-MS, the 
exhaust gases of motor vehicles can be sampled directly in real time without any 
sample preparation as shown in Fig. 8.10a and b on a commercial instrument (Syft 
Technologies Ltd).

8.8.3  IMR-MS

The strength of the IMR-MS system is that it uses reagent ions that have a large 
range of energies that enable them to undergo reactions with most analytes. (The 
ion energies are Kr 13.997, Xe 12.13, and Hg 10.437 eV.) However, for analysis of 
samples in air, only Hg + can be used for monitoring trace analytes as Kr + and Xe +  

react with O2. On the other hand, the advantage that Kr and Xe ions bring is reactiv-
ity with analytes such as CO, SO2, N2O, SF6, HF, and CF4 that instruments using 
reagent ions generated from terminal processes in air (H3O

+, NO +,  and O2
+) cannot 

measure. Wang et al. [219], using IMR-MS, applied the methodology to monitor 
volatiles in cigarette smoke but in order to do this it was necessary for them to 
establish the ion products of the reactions of the various reagent ions with analytes 
that might be present in cigarette smoke. This was achieved by making mixtures 
with known concentrations at the ppm level in nitrogen of individual hydrocarbons, 
aldehydes, nitriles, HCN, H2S, and chloromethane. The products of each individual 
analyte/nitrogen mixture were examined with each of the reagent ions. For most 
analytes, multiple product ions were found. Equipped with this knowledge, they 
examined the filtered gas from burning cigarettes and were able to identify the 

Table 8.1  List	of	carbonyl	groups	detected	with	signal-to-noise	≥	3	in	automobile	exhausts	using	
an APCI source from ref [218]
Fuel A B C D E
Reg Fuel 1 C1–C6 C1 C3–C7 C7–C8 C8
Reg Fuel 2 C1–C6 C1–C2 C3–C7 C7–C8 C8

A saturated, B saturated hydroxycarbonyls or carboxylic acids, C one double bond or saturated 
ring, D aromatic, E phenolic
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Fig. 8.10  a Aldehydes and b hydrocarbons monitored (using a Syft Technologies Voice200 SIFT-
MS instrument) in a car exhaust that had been fitted with a catalytic converter. The concentrations 
shown in the figure were based on the known reagent ion kinetics with the analytes listed
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most abundant VOCs in cigarette smoke. Although the methodology allowed direct 
examination of cigarette smoke in real time without any sample preparation, they 
could not identify a number of analytes with the quadrupole mass spectrometer 
because of isobaric ion overlap.

8.8.4  Comparison of PTR-MS and SIFT-MS

PTR-MS and SIFT-MS have a clear advantage over most other techniques for direct 
analysis of gas mixtures as no derivatization, adsorption onto traps followed by 
desorption steps, or other sample pretreatment steps are required before the sample 
is admitted to the analytical instrument. A comparison between the two techniques 
relevant to breath-sampling has been presented recently [220]. Both technologies 
allow immediate quantification of an analyte in a gas mixture in real time whether it 
be a breath sample or an environmental sample. As discussed in Sect. 8.4 (PTR-MS) 
and 8.5 (SIFT-MS), there are three main differences between these two techniques: 
(i) PTR-MS operates with a single H3O

 + reagent ion generated by a hollow cathode 
ion source that is not mass selected (although in some instruments, a valve allows 
mechanical switching to gases that produce NO + or O2

 + ions in addition to H3O
+, 

that are also generated by the hollow cathode ion source, with a switching delay 
of 10 s or so); SIFT-MS operates with a microwave discharge and mass-selected 
reagent ions (usually H3O

+, NO +, and O2
+) that can be switched within a few ms; 

(ii) In PTR-MS, the reagent ion-analyte reactions take place in a drift tube that 
noticeably modifies the thermal reagent ion–analyte chemistry; in SIFT-MS, the re-
agent ion–analyte reactions take place at close to thermal energies; (iii) the PTR-MS 
generally uses air as the carrier gas whereas helium is used in SIFT-MS (although 
recently some commercial SIFT-MS instruments have successfully operated using 
nitrogen as the carrier gas [221]).

An advantage of the PTR-MS instrument is that high ion densities can be trans-
mitted from the ion source to the flow tube without the more restricting influence 
of mass selection by a quadrupole mass filter as occurs with SIFT-MS. But the ad-
vantage of the increase in reagent ion density in a PTR-MS instrument is mitigated 
somewhat by several other factors. In PTR-MS, the axial electric field produces an 
ion drift time of typically 116 µs at 120 Td (Sect. 8.4.5) as opposed to a SIFT-MS 
ion residence time of several ms. Although the shorter drift time in PTR-MS low-
ers diffusive ion loss, it also lowers the number of reagent ions that are converted 
to product ions. Perhaps one of the most telling factors of difference between the 
two techniques is the influence that the drift fields in PTR-MS have on the reagent 
ion–analyte chemistry. As mentioned earlier in Sect. 8.4.7, a common database of 
reagent ion–molecule reactions is used by both techniques. This database is derived 
from thermal energy reagent ions with known rate coefficients for reaction with 
analytes, and these values are not necessarily valid for the conditions of a PTR-MS 
drift tube. In PTR-MS, a generic value of 2 × 10−9 cm3 s−1 is often selected as many 
of the reactions have not been investigated at the particular E/N conditions used. 
What is also significant is that the ion-neutral collision energies imposed by the 
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drift field in PTR-MS cause much more product ion fragmentation from collision-
induced dissociation and many of the more weakly bound cluster ions dissociate. 
These differences between the two techniques can be clearly seen in the comparison 
of the product ions generated in the three common analytes: acetaldehyde, ethylac-
etate, and hexanal, and these are presented in Table 8.2.

Another interesting comparison of relative ion energies between SIFT-MS and 
PTR-MS is the measurement of chloroform, CHCl3. This comparison is shown in 
Fig. 8.11 (a, b and c). In SIFT-MS, only a very slow reaction occurs between the 
reagent ion H3O

 +  and CHCl3 (k = 5 × 10−11 cm3 s−1) with the products of associa-
tion of H3O

+, H3O
+.CHCl3 occurring at m/z 137, 139, and 141. The mass spectrum 

observed on the Voice200 SIFT-MS is shown in Fig. 8.11a up to m/z 125. A rapid 
reaction of the reagent ion O2

 + with CHCl3 in SIFT-MS occurs (k = 1.8 × 10−9 cm3 
s−1) producing the product ion CHCl2

 +  at m/z 83, 85, and 87 as shown in Fig. 8.11b. 
But when the same sample of CHCl3 is introduced to a PTR-MS instrument operat-
ing at 127 Td drift field, the spectrum from H3O

 + shown in Fig. 8.11c is found which 
is essentially identical to the SIFT-MS spectrum from O2

+. This emphasizes the fact 
that the presence of the drift field in PTR-MS does cause additional excitation in 
reactions of H3O

 + producing product ions that are not present in libraries of reagent 
ions under thermal conditions.

SIFT-MS, with its capability for rapid switching between reagent ions, has an-
other advantage in that the diagnostic capability of three reagent ions enables some 
isobaric compounds to be monitored in real time. For example, the VOCs acetone 
(CH3COCH3) and propionaldehyde (CH3CH2CHO) both have a molar mass of 
58.08 g mol−1 but they can readily be monitored in the same sample by utilizing 
the different reagent ion diagnostics of H3O

 + and NO+. Similarly, 3-methyl butanal 
(Mr = 86.13), 2-pentanone (Mr = 86.13), and diacetyl (2,3-butanedione) (Mr = 86.09) 
are almost identical in mass and require a high-resolution mass spectrometer such 
as a TOF to resolve the VOCs if present together in a sample. Even then it would 
be difficult. With a single H3O

 + reagent ion alone, it would not be possible to dis-
tinguish between them. However, the three reagent ions of the SIFT-MS instrument 
can readily monitor each analyte because of the different reagent ion chemistries. 
This same separation in real time cannot be achieved using a conventional PTR-MS 
instrument with switchable reagent ions because of the time needed for switching 

Table 8.2  Product masses and branching ratios of ions formed from several compounds in the 
same gas stream using H3O

 + in SIFT-MS and PTR-MS instruments (at 165 Td)
Compound (molar 
mass; gmol−1)

SIFT-MS product masses, 
m/z (branching ratio in %)

PTR-MS product masses, m/z (branching 
ratio in %)a

Acetaldehyde [44] 45(100 %)b 61(26 %), 45(47 %), 43(20 %), 41(6 %), 
39(1 %)

Ethyl acetate [88] 89(100 %)c 89(5 %), 61(74 %), 43(21 %)
Hexanal [100] 101(50 %), 83(50 %)b 83(57 %), 55(43 %)

a Ref [222]
b Ref [223]
c Ref [224]
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Fig. 8.11  SIFT-MS and PTR-MS analysis comparison of chloroform, CHCl3, mixture. a SIFT-MS 
reagent ion H3O

+. b SIFT-MS reagent ion O2
+. c PTR-MS mass spectrum at 127 Td
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between reagent ions and the product ion distribution incurred by the drift field. 
In SIFT-MS, the isobaric separation is clearly seen in Fig. 8.12 which shows the 
reagent ion spectra for H3O

+ (Fig. 8.12a) and NO+ (Fig. 8.12b) of these three VOCs 
with the separation and identification that can be achieved of these isobaric com-
pounds using SIFT-MS.
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Fig. 8.12  SIFT-MS mass spectra on a Syft Technologies Ltd Voice200 instrument with a helium 
carrier gas. The unfilled bars represent reagent ions and the filled bars are product ions. Fig-
ure 8.12a is the mass spectra generated by H3O

 +  ions in which the product ion peaks are super-
imposed. Figure 8.12b is the mass spectra generated by NO +  ions which show clear separation of 
the isobaric ions
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Because there is no mass-selection filter in the PTR-MS for the reagent ion, it 
is usually stated that PTR-MS is more sensitive than SIFT-MS as the reagent ion 
number density in the PTR-MS drift tube is greater than in SIFT-MS. Although this 
is true in some cases, the difference is not as great as might be imagined as there are 
other factors that need to be included. In a direct comparison of a PTR-MS quadru-
pole instrument and a Syft Voice200 SIFT-MS on the same sample stream divided 
between instruments, the SIFT-MS instrument was found to have greater sensitivity 
than the PTR-MS at m/z values greater than 80—see Fig. 8.13.

PTR-TOF-MS Recently, some significant gains have been made in sensitivity 
with PTR-TOF-MS. A new instrument that utilizes a quadrupole ion guide desig-
nated PTR-QiTOF has been designed and released [225]. The mass resolution of 
this	instrument	is	up	to	10,000	m/Δm.	With	a	drift	tube	voltage	of	1000	V	and	an	
increased pressure of 2.85 Torr in the drift tube, a sensitivity of up to 4700 cps/ppbv 
for dichlorobenzene at m/z 147 has been reported. This compares with 1900 cps/
ppbv on a commercial Voice200Ultra SIFT-MS quadrupole instrument operating 
at a flow tube pressure of 0.6 Torr with a nitrogen carrier gas in which the analyte 
was included in the carrier gas. For this measurement, the analyte mesitylene was 
generated	from	a	permeation	tube	with	the	oven	at	80	°C	and	the	mesitylene	concen-
tration in the nitrogen stream was at 225 ppbv.

The advantage of an instrument like the PTR-QiTOF is not only its sensitivity but 
also the mass resolution enabling separation of some isobaric compounds. It should 
also be remembered that in a TOF-based instrument, the entire mass spectrum in 
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the specified mass range is recorded on the multichannel plate detector in every 
TOF pulse, allowing subsequent analysis if necessary at a later time for unidentified 
analytes. However, the benefits of TOF-based instruments need to be considered 
against the much simpler operating systems of the quadrupole-based instruments, 
the isobaric separation that they give from different reagent ion chemistry, their 
significantly lower cost, and their much more user-friendly software.
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9.1  Introduction

From a chemistry point of view, the two most interesting processes in mass spec-
trometry (MS) involve the analyte ionization and the fragmentation of analyte ions. 
Analyte ionization essentially enables the mass analysis, which is based on the 
separation of analyte ions according to their m/z and subsequent detection. The 
wide variety of MS ionization techniques can be classified in methods that achieve 
analyte ionization by abstraction (or attachment) of electrons, e.g., electron ioniza-
tion (EI) and electron-capture negative ionization, and methods that achieve analyte 
ionization by attachment (or abstraction) of ions to (or from) the neutral analyte 
molecules. Analyte ionization by EI generally results in excited molecular ions M+● 
(odd-electron ions), which undergo rapid in-source fragmentation. The H+-ion-at-
tachment reaction is widely used in the ionization methods that involve protonation 
(proton attachment) to generate protonated molecules [M + H]+, In negative-ion 
mode, a similar process involves deprotonation (proton abstraction) to generate 
deprotonated molecules [M–H]−. Both the protonated and the deprotonated mole-
cules are even-electron ions. This is observed for soft-ionization techniques such as 
chemical ionization (CI), field ionization (FI), field desorption (FDI), electrospray 
ionization (ESI), atmospheric-pressure chemical ionization (APCI), matrix-assisted 
laser desorption ionization (MALDI), as well as techniques that have become ob-
solete, such as fast-atom bombardment (FAB) and thermospray ionization (TSI).

This book explores an alternative analyte ionization strategy involving attach-
ment of alkali-metal ions such as Li+, Na+, and K+ as well as, to some extent, other 
metal ions. Theoretical, instrumental, and practical aspects of ion-attachment mass 
spectrometry (IAMS) have been thoroughly discussed in the previous chapters. Fujii 
[1–3] introduced the attachment of alkali-metal ions as a soft ionization technique 
to overcome problems that may arise due to the extensive fragmentation of some 
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analytes in EI. Unlike in EI, analyte ionization by IAMS is nondissociative, thus 
readily enabling determination of the molecular mass of labile analyte molecules. 
Subsequently, by the use of ion-dissociation techniques and tandem mass spectrom-
etry (MS–MS), these ion-attachment products, such as [M + Li]+ or [M + Na]+, can 
be fragmented and structural information can be obtained. Quite often, this even 
results in different fragmentation pathways compared to the radical-site directed 
fragmentations observed in EI and/or the fragmentation of (de)protonated mole-
cules, thus providing additional tools in structure elucidation.

Chapter 1 provides a general introduction in and overview of IAMS and indi-
cates typical application areas of IAMS. It demonstrates the important role of IAMS 
in fundamental studies of chemical reactions in the gas phase of a mass spectrome-
ter, in terms of both ionization and fragmentation. It also highlights the relevance of 
IAMS in solving analytical problems. The next two chapters are mainly devoted to 
theoretical aspects. Chapter 2 discusses the typical termolecular reactions involved 
in ion attachment in the gas phase as well as other types of ion attachment reactions. 
It also pays attention to the influence ion attachment has on fragmentation of ions 
and discusses ion-dissociation techniques in use in MS. Chapter 3 addresses ion at-
tachment reactions from a theoretical point of view. It introduces theoretical models 
and computational methods in order to study aspects of ion attachment related to 
site specificity, influence on ion structures, etc. Chapter 4 provides a concise over-
view of MS technology, describing general instrumentation available, with some 
emphasis on commercially available instruments. IAMS can be achieved via dif-
ferent ionization techniques, which can be classified according to the physical state 
of the sample. Chapter 5 discusses analyte ionization by gas-phase ion-attachment 
reactions. Attention is paid to both fundamental and instrumental aspects, while an 
important focus is on the applications of gas-phase IAMS in various areas of inter-
est. Chapter 6 is devoted to dedicated instrumental setups for the study of gas-phase 
ion-attachment reactions, where IAMS is mostly applied in combination with other 
sample-introduction technologies, such as aerosol generators, pyrolysis, as well as 
various types of ion-trapping devices such as ion-traps and ion cyclotron resonance 
(ICR) cells. Chapter 7 addresses ion-attachment phenomena in analyte ionization 
in the condensed phase (liquids or solids). By far, the majority of MS users are fa-
miliar with this type of ion attachment reactions, as these involve the formation of 
the sodiated and potassiated molecules, that is: [M + Na]+ and [M + K]+, frequently 
observed in the currently most widely used ionization techniques in the MS analysis 
of polar molecules, i.e., ESI and MALDI. Some of these MS users experience the 
condensed-phase ion-attachment reactions as disadvantageous, as they result in a, 
sometimes sample-dependent, distribution of charge over several analyte-related 
ionic species, which may compromise efficient and sensitive detection using tar-
geted selected reaction monitoring (SRM) strategies. Other users, especially those 
involved in structure elucidation rather than routine quantitative analysis, appraise 
the benefits of the ion-attachment reactions in helping them to solve their analytical 
problems. For some classes of analytes, ion-attachment reactions present the most 
important way to actually achieve analyte ionization. In still other cases, ion-attach-
ment reactions with specific metal ions opens specific fragmentation pathways to 
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strengthen the structure elucidation of these compound classes, where difficulties 
are experienced, for instance, due to isomerism issues. In recent years, technologies 
have been developed to perform direct MS analysis of samples, that is, without 
extensive sample pretreatment and/or prior chromatographic separation. Important 
developments in this area are discussed in Chap. 8, with considerable emphasis on 
these technologies that gained wide acceptance and application in specific applica-
tion areas.

Next to the discussion on principles, mechanisms and fundamental aspects, the 
previous chapters provide information on the applications of IAMS in their specific 
areas of interest. Chapter 9 is intended to provide a brief perspective from an ap-
plication point of view and to indicate the IAMS methods and technologies that are 
especially useful in selected application areas. As such, it addresses the question 
that many application-oriented MS users may have: what is the usefulness of IAMS 
in solving the analytical challenges of today and what role IAMS may play in the 
future.

Perhaps, one of the clearest facts demonstrating the importance of IAMS in 
real-life applications is the recent introduction of a commercial instrument for Li+-
IAMS, the so-called IA-Lab [4]. The instrument features an M-400-QA-M quad-
rupole mass spectrometer (Canon Anelva Corporation, Tokyo, Japan) with a model 
L-241G-IA Li+-cationization source as well as a conventional EI source for comple-
mentary fragment information.

9.2  Studying Dynamic Chemical Systems

IAMS and its associated technologies can be used to study gas-phase processes, 
e.g., to determine and characterize molecular constituents as well as intermediate 
free radicals in dynamic chemical systems such as flames, combustion, plasmas, 
and discharges. Over the years, this has been especially challenging to MS, because 
remote sampling without interfering or destroying the intrinsic nature of such dy-
namic systems is quite challenging. The advantages of detecting free radicals by 
IAMS comprise the formation of intact molecule-related ions as a guide to radical 
identity. The ion–molecule reactions involved actually provide high sensitivity. In 
contrast to EI, IAMS is readily applied in high-pressure conditions, and is thus 
more compatible to the atmospheric-pressure conditions of the dynamic chemical 
systems studied. It enables direct and continuous measurements of any species in 
such a dynamic system. As such, IAMS provides means to characterize free radicals 
formed in plasmas, flames, and combustion processes as well as radicals produced 
during the volatilization and pyrolysis, e.g., flash pyrolysis coupled with supersonic 
free jet technique. Examples of this are discussed in detail in Chaps. 5 and 6. In-
teresting results have been obtained in the study of the microwave discharge in gas 
systems such as CH4, C2H4, C2H2, CH4/H2, CH4/O2, or CH4/N2. It enables qualita-
tive analysis of the compositions of hydrocarbon radicals in discharges. In a micro-
wave discharge with CH4/O2, for instance, species with molecular formulae such 
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as CnH2nO and CnH2nO2, thus presumably aldehydes and/or ketones, and CnH2n+2O, 
presumably alcohols, are observed with n up to 8 and even higher [5]. The com-
pounds involved in various chemical vapor deposition (CVD) techniques have also 
been studied in more detail using IAMS, such as Diamond film growth. Li+-IAMS 
allows the detection of the thermally labile copper precursor known as CupraSelect, 
a complex of Cu with hexafluoroacetylacetonate and trimethylvinylsilane, which is 
used in the CVD of Cu in the production of integrated circuit boards [6].

Similarly, gas-phase processes in the atmosphere, ionosphere, or interstellar en-
vironments may be studied, thus providing contributions to an understanding of im-
portant issues such as acid rain, smog, and the chemistry of the upper atmosphere. 
Characterization of incineration products of polyethylene glycols (PEGs) may serve 
as an example. PEGs are widely used in a wide variety of industrial products, such 
as detergents, surfactants, packaging bags, cosmetics, ointments, and high-ener-
gy-density batteries. The thermal decomposition of PEGs results in, for instance, 
highly reactive organic peroxides, such as CH3OOH and HOCH2OOH [7]. Li+-
IAMS provides characteristic profiles, showing both the individual components, 
such as formaldehyde and organic peroxides, and the distribution of the pyrolysis 
products. The formation of peroxides in PEG incineration may have important en-
vironmental implications [8]. The EU-Directive on the Restriction of Hazardous 
Substances (RoHS) has stimulated the analysis of flame-retarding compounds such 
as polybrominated biphenyls (PBB) and polybrominated diphenyl ethers (PBDEs). 
Li+-IAMS in combination with a direct inlet probe has been applied to analyze 
PBBs and PBDEs in plastic materials, even up to deca-BDE. The compounds are 
readily identified from their m/z and isotope pattern [9]. To some extent, this type 
of studies again involves the study of ion–molecule reactions, which may even be 
extended towards the upper regions of the Earth’s and other planets’ atmospheres. 
An attractive example is the use of IAMS in simulation of the atmospheric chemis-
try of Titan, a satellite of Saturn, using microwave discharges of a 90 % N2 in CH4 
gas mixture at 27 mbar [10].

In quite a number of these applications, IAMS actually broadens the potential 
application of MS, enabling the detection of intermediary free radical species, of 
atmospheric and interstellar species, of environmentally important species, and the 
identification of unfamiliar or unstable species. Ample examples of this have been 
summarized in Chap. 5.

9.3  Analysis of Drugs

An early account on IAMS for compounds with biological relevance is the thermal 
desorption ion source described by Röllgen [11]. Electrically heated metal surfaces 
doped with alkali-cation salts and compounds such as crown ether, sugars, drugs, 
peptides, steroids, and nucleosides were used to generate [M + Na]+ at surface tem-
peratures way below the threshold temperatures for thermionic emission.
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Alkali+-cationization has subsequently been observed for a wide range of com-
pounds studied with gas-phase as well as condensed-phase (liquids or solids) ion-
ization techniques such as FDI, FAB, ESI, and MALDI. Thus, next to protonation, 
ion-attachment processes with sample-related Na+- or K+-ions may contribute to 
the ionization of polar analytes in in these condensed-phase ionization techniques. 
Residual alkali-metal ions in solvents (typically < 1 mM) may also play a role. The 
mechanisms behind the formation of Alkali+-cationized molecules is still unclear, 
both condensed-phase and gas-phase processes may actually contributed to their 
formation. Sodiated and potassiated molecules, often indicated as so-called adduct 
ions, are especially observed for compounds containing multiple vicinal hydroxyl 
and/or carboxyl groups. As such, [M + Na]+ is readily observed for, for instance, 
sugar-containing analytes, but for many other small-molecule analytes as well, in-
cluding lipids, (oligo)nucleotides, and peptides. One should be aware that apparent 
[M + Na]+-ions may also be observed if compounds with acidic functional groups, 
e.g., carboxylic acids, sulfonates, sulfates, or phosphates, are analyzed. In that case, 
exchange of the acidic hydrogen for sodium may occur, thus resulting in the forma-
tion of protonated sodium salts, e.g., [(M–H + Na) + H]+, [(M–2H + 2Na) + H]+, or so-
diated sodium salts, e.g., [(M–H + Na) + Na]+. From their m/z values, these H+/Na+-
exchange products cannot be discriminated from Na+-adduct ions [M + Na]+. This 
behavior is frequently observed for peptides and oligonucleotides, carrying multiple 
carboxylic acid and phosphate groups, respectively. Ion-attachment processes, both 
adduct-ion formation and H+/Alkali+-exchange, occur in all condensed-phase ion-
ization techniques, including in ESI-MS and MALDI-MS, which are often based on 
the formation of preformed ions in the condensed phase [12, 13]. In negative-ion 
mode, ion-attachment processes and/or adduct-ion formation with solvent constitu-
ents may occur as well, resulting in the observation of ions such as [M + HCOO]−, 
[M + CH3COO]−, or [M + Cl]−, depending on the additives used.

Gas-phase Li+-IAMS was used in a temperature-programmed heating probe for 
evolved gas analysis (EGA) for rapid monitoring of the anticancer drug Ti(C5H5)2Cl2, 
used in the treatment of leukemia, in a hospital environment [14]. Na+- and/or K+-
cationization is frequently observed for many classes of drugs, such as simvastatin 
and related substances, paclitaxel, gingkolides, antibiotics and coccidiostats, ste-
roids, carotenoids, to quote some of the examples discussed in Chap. 7. In most 
cases, one tries to avoid Na+- and/or K+-cationization, especially in routine quantita-
tive analysis involving SRM on tandem-quadrupole instrument.

9.4  Biochemical and Biological Applications: 
Biomacromolecules

From a fundamental point of view, the study of gas-phase and condensed-phase 
interactions between alkali-metal ions and biologically active molecules is of great 
interest, as these interactions relate to chemical and biological processes occurring 
in the heterogeneous regions. This can help to study processes such as ion solvation, 
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catalysis, transport through membranes, affinity of active compounds toward recep-
tors, and antibiotic activity. Alkali-metal ions are involved in biological processes 
such as enzyme regulation, transmission of cellular signals (Na+ or K+ ion chan-
nels), and transport through transmembrane channels. They also play key roles in 
enzymatic activity, cellular metabolism, and structural stabilization, e.g., protein 
folding (see Chap. 3).

Na+-cationization plays an important role in the analysis of glycosides, peptides, 
proteins, nucleotides, lipids, and oligosaccharides. Quite often, it can be demon-
strated that different fragmentation behavior can be observed for Alkali+-cationized 
molecules compared to protonated molecules. This has been frequently exploit-
ed. A good examples is the possibility to induce charge-remote fragmentation in 
[(M–H + Li) + Li]+-ions of fatty acids, enabling determination of double-bond posi-
tion [15]. Subsequently, Li+-cationization has become an important tool in the char-
acterization of many classes of lipids, including for instance phospholipids [16]. 
Different ionization strategies have been applied in the characterization of oligo-
saccharides and glycans, nowadays involving mainly MALDI [17] and ESI [18]. 
Amino-acid sequencing of peptides is mainly based on the fragmentation of (mul-
tiple-charge) protonated peptides, leading to characteristic protonated oxazolone 
derivatives and protonated peptides as fragment ions [19]. However, C-terminal 
amino-acid residue losses are observed upon fragmentation of Li+- or Na+-cation-
ized peptides [20].

9.5  Environmental Analysis of Atmospheric and Water 
Pollution

As discussed in Sect. 9.2, IAMS has been applied in the study of atmospheric pro-
cesses. As such, IAMS can contribute to an understanding of acid rain, smog, and 
other air contamination processes in the atmosphere. Important additional tools in 
this respects are the aerosol mass spectrometer (Sect. 6.2) and the infrared image 
furnace (IIF, Sect. 6.4.3). The latter system was involved in studying combustion of 
polycarbonates, which may result in the emission of the endocrine disruptor bisphe-
nol A. Li+-IAMS enabled the detection of the bisphenol A biradical [21]. Similarly, 
EGA-IAMS has been used to study the pyrolysis of polyacrylamide, which among 
others results in the suspected carcinogenic monomeric acrylamide [22].

The occurrence of highly-reactive and labile peroxides and hydroperoxides in 
the atmosphere is another issue of concern in environmental analysis. Peroxides 
are used in polymer industry as a source of free radicals. Conventional EI-MS of 
peroxides results in extensive fragmentation, whereas IAMS, e.g., in EGA–IAMS 
(Sect. 6.4.2) enables molecular profiling of peroxides. Proton-transfer reaction MS 
(PTR-MS) technique has also been used for kinetics studies of organic peroxy radi-
cals such as CH3O2

●, CH3CH2O2
●, and C3H7O2

● [23, 24].
Portable MS systems based on IAMS have been developed. Such a system en-

ables the real-time analysis in applications such as emission control and monitoring 
of volatile organic compounds (VOCs) in urban and rural environments, emissions 
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from construction material and furniture, and emissions from industrial facilities 
and industrial fermentation and food production processes [25]. Further uses also 
include the monitoring of catalytic processes, cigarette smoke, and breath. Applica-
tion in continuous process monitoring and in relation to homeland security issues 
can also be readily foreseen.

9.6  Food-Related Applications

The feature of IAMS to generate intact molecule ionic species is of benefit in any 
MS applications, especially involving VOCs, where conventional EI-MS results in 
extensive fragmentation and often loss of the intact molecule information. In food 
analysis, this certainly applies to the analysis of flavors, fragrances, and aroma com-
pounds. GC–IAMS can be a powerful tool in that respect. Several examples have 
been discussed in Chap. 8, involving proton-transfer MS (PTR-MS) and selected-
ion flow tube MS (SIFT-MS).

Most widely applied in the study of food-related compounds, is the Li+- or Na+-
cationization in the IAMS analysis of lipids and related substances, which is dis-
cussed in considerable detail in Sect. 7.5.4. It seems that in this area Li+- or Na+-
cationization is especially important in detailed characterization of lipids, e.g., with 
respect to determination of double-bond positions in fatty acids, and given the fact 
that often complementary structural information is obtained compared to the infor-
mation obtained from the fragmentation of protonated or deprotonated molecules. 
This is clearly demonstrated for phospholipids [16].

9.7  Polymer Characterization

In previous sections of this chapter, the potential of IAMS in the characterization 
of polymeric materials has already been discussed, although mainly attention was 
given to monitoring of low-molecular-weight compounds resulting from the com-
bustion or pyrolysis of polymers. Over the years, IAMS has also been frequently 
used to enable the MS analysis of intact synthetic oligomers and polymers, e.g., 
by addition of Li+ or Na+ to condensed-phase sample preparation to be analyzed 
using ionization techniques such as FDI, FAB, 252Cf plasma desorption (PDI), and 
secondary ion mass spectrometry (SIMS). More recently, alkali-metal adduct ion 
formation is applied in the MALDI-MS [26] and ESI-MS analysis of synthetic 
polymers [27, 28]. ESI-MS is not as extensively used as MALDI-MS, because of 
the more complex spectra obtained in ESI-MS, where charge state distributions may 
overlap chain length distributions.

Another interesting development in the field of synthetic polymer characteriza-
tion is the emergence of ambient-pressure desorption ionization techniques such 
as desorption electrospray ionization mass spectrometry (DESI-MS) and many 
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related techniques [29], involving either liquid extraction, thermal desorption, 
or laser ablation as the important desorption/extraction step from the condensed 
phase, which takes place in conjunction with the analyte ionization, either by pro-
tonation or alkali-metal ion attachment. This field has recently been reviewed [30]. 
The ultrahigh resolution of an Orbitrap mass spectrometer may help in the data 
interpretation of ion envelopes of multiple-charge ions generated in DESI-MS of 
synthetic polymers [31].

9.8  Miscellaneous Applications

IAMS can also be used in the nonmainstream application areas. Examples have 
been provided in the previous chapters of the book. However, an interesting de-
velopment in condensed-phase IAMS has been given little attention, and that is a 
technique called “coordination ionspray” (CIS-MS) [32]. In this technique, cation-
ization agents are applied in the ESI-MS analysis of nonpolar analytes to induce 
coordination and thereby charging. Characteristic early examples involve Ag+ addi-
tion to achieve ionization of arenes, (poly)olefins, and carotenoids, and Pd2+-addi-
tion for the ionization of estrogens and fat-soluble vitamins (A, D, and E). Similarly, 
CIS-MS was applied in the analysis of, for instance, peroxidation products of cho-
lesterol linoleate and cholesterol arachidonate [33], and triglycerides in vegetable 
oils, both using Ag+-IAMS [34].

9.9  Future Perspectives

IAMS is generally not considered as a separate technique in MS. Quite often, one 
considers Alkali+-cationization as a byproduct of what is actually aimed at in ana-
lyte ionization: the formation of a protonated molecule. However, the chapters of 
this book demonstrate that there in fact is more to it. Even in ionization techniques 
such as ESI and MALDI, where one most tries to avoid Alkali+-cationization as 
much as possible, one must admit that some especially identification problems are 
better solved by fragmenting the Alkali+-cationized molecule rather than the proton-
ated. It is certainly true that fragmentation of the Alkali+-cationized molecules often 
provides additional information, that cannot be obtained from fragmenting the pro-
tonated molecule. In addition, analyte cationization by other metal ions can show 
additional features as well. In this context, it might actually be worth investigating 
the other (instrumental) ways the ionization can be directed towards either protonat-
ed or for instance lithiated molecules, either by liquid-phase or gas-phase processes.

Apart from the fragmentation and structure elucidation point of view, the chap-
ters of the book readily demonstrate that Alkali+-cationization in IAMS enables the 
ionization of various classes of molecules that cannot be ionized via (de)proton-
ation, or the ionization by Alkali+-cationization is (much) more efficient than by 
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protonation. This is not only true for the condensed-phase ionization techniques, 
which most researchers apply most frequently today, but also true for gas-phase 
ionization, e.g., in combination with gas chromatography (GC) or other gas-phase 
analyte introduction techniques. Alkali+-cationization of constituents of flames, dis-
charges, etc., be it molecules or radicals, is a clear example of the potential of IAMS 
in a wide variety of important application areas of MS.

The current rapid introduction of tandem mass spectrometers for GC–MS appli-
cations in a wide variety of application areas come with an additional promise. The 
commercial available Li+-cationization source may be fitted onto these instrument. 
As in this way, intact [M + Li]+-ions could be generated for a wide variety of analyte 
classes and with excellent ionization efficiency, the combination of GC–IAMS–
MS–MS might hold great promise for both routine targeted quantitative analysis 
using SRM and advanced structure elucidation of unknowns. This is certainly worth 
paying far more attention to.

This book provides an extensive overview of the potential of IAMS. The inter-
esting technology just awaits more interest from the scientific community to deepen 
the application.
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