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Abstract With the maturing of space plasma research in the solar system, a more general
approach to plasma physics in general, applied to cosmic plasmas, has become appropri-
ate. There are both similarities and important differences in describing the phenomenology
of space plasmas on scales from the Earth’s magnetosphere to galactic and inter-galactic
scales. However, there are important aspects in common, related to the microphysics of
plasma processes. This introduction to a coordinated collection of papers that address the
several aspects of the microphysics of cosmic plasmas that have unifying themes sets out
the scope and ambition of the broad sweep of topics covered in the volume, together with
an enumeration of the detailed objectives of the coverage.

The space around and between astrophysical objects is occupied by plasma: that is, by mat-
ter which is fully ionised, or nearly so. These plasmas exist on all astrophysical scales, from
the Earth’s neighbourhood to clusters of galaxies. The density of plasma in these widely dif-
ferent environments is usually so low that binary collisions between plasma ions, or between
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ions and neutral atoms, are so rare that they can usually be neglected. While collisionless
fully-ionised plasmas predominate in astrophysical environments, a complete picture also
includes partially ionised plasmas and weakly collisional populations of particles. Plasmas
are electrically quasi-neutral in the sense that, in most locations and on most timescales, the
total charge density of electrons is equal and opposite to that of ions.

The Earth’s magnetosphere has been a subject of intense research for the whole of the
space age, and remains so today. It has proved to be a highly instructive laboratory for plasma
physics under a wide range of conditions. Research into the Sun’s atmosphere and the he-
liosphere has broadened the parameter space in which plasma phenomena are addressed.
Plasmas in the solar system, from the Sun outwards through the heliosphere and on to the
diverse planetary magnetospheres, are accessible to very detailed observations and mea-
surements. In consequence, the physical processes that arise in space plasmas are generally
well known and are certainly extensively documented. While our knowledge of the space
plasma environment is extensive, large gaps remain in both conceptual and quantitative un-
derstanding of some basic phenomena: notably plasma turbulence, magnetic reconnection,
and plasma kinetic processes.

Plasma research in the solar system, and specifically in the magnetosphere, has thus be-
come a mature branch of space science. In March 2009 this prompted the International Space
Science Institute (ISSI) in Bern, Switzerland, to organise a brainstorming Forum with the
provocative title “Is there a future for magnetospheric research?” The answer was nuanced,
as could be expected. It was agreed that many aspects of space plasma research have reached
a level of maturity that qualifies them to be included in undergraduate textbooks, with the
implication that both the phenomenology and the underlying theoretical models have been
conclusively understood. However some very basic and essential aspects of space plasma
phenomena are necessarily subject to continuing research. It was also recognised that there
are many conceptual links between accessible space plasmas within the heliosphere, and
the magnetospheric and astrophysical plasmas that exist throughout the universe. Such links
need to be carefully analysed, interpreted and understood across many orders of magnitude
in spatial and temporal scales.

Following the Forum, three broad topics were identified, in which links should be ex-
plored between plasmas on solar system and cosmic scales. ISSI has therefore organised
three Workshops, on the topics of “Particle Acceleration in Cosmic Plasmas”, “The Micro-
physics of Cosmic Plasmas” (the subject of the current volume) and “Structure Formation
and Dynamics in Cosmic Plasmas”. The three Workshops were held, respectively, in April
each year from 2011 to 2013. As with all Workshops organised by ISSI, these three Work-
shops have resulted in coordinated collections of review papers. The first collection was
published in the journal Space Science Reviews, Vol. 173, Nos. 1 to 4, 2012, followed by
publication in the Space Science Series of ISSI, Vol. 45, edited by A. Balogh, A. Bykov,
R.P. Lin, J. Raymond and M. Scholer. The present collection of papers in Space Science
Reviews will also be published in the same series, as Volume 47. The third and final collec-
tion of papers, on structure formation and dynamics in cosmic plasmas, will be published in
2014.

The ISSI Workshop on “The Microphysics of Cosmic Plasmas” took place on from 16th
to 20th April 2012. It was convened by André Balogh, Andrei Bykov, Peter Cargill, Richard
Dendy, Thierry Dudok de Wit and John Raymond. The objective of the Workshop was to ad-
dress the physical processes that underlie the observed large-scale properties, structure and
dynamics of cosmic plasmas. As noted, these fill interplanetary, interstellar and intergalactic
space, as well as the solar atmosphere and the Earth’s magnetosphere. We aimed to review

Reprinted from the journal 2



Microphysics of Cosmic Plasmas: Background, Motivation and Objectives

the status of understanding of microscale processes in collisionless astrophysical plasmas,
and also to consider the lessons that can be adapted from the extensive existing knowledge
of laboratory plasmas. The topics covered in the Workshop were as follows:
Turbulence as a phenomenological description of the properties of plasmas on all scales

• General description of turbulence phenomena in space plasmas: the turbulent cascade,
driving and dissipation processes

• Turbulence in the solar wind plasma
• Experimental and theoretical studies of dissipation in turbulent plasmas in the solar pho-

tosphere, chromosphere and corona
• Turbulence in astrophysical plasmas on all scales: supernovae remnants, interstellar

medium, and intergalactic medium, together with accretion processes

A review and assessment of microprocesses in plasmas

• Hierarchies of plasma instabilities
• Non-local, non-diffusive transport processes on the scales of laboratory, space and astro-

physical plasmas
• Ionisation and radiation processes

Magnetic reconnection

• Collisionless reconnection: conceptual problems and solutions
• Magnetohydrodynamic reconnection
• Experimental magnetic reconnection in laboratory plasmas
• Reconnection in solar system plasmas including magnetospheres
• The role of magnetic reconnection in astrophysical plasmas

Shock waves in cosmic plasmas

• Plasma kinetics of shocks
• 3D structures and shock reformation
• Interaction between turbulence and nonlinear structures and shocks
• Electron and ion heating at shocks
• Relativistic shocks

Techniques of plasma description

• Remote sensing of astrophysical plasmas
• Lessons from laser-plasma interactions and from magnetically confined laboratory plas-

mas

The 23 review papers in this volume cover these topics, providing a comprehensive and
authoritative account of space plasma processes on all scales. The Editors are grateful for
the extensive scientific interactions among the participants in this Workshop, which have
led to the collaborations represented by the joint author teams for these reviews. Thanks are
also due to the referees for their painstaking efforts that have contributed to the high quality
of the papers. The Editors also thank the editorial and production staff of Space Science
Reviews for their sensitive and patient work.

It is impossible to overemphasise the value and significance of ISSI’s role in promoting
and supporting the important task of reviewing and taking stock of key topics in space sci-
ences. Acknowledgements are due for the Institute’s role in the present example of ISSI’s
continuing task. In particular, we thank for their support: Roger-Maurice Bonnet, Executive

3 Reprinted from the journal



A. Balogh et al.

Director during the gestation of the workshops project on Cosmic Plasmas; the current Ex-
ecutive Director Rafael Rodrigo; and his fellow director Rudolf von Steiger. We are grateful
also for the indispensible and always good-humoured support of the ISSI staff: in alpha-
betical order, Maurizio Falanga, Andrea Fischer, Saliba Saliba, Irmela Schweitzer, Silvia
Wenger, Jennifer Zaugg and Danielle Zemp. Without their dedication and professionalism,
space science would be definitely poorer.
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Abstract Although macroscale features dominate astrophysical images and energetics, the
physics is controlled through microscale transport processes (conduction, diffusion) that
mediate the flow of mass, momentum, energy, and charge. These microphysical processes
manifest themselves in key (all) boundary layers and also operate within the body of the
plasma. Crucially, most plasmas of interest are rarefied to the extent that classical particle
collision length- and time-scales are long. Collective plasma kinetic phenomena then serve
to scatter or otherwise modify the particle distribution functions and in so-doing govern the
transport at the microscale level. Thus collisionless plasmas are capable of supporting thin
shocks, current sheets which may be prone to magnetic reconnection, and the dissipation of
turbulence cascades at kinetic scales. This paper lays the foundation for the accompanying
collection that explores the current state of knowledge in this subject. The richness of plasma
kinetic phenomena brings with it a rich diversity of microphysics that does not always, if
ever, simply mimic classical collision-dominated transport. This can couple the macro- and
microscale physics in profound ways, and in ways which thus depend on the astrophysical
context.
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1 Introduction

The astrophysical world is filled with plasmas, from the solar atmosphere through supernova
remnants to distant galaxies. Despite these diverse environments, there are common under-
lying physical mechanisms at work. Shock waves form at flow interaction regions, current
layers breakdown to release bottled-up magnetic energy, and turbulence tangles magnetic
fields and cascades energy to small scales where it is dissipated.

In the classical view, these and many more phenomena are controlled by transport pro-
cesses (diffusion, conduction, etc.) that are mediated by inter-particle collisions. The result-
ing collision frequencies and transport coefficients are then used in a fluid approach to the
physics. In such an approach, these coefficients depend only on the local state parameters
(e.g., density, temperature) independent of the large-scale region of interest. In this view, the
media never stray far from Maxwellian thermodynamic equilibrium. If we lived in a fluid
Universe, there would be no solar flares, no ultra-relativistic cosmic rays, and no Aurora
Borealis.

However, most astrophysical plasmas are too rarefied for binary Coulomb collisions to
be effective. That is, the characteristic length- and time-scales are too short for the infre-
quent collisions to maintain thermodynamic equilibrium and control the transport processes.
Instead, the collective interaction of the plasma particles and fields results in a range of phe-
nomena that dominate the microphysics. The absence of collisions opens up the possibility
for some particles to be accelerated to become the highest energy cosmic rays while their
neighbours participate in a less spectacular background plasma.

Thus the collective interactions operate selectively on the plasma particles, depending
on their species, their location in velocity space (e.g., through resonant wave-particle in-
teractions), or the pre-existence of fluctuations in electromagnetic fields. None of these are
necessarily prescribed by the gross macroscopic conditions such as density or temperature
or their gradients, and so the resulting description of the transport processes probably bears
little resemblance to the classical collision-dominated one.

Early attempts to attribute the action of wave-particle interactions as some “anomalous
resistivity η,” for example Papadopoulos (1977), in which

j= E/η

while convenient are probably rarely accurate. In the first instance, even if this linear rela-
tionship holds, η could be a function of details in the particle distribution functions fi(v)
and not simply density and temperature. And secondly, the nonlinear relationship between
current and electric field could involve the global context including the total current, the
contribution of particles traversing macroscopic scales to the local population, or DC elec-
tric or magnetic fields unrelated to the current which nonetheless influence the collective
behaviour.

Because there is no single, general description, these non-classical forms are best illus-
trated through specific examples. In this paper, we will describe the typical applications to
shock waves, magnetic reconnection, and turbulence. Those applications will be developed
in the accompanying papers in this volume. We will see that some aspects of the micro-
physics are very specific to the parameter regimes involved while others are more universal,
at least qualitatively. Accordingly, the juxtaposition of laboratory, solar system, and astro-
physical applications should lead to important cross-fertilisation. We will also see that the
microphysics couples into the macrophysics in profound ways that have no counterparts in
classical transport theory.

Reprinted from the journal 6
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2 Common Themes

Before discussing specific applications, we lay out a few common themes. These illustrate
the origins of the departure from classical transport and some key features to consider in any
context.

2.1 Plasma Hierarchy

It is instructive to re-examine the basis of transport and dissipation in a plasma. We be-
gin with the Boltzmann equation for the one-particle distribution function fi(x,v, t) for a
species i:

∂fi

∂t
+ v · ∂fi

∂x
+ a · ∂fi

∂v
=
(
∂fi

∂t

)
C

(1)

where the right hand side is a placeholder for collisions and other processes which are not
represented within the particle acceleration a and which may alter the phase space density in
an instantaneous or discontinuous manner not representable in this differential formulation.
Such processes include interactions with other species, ionisation, etc.

Taking velocity-space moments of (1) results in an infinite hierarchy of equations for the
density, velocity, pressure tensor, heat flux, . . . , associated with the species. For example,
multiplying by miv and integrating over velocities yields the momentum equation:

∂(ρiVi )

∂t
+∇ · Pi − Fi =

〈
mv

(
∂fi

∂t

)
C

〉
(2)

One obvious problem is that this requires knowledge of the next higher moment (the stress
tensor Pi ) so that ultimately some closure assumption is required. The microphysical pro-
cesses responsible for momentum transport manifest themselves in two terms of (2). Firstly,
the right hand side contains all the interactions with other species, collisions, etc. This gives
rise to the normal collisional coupling between species, and the viscosity, when particular
forms of the collision operator are employed, as in the case of near-equilibrium collisional
plasmas (Braginskii 1965).

Additionally, the force density Fi on the species as a whole can be thought of as arising
from two contributions. One is derived from the acceleration a in (1) due to macroscopic,
quasi-steady fields and particle distributions. The second is the correlation of any fluctuating
acceleration δa with fluctuations δfi . This nonlinear convolution has a non-zero average.
In instability analyses this captures the nonlinear wave-particle interaction contributions to
the momentum transport. Similar correlations appear when the stress-tensor Pi is recast
in terms of the mean velocity (Che et al. 2011). There is no reason, of course, for these
nonlinear contributions, even when spatially averaged or smoothed, to resemble the viscous
or collisional species coupling terms. Wave-particle interactions act differently upon, e.g.,
resonant and non-resonant particles, shaping fi in ways that cannot be determined by the
macroscopic fluid parameters but which nonetheless contribute to the transport of, in this
example, the momentum.

Another fundamental aspect of the microphysics is revealed in the mv2/2 moment of
(1) which yields an energy equation. In addition to dissipative processes which heat the
species and clearly depend on the microphysics, the hierarchy of moment equations is often
truncated at this level by some closure assumption, e.g., that the heat flux is zero, which
turns this moment equation into an equation of state of the form(

∂

∂t
+V · ∂

∂x

)(
Piρ

−γ
i

)= dissipative term (3)
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where the term on the right hand side can be identified with the right hand side of (1) to-
gether with any nonlinear response to fluctuations in the plasma and fields. Now much of the
unknown microphysics is collapsed into the unknown, and presumed constant, adiabatic in-
dex γ reflecting the equation of state for species i or, in the case of single fluid descriptions,
for the plasma as a whole. This is a convenient but rarely appropriate prescription for the
influence of the microphysics in transporting energy. Similar concerns arise in the derivation
of the double-adiabatic equations for an anisotropic plasma (Chew et al. 1956), which rely
on macroscopic conditions related to the first and second adiabatic invariants of particles in
a magnetic field; conditions which are rarely realised in practise.

2.2 Coupling of Scales

All dynamical media involve disparate scales which couple to one another (Schwartz et al.
2009a, 2009b). In viscous fluids, the thin boundary layers are driven by, and strongly influ-
ence, the macroscopic flow field. Collisionless plasmas contain many more scales, ranging
from the macroscopic context through energetic particle scales to thermal ion and electron
scales. Additionally, there are magnetic scales linked to particle gyromotion and electric
scales linked to charge separation, collisionless inertial lengths or skin depths (e.g., c/ωpi,e
where ωpi,e is the plasma frequency), and Debye lengths. Fluctuations and turbulence can
lead to broad probability distribution functions of pitch angle scattering times and lengths.
These imply a nonlocal random walk, which can lead to nondiffusive transport.

Small-scale breakdown of thin current layers in the solar atmosphere, for example, can
lead to the eruption of solar flares and the reconfiguration of the magnetic field topology
over vast distances. Electromagnetic fields confined to thin layers at a collisionless shock
can inject energetic particles into the unshocked medium where locally-driven turbulence
can scatter and further accelerate those particles, leading to a feedback process by which
large-scale shocks are mediated by self-generated cosmic rays that account for a significant
fraction of the shock energetics.

2.3 Micro-instabilities

The non-equilibrium aspects of collisionless plasmas opens up the possibility for differential
flows (currents or beams), temperature anisotropies in which the kinetic temperature along
and perpendicular to the magnetic field, say, are different, and other kinetic features (e.g.,
“bumps on tail”, loss cones, ring distributions). If the removal of such features would lead
to a lower energy state, they represent sources of “free energy” capable of driving plasma
micro-instabilities (Gary 2005). This is another example of scale coupling, since the free
energy is usually driven by macroscopic interactions or sources of some kind.

In a micro-unstable plasma, particles in resonant regions of velocity-space coherently
interact with electrostatic or electromagnetic perturbations which grow at the expense of
the resonant particles. In the nonlinear stages one expectation is that the unstable features
(beam, anisotropy or whatever) will diminish toward marginal instability, with the free en-
ergy released residing in the fluctuating fields and non-resonant populations. Eventually that
fluctuation energy would damp heating the plasma. Alternatively, nonlinear wave cascades
can remove fluctuation energy before it can modify the free-energy regions of phase space;
such a competition, as well as particle trapping, can yield a steady state that is not well-
described as being marginally stable against the original free energy source.

Two heuristic scenarios are commonly invoked. In “anomalous transport” theory, the
nonlinear interactions are cast into the form of a collision term with the collision frequency

Reprinted from the journal 8
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Fig. 1 Occurrence frequency
(color scale) of solar wind plasma
in proton temperature anisotropy
(T⊥/T‖) vs. parallel plasma beta
(β‖) from Matteini et al. (2007).
The curves show thresholds for
small, positive growth rates near
marginal stability for the
ion-cyclotron/mirror mode
(upper curves) and firehose
instability (lower curves). The
steeply falling dash-dot-dot-dot
curve in (a) is the prediction
based on conservation of particle
magnetic moments. This figure
suggests that these instabilities
constrain the thermal properties
of the expanding solar wind,
which would otherwise be driven,
e.g., to small anisotropy values
through the action of adiabatic
particle invariants

dependent on the intensity of the fluctuations. Thus, for example, the influence of an instabil-
ity driven by an electric current is made to look in form like that due to classical resistivity,
with the classical collision frequency replaced by the nonlinear wave-particle scattering rate.
Similarly, the transport of streaming cosmic rays is influenced by effective wave-particle
scattering arising from self-generated Alfvén waves due to the cosmic ray streaming insta-
bility (Skilling 1975), or by scattering due to pre-existing levels of turbulence.

Since kinetic instabilities grow on short, kinetic timescales, another approach when con-
sidering the larger scale consequences of micro-instabilities is to assume that the plasma
can never be grossly unstable. In this case the plasma parameters (beam speed, anisotropy,
or other free energy source) should be close to, or below, values corresponding to marginal
stability. Figure 1 shows that the solar wind temperature anisotropy and plasma beta ap-
pear to be constrained within the near-marginally stable limits of the mirror and firehose
instabilities (Matteini et al. 2007).

Such constraints can be employed directly in macroscopic models rather than attempts to
predict the instability nonlinear wave intensities and corresponding effective collision fre-
quencies. This prescription can only assume that when the macroscopic conditions bring the
plasma into the stable regime the microphysical processes cease to operate. While both ap-
proaches to incorporate the action of micro-instabilities into a macroscopic description of the
plasma are useful, both fall far short of a self-consistent approach to the micro-macroscale
problem which remains largely unsolved.

9 Reprinted from the journal



S.J. Schwartz et al.

Fig. 2 The formation of a DC
electric field (and current) in the
boundary between a flowing
plasma and a vacuum magnetic
field (after Cowley 1995 Fig. 1)

3 Shocks and Discontinuities

Despite the collisionless nature of most astrophysical plasmas, the collective self-consistent
behaviour of the particles together with the influence of large-scale magnetic fields in
inhibiting cross-field motion prevents wholesale intermingling of plasmas from different
sources. Instead, the “Plasma Universe” (Alfvén 1986) is divided into cells of plasma sepa-
rated by relatively sharp boundaries or discontinuities. Supersonic flows also drive nonlinear
macroscopic shock waves, examples of which range from the relatively weak shocks driven
by high speed streams or planetary obstacles in the solar wind flow (Schwartz 2006) through
shocks driven by supernova explosions in the interstellar medium to shocks in galaxy clus-
ters driven by extragalactic jets or large scale accretion flows.

These discontinuities are maintained through the role of microphysics in supporting the
currents, DC electromagnetic fields, and transport processes within them. Here we provide
a few illustrations of the microphysical processes found at such discontinuities.

3.1 DC Fields

It can be easy to overlook the DC electric fields at discontinuities and to underestimate
the subtle microphysical processes and balances required to support them. Consider, for
example, an unmagnetised plasma impinging transversely on a vacuum magnetic field as
first studied by Chapman and Ferraro (1931) (see Cowley 1995 for a review) in the context
of the Earth’s magnetopause. While both ions and electrons will be turned around by the
magnetic field, the ions will attempt to penetrate further owing to their larger momentum
and hence gyroradius. That would lead to a large charge separation over the turnaround
layer. Since the ion gyroradius is typically much larger than a Debye length, this charge
separation must be inhibited through the establishment of an electric field which opposes
the ion motion, enhances the electron penetration (and local gyroradii), and results in a layer
of thickness c/ωpe carrying an appreciable electric current as sketched in Fig. 2.

Similarly, collisionless shocks need to dissipate the incident kinetic energy through some
microphysical process. Treumann (2009) provides a very comprehensive review of shock
physics. Above a critical Mach number, which is only 2.8 or less depending on the shock
parameters, the ions and electrons are heated by different mechanisms both of which rely
on the DC fields within the shock layer. An electrostatic field is maintained by the electron
temperature gradient. This, in concert with the magnetic field profile, reflects a fraction of
the incident ions which gyrate back into the unshocked medium, but are convected back
into and ultimately downstream. There they form a partial ring gyrating about the directly
transmitted ions as sketched in Fig. 3 (see, e.g., Burgess 1995). This distribution of particles,
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Fig. 3 Positional space (top) and
velocity space (bottom)
signatures of ions reflected at a
shock surface (after Sckopke
et al. 1983). The combination of
directly transmitted and initially
reflected particles downstream of
the shock location results in a
distribution that has slower net
bulk flow speed and larger
velocity spread (and hence
kinetic temperature)

though far from equilibrium, has a lower bulk velocity and higher velocity spread than the
incident plasma; that is, it has been slowed and “heated” entirely by the action of the DC
fields without any scattering or collisions.

At the same time, this electric field causes the electron population to bifurcate into an
incident population, which gains energy, and an escaping heated population, which loses
energy during that escape and therefore originates downstream from a higher energy region
in velocity space (Scudder et al. 1986). Thus the action of the DC field on the electrons
results in a wide distribution downstream with a ‘hole’ at low energies. The consequence is
that the DC fields are able to account for the inflation in velocity space expected through a
heating mechanism.

Recently, Mitchell et al. (2012) investigated the added complication of electron heating
at curved shocks, such as the bow shock formed by the impingement of the solar wind
on the Earth’s magnetosphere. Under collisionless conditions, electrons encountering the
shock DC fields at one location traverse the region of shocked plasma to re-encounter the
shock at a different location. This “cross-talk” connects portions of the curved shock at
which the local conditions (e.g., Mach number, shock geometry) and hence total heating
requirements are very different. Mitchell et al. found that the collisionless transport results in
the entire shocked electron population being nearly isothermal, implying that the ion heating
must vary greatly in order to balance the total energy budget around the shock surface. This
work reveals a complex interplay amongst the DC fields (supported by the near-isothermal
shocked electrons), local shock conditions, and global shock shape. In particular, for such
shocks knowing the local shock parameters is insufficient to predict the energy partition
amongst plasma species. Once again, there is strong coupling between different scales in
the plasma.

3.2 Instabilities

In the shock example above, both the ion and electron distributions, as described, con-
tain considerable free energy capable of driving micro-instabilities which would be ex-
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pected to fill the electron ‘hole’ (together with electrons trapped downstream by the
cross-shock electrostatic potential) and mix the transmitted/reflected ion components. Thus
micro-instabilities finish the thermalisation process. See, e.g., Schwartz et al. (1996) and
McKean et al. (1992) for discussion of ion waves and instabilities, of which the Alfvén ion
cyclotron and mirror modes are the most commonly invoked. Electrons interact with pre-
existing waves driven by the ion kinetics (e.g., the lower hybrid drift instability) or drive
whistler or other electron-scale waves directly (e.g., Wu et al. 1984; Tsurutani et al. 1982;
Masood et al. 2006).

There are many more examples of micro-instabilities associated with shocks and discon-
tinuity layers. Some of these participate in acceleration processes.

3.3 Acceleration

While microinstabilities can thermalize the core of the particle distribution function, they
can also extract a high energy tail. Galactic cosmic rays, which represent 10−9–10−10 of in-
terstellar particles but carry about as much energy as the thermal gas, dramatically exemplify
this. Although the association between supernovae and cosmic rays had long been suspected,
a viable mechanism was not suggested until the 1970’s, when Bell (1978) and Blandford and
Ostriker (1978) independently developed a theory for first order Fermi acceleration of cos-
mic rays by strong interstellar shocks driven by supernovae. In the original theory, the shock
was assumed to be quasi-parallel, and was idealized as a discontinuity with the upstream
and downstream flow properties connected by the Rankine-Hugoniot relations. In the shock
frame, unshocked fluid streams into the shock at speed Vs and streams out at speed Vs/R,
where R is the compression ratio of the shock. A particle with momentum p traveling up-
stream from the shock gains energy 2pVs if scattered back downstream, and loses energy
2pVs/R if scattered back upstream, resulting in a net energy gain of 2pVs(1 − 1/R) per
loop. The resulting spectrum in momentum space is a power law; p−3R/(R−1). For strong
non-relativistic shocks, R ∼ 4 leading to a power law ∝ p−4. Propagation through the inter-
stellar medium steepens this spectrum, bringing it closer to the observed p−4.7 spectrum.

Electromagnetic fluctuations generated by microinstabilities play two roles in this sce-
nario: scattering particles back and forth across the shock, and keeping the distribution
of particle pitch angles nearly isotropic. The fluctuations are thought to be Alfvén waves
which interact with the cosmic rays through gyroresonance, and their primary source
is thought to be an instability driven by super-Alfvénic streaming of the cosmic rays
themselves (Wentzel 1968; Kulsrud and Pearce 1969). Later it was realized that includ-
ing the momentum and energy of cosmic rays, the stresses on the fluid exerted by the
waves (Dewar 1970), and the energy deposited in the fluid by wave dissipation mod-
ifies the Rankine-Hugoniot relations and broadens the shock by creating a cosmic ray
precursor (Voelk et al. 1984). When these effects, and the increase in scattering mean
free path with cosmic ray energy (which causes higher energy particles to “see” a larger
velocity jump and gain more energy per loop), are accounted for, the power law ex-
pected from the simple theory is replaced by a more complicated distribution (Blasi 2012;
Reville et al. 2009).

This Fermi acceleration process has been observed, though at non-relativistic energies, in
situ e.g., at the Earth’s bow shock. Figure 4 shows an experimentally determined upstream
e-folding distance (related to the wave-scattering mean free path) as a function of particle
energy as deduced by Kis et al. (2004). A long-standing feature of this theory is the require-
ment to “inject” suprathermal particles into this accelerator. It would appear, at least for low
Mach number shocks, that processes within the shock layer are able to select, energise, and
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inject particles directly from the incident thermal population, as shown in Fig. 5. In astro-
physical environs, any pre-existing suprathermal population would similarly inject particles
into the Fermi process. Injected particles must be able to travel upstream against the incident
flow to participate in the acceleration mechanism.

The gyroresonant streaming instability dominates when the cosmic ray energy density
Ucr , background magnetic field energy density UB , and cosmic ray drift speed vD satisfy the
inequality Ucr/UB < c/vD . When the inequality is reversed, a nonresonant instability driven
by the thermal electron return current grows faster and drives electromagnetic fluctuations
which differ significantly from Alfvén waves (Zweibel 2003; Bell 2004). PIC simulations of
the instability suggest that it amplifies the magnetic field significantly, increasing the rate of

Fig. 4 Observationally
determined exponential scale for
Fermi-accelerated ions at the
Earth’s bow shock, from Kis
et al. (2004)

Fig. 5 Formation of ion beams via coherent process at the Earth’s bow shock, from Kucharek et al. (2004).
Note that the beam occupies regions of velocity space that are empty in the downstream region, thus es-
tablishing that the beam must originate at the shock itself. This is at least a partial answer to the “injection
problem” for cosmic rays
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shock acceleration and the maximum energy to which it can accelerate particles (Riquelme
and Spitkovsky 2010; Ohira et al. 2009).

The cosmic ray acceleration picture cannot be tested with in situ probes the way solar
system acceleration can, but there are predictions that can be checked remotely. Among
them are the cosmic ray spectrum itself, the modification of the Rankine-Hugoniot relations
(especially the postshock temperatures), the magnetic field strengths, and the cosmic ray
energy densities and maximum energies in the shock itself.

Electron acceleration (as opposed to heating) is harder due to lack of efficient wave-
particle scattering and more rapid energy losses. These effects must come into play in Galac-
tic cosmic ray acceleration; electrons comprise only 1–2 % of primary cosmic rays. It is
important to be able to estimate the relative efficiencies of cosmic ray electron and ion ac-
celeration, as the electron component is far easier to detect remotely through its synchrotron
and inverse Compton emission. There is evidence for coherent reflection at shocks which
can lead to significant one-step energisation (Wu 1984; Leroy and Mangeney 1984). These
processes exploit the fact that the electron thermal distribution is much wider in velocity due
to the electron mass. As a result, simple magnetic mirroring in the frame in which the shock
is at rest and the incident flow is field-aligned (removing the −V × B electric field), the
deHoffmann-Teller frame, yields an energetic beam with appreciable density. There are also
recent reports of Fermi-accelerated relativistic electrons at the Saturn’s bow shock (Mas-
ters et al. 2013). Within the solar system, the Fermi process is limited by the finite size of
planetary bow shocks which results in particle escape. Thus the relatively large size of the
Saturnian bow shock is more favorable for acceleration to higher energies given appropriate
solar wind conditions.

4 Collisionless Magnetic Reconnection

Magnetic reconnection is a ubiquitous energetic plasma process commonly found in plane-
tary magnetospheres, in the solar corona, in the solar wind, in astrophysical objects (Zweibel
and Yamada 2009) and in laboratory plasmas (for a review, see Yamada et al. 2010). Recon-
nection is of special interest because it can convert large amounts of magnetic energy stored
on both sides of a current sheet into particle energy. The energetic particles, instabilities
and/or radiation associated with reconnection can disrupt confinement of fusion plasmas
in toroidal devices (Yamada et al. 1994) and can initiate energetic particle flows from the
Sun to Earth (Forbes and Priest 1995). Dungey (1961) introduced the idea that reconnec-
tion at the Earth’s magnetopause (and within the geomagnetic tail) could drive the aurora.
We now know that the energised particles populate large regions of the Earth’s magneto-
sphere (Dungey 1995; Vasyliunas 1975; Kivelson and Russell 1995) where they may affect
communications and possibly pose a threat to spacecraft or astronauts.

4.1 How Does Topological Reconnection Begin?

One major problem in the physics of magnetic reconnection is to understand how oppositely-
directed components of magnetic field lines break and reconnect. There are various ways in
which this can happen. In dense plasmas reconnection can be enabled by particle collisions.
An example is reconnection near the Sun’s photosphere. Collisional reconnection can be
modeled by resistive MHD (but not ideal MHD). However in Earth’s magnetopause and
magnetotail, and in many planetary and astrophysical environments, the plasma is collision-
less, entropy is conserved, and modeling reconnection often requires kinetic simulations,
such as Particle In Cell (PIC) simulations.
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Collisionless reconnection in Earth’s magnetopause is asymmetric—with different am-
bient conditions on the two sides of the current sheet. In Earth’s magnetotail it is generally
symmetric in the two lobes on either side of the plasmasheet. A simple initial condition of-
ten employed in kinetic simulations of symmetric reconnection consists of a uniform thin
current sheet separating oppositely-directed straight magnetic field lines which asymptote
to a constant magnetic field, B0, far from the current sheet. A common example is the ki-
netic Harris equilibrium (Harris 1962; Yamada et al. 2000), with 1-D spatial variation in the
direction orthogonal to the current sheet plane (e.g., the plasmasheet in the magnetotail).
A uniform out-of-plane guide field, Bg , and uniform background (lobe) populations may be
added without affecting the self-consistency of the equilibrium.

When the current sheet thickness is on the order of the ion skin depth (c/ωi ) or less,
the Harris equilibrium is unstable to spontaneous reconnection through collisionless tearing
instabilities (Drake and Lee 1977) that create x-points. The magnetic tension in newly re-
connected flux tubes makes them snap away from the x-point towards the outflow. The out-
of-plane induction (reconnection) electric field causes inflow of unreconnected field lines
which are topologically converted into reconnected field lines at the x-point.

Tearing instabilities are usually very slow (growth rate on the order of 100’s of ion in-
verse cyclotron frequencies, Ω−1

ci ). Kinetic simulations of spontaneous reconnection initi-
ated solely by this instability have been performed (Pritchett 2005), but they can be time-
consuming. To speed things up, simulations of kinetic reconnection are usually driven,
either by an initial perturbation which effectively introduces a very small local magnetic
field across the thin current sheet or by an E × B drift in the inflow, which thins the
current sheet and speeds up the tearing. As an alternative to Harris sheet initialization,
force free equilibrium current sheets are sometimes employed (Drake et al. 2003). The
initial density can then be uniform because pressure is not necessary to balance mag-
netic forces. Another strategy for simulating reconnection is to begin with an already-
reconnected field-line configuration (Pritchett 2007). Still another is to employ kinetic sim-
ulations with open boundary conditions allowing boundary inflow of magnetic flux and
boundary outflow of reconnected magnetic flux; this can lead to steady state reconnec-
tion (Daughton et al. 2006). The rate of steady state reconnection as dictated by geo-
metric properties of the current sheet were analysed early-on (Sweet 1958; Parker 1957;
Petschek 1964).

4.2 Hall Reconnection

A major advance in modeling collisionless reconnection using MHD and fluid models
occurred when it was shown that the Hall term in the generalized Ohm’s law was es-
sential to expedite the breaking of field lines (i.e., the breaking of the frozen-in condi-
tion in the absence of collisions). This term effectively separates electron physics near
the x-point from ion physics further away, as sketched in Fig. 6. Work is performed
on electrons in the small so-called electron diffusion region, where the electrons are
not frozen-in. The electron diffusion region extends from the x-point to 10’s of elec-
tron inertial lengths, c/ωe , downstream on either side of the x-point. Beyond the elec-
tron diffusion region the electrons can be frozen-in but the ions are not, forming the so-
called ion diffusion region, which is many ion inertial lengths long. Parallel electron cur-
rents that form around the separatrices due to flux-tube-widening (Uzdensky and Kulsrud
2006) act as Hall currents which produce a quadrupolar Hall magnetic field, BH , and a
Hall electric field, EH , orthogonal to both the BH and the Hall current. The necessity
of including Hall physics has led to the development of Hall MHD (Shay et al. 1999;
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Fig. 6 Current systems and
fields found in the Hall
reconnection scenario

Huba 2005) and to the use of two-fluid and hybrid models (Karimabadi et al. 2004) in
reconnection simulations. However it is important to realize that Hall processes are always
automatically included in kinetic simulations of reconnection.

4.3 Kinetic Processes in Reconnection

PIC simulations and satellite measurements have also revealed a number of intrinsically
kinetic processes that occur after reconnection has begun. Electron two-stream instabilities
form near the separatrices that separate incoming flux tubes from outflowing reconnected
flux tubes. These instabilities saturate by trapping the electron streams, thereby forming
electron phase space holes propagating towards and away from the x-point. Electron holes
have been seen in reconnection simulations (Lapenta et al. 2011) and observed in the tail
through their associated bipolar electric fields (Cattell et al. 2002, 2005). Another (different)
kind of trapping is associated with electron bounce motion due to magnetic mirror points
and bipolar electric fields along flux tubes in the inflow and near-outflow. Analysis of these
motions together with temperature anisotropy considerations have led to useful equations of
state in the presence of a guide field (Le et al. 2009). There is still another electric field—
the electrostatic Hall electric field, which is typically as large as 100 mV/m in the tail.
This electric field has been shown to accelerate ions to multi-keV energies in the direction
perpendicular to magnetic field lines (Wygant et al. 2005).

Kinetic Alfvén wave physics has been invoked in explaining the fast outflowing Poynt-
ing flux corresponding to the Hall electric and magnetic fields (Shay et al. 2011). Electron
whistler waves have been identified radiating from the separatrices into the inflowing plasma
(Goldman et al. 2012). Efficient electron acceleration at physical ion to electron mass ratios
has been studied in kinetic simulations by Ricci et al. (2003), and has been associated with
the magnetic stress in contracting curved flux tubes (magnetic islands) (Drake et al. 2006).

4.4 Guide Field Effects

Magnetic guide fields, Bg , can be as large as or larger than B0 in Earth’s magnetopause.
Together with the density gradient across the magnetopause current sheet they can produce
diamagnetic drifts that can move x-points in the outflow direction and even prevent recon-
nection (Swisdak et al. 2003). Che et al. (2011) have shown that the thin current sheet of
background electrons which forms after the initial Harris current sheet is torn can be unsta-
ble to a shear instability in the presence of a moderate Bg . The instability creates a right-
circularly polarized electromagnetic wave along Bg that saturates by thickening the current
sheet, thereby removing its shear free-energy. The unstable waves lead to anomalous viscos-
ity which can speed up reconnection.
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Guide fields of order B0 or less can change the flow of electrons along the separatrices,
producing a higher density outflow along one axis of the separatrix and a lower density
inflow on the other axis, where electron holes become more robust at early times. Even
weak magnetic guide fields can have important effects in Earth’s magnetotail. A guide field
of Bg = 0.1B0 or less can still create a strong asymmetry in the Hall quadrupole magnetic
field (Eastwood et al. 2010). Such a weak guide field can also deflect towards the separatrix
the outflowing collimated electron jets found in antiparallel reconnection simulations (i.e.,
with Bg = 0) (Goldman et al. 2011). Simulations of reconnection with small guide field are
quite sensitive to the assumed ion to electron mass ratio. Guide field jet deflections and other
effects are much more pronounced when the mass ratio is physical (e.g. 1836) (Goldman
et al. 2011).

4.5 Flux Pile-up and Dipolarization Processes Associated with Collisionless Reconnection

PIC simulations of magnetotail reconnection initiated with a Harris sheet representing the
plasmasheet and lower density background particles representing the lobes can display
pileup of reconnected field lines as well as other features of measured dipolarization events
(Runov et al. 2009). In the simplest case a single x-point arises from an initial perturba-
tion in the simulation. As the tension in the reconnected field lines splits open the Harris
sheet, leaving behind low density background plasma, a strong pressure force develops at the
boundary of the opening higher density Harris sheet. This pressure force opposes the mag-
netic stress, thereby causing a pileup of reconnected field lines moving with the outflow as
the Harris sheet continues to open. This is (roughly) a moving dipolarization front, although
dipolarization physics effects are missing from this simple model (e.g., the shape, extent and
motions of the plasmasheet, the connectivity of the magnetic field to Earth’s magnetic field,
etc.). Dipolarization fronts have been shown to be an important mechanism for energizing
the plasmasheet (Hamrin et al. 2012). Simulations have shown that the moving pileup front
is a critical boundary that separates the ion-diffusion region from the plasmasheet (Goldman
et al. 2012).

4.6 Multiple Islands, x-Points and Flux Tubes in Collisionless Reconnection

Measurements in the solar wind have provided evidence for very long x-lines out of the
reconnection plane (Phan et al. 2006). In driven or long-time PIC simulations multiple
x-points can develop. In two-dimensions these are separated by multiple islands (centered
on O-points). Island chains have been studied in simulations (Markidis et al. 2012) and have
been found in the solar wind and elsewhere. Multiple islands can be found either on the
thin background electron current sheets which form during reconnection or along the sepa-
ratrix of a primary island. Multiple islands can be unstable to merging instabilities (Pritchett
2007). In pioneering recent massive 3D PIC simulations the islands are found to extend out
of the reconnection plane. There they become wiggling flux tubes that can touch each other
at different out-of-plane points and even produce secondary reconnections where they touch
(Daughton et al. 2011).

5 Turbulence

Turbulence is the nonlinear transfer of energy in fluctuations from one scale to another. Typ-
ically that transfer proceeds from large scales, where macroscopic motion and interactions
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Fig. 7 Magnetic power
spectrum of solar wind
turbulence, illustrating the
inertial regime in which the
power falls off as f−5/3 and
successive steepenings at ion and
electron scales (from
Alexandrova et al. 2009)

“stir” the medium, toward small scales where eventually the energy is dissipated. Given
our earlier discussions about dissipative processes in collisionless plasmas being mediated
by microphysics, it should come as no surprise that plasma microphysics is expected to be
involved in the turbulent cascade.

However, two aspects complicate plasma turbulence. The first is that there is more
than one kinetic scale, and hence one would expect to see signatures of those scales
and to examine the contribution each might make to the energy dissipation. Figure 7
shows a typical turbulence spectrum measured in the solar wind (Alexandrova et al. 2009;
Sahraoui et al. 2009). Note the Kolmogorov-like −5/3 spectral slope at lower frequencies.
This corresponds to the “inertial range” where energy is cascaded to shorter scales (higher
frequencies) without loss in a self-similar fashion. The spectrum steepens beyond frequen-
cies corresponding to typical ion scales and is believed to steepen further or roll-over at
electron scales.

The second aspect of the dissipation range of collisionless plasmas is more subtle. Kinetic
plasma waves are dispersive, unlike acoustic waves in a fluid. Thus the nonlinear interaction
of two waves of similar frequencies will not, in general, lead to a mode at the sum of those
frequencies that is a normal mode of the system. The orderly transfer of energy through
interactions that are local in frequency (or wave-vector) space which features in the inertial
range cannot operate. The nature of the turbulence at these kinetic scales, the local or non-
local nature of cascaded energy transfer, and the actual dissipation mechanism(s) for that
energy are all areas of ongoing research.

One possibility is that the turbulence generates coherent current structures at small scales.
These structures, identified through the intermittency properties of the turbulence (Osman
et al. 2011), then dissipate through local current-driven instabilities or reconnection. Obser-
vations in the solar wind (Phan et al. 2006) and in the turbulent magnetosheath behind the
terrestrial bow shock (Retinò et al. 2007; Sundkvist et al. 2007) all provide direct evidence
for reconnection events embedded in a turbulent plasma. These events are weak compared
to the violent events responsible for solar flares and geomagnetic storms, but may play im-
portant roles in plasma heating.

On the larger scale, there must be a fast reconnection mechanism to remove small-
scale tangles in the interstellar magnetic field so that the large scale component dominates,
as observed (Kulsrud and Zweibel 2008). Possibilities include formation of tiny scale ki-
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netic structures in an overall turbulent background (Servidio et al. 2011), enhancement
of the reconnection rate by small scale turbulence in large scale current sheets (Lazarian
and Vishniac 1999), breakup of current sheets through instabilities (Loureiro et al. 2007;
Huang and Bhattacharjee 2013), and formation of thin current sheets by ion-neutral friction
(Brandenburg and Zweibel 1994).

6 Concluding Remarks

In this paper we have given an overview of the role microphysical processes play in both
solar system and astrophysical plasmas; although we have not discussed laboratory plas-
mas directly, under collisionless regimes the same remarks would and do apply there. Such
processes arise due to the nonequilibrium nature of collisionless media. Although micro-
physics then controls the transport properties, energy partition (heating, acceleration, etc.),
and hence effective “equation of state,” the consequences of microphysical control cannot
often be captured by retaining the mathematical form of collision-dominated conduction or
diffusion. Instead, microphysics acts on discrete portions of velocity space and participates
in physics that couples the largest scales to the smallest ones.

The papers that follow in this special edition explore specific applications of micro-
physics to collisionless plasmas. Many of them also attempt to extrapolate lessons learned
in one regime or application to another. Reference to the underlying principles in the present
paper will prove helpful in setting those papers in context.
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Abstract Solar wind is probably the best laboratory to study turbulence in astrophysical
plasmas. In addition to the presence of magnetic field, the differences with neutral fluid
isotropic turbulence are: (i) weakness of collisional dissipation and (ii) presence of several
characteristic space and time scales. In this paper we discuss observational properties of so-
lar wind turbulence in a large range from the MHD to the electron scales. At MHD scales,
within the inertial range, turbulence cascade of magnetic fluctuations develops mostly in the
plane perpendicular to the mean field, with the Kolmogorov scaling k−5/3

⊥ for the perpendic-
ular cascade and k−2

‖ for the parallel one. Solar wind turbulence is compressible in nature:
density fluctuations at MHD scales have the Kolmogorov spectrum. Velocity fluctuations do
not follow magnetic field ones: their spectrum is a power-law with a −3/2 spectral index.
Probability distribution functions of different plasma parameters are not Gaussian, indicat-
ing presence of intermittency. At the moment there is no global model taking into account
all these observed properties of the inertial range. At ion scales, turbulent spectra have a
break, compressibility increases and the density fluctuation spectrum has a local flattening.
Around ion scales, magnetic spectra are variable and ion instabilities occur as a function of
the local plasma parameters. Between ion and electron scales, a small scale turbulent cas-
cade seems to be established. It is characterized by a well defined power-law spectrum in
magnetic and density fluctuations with a spectral index close to−2.8. Approaching electron
scales, the fluctuations are no more self-similar: an exponential cut-off is usually observed
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(for time intervals without quasi-parallel whistlers) indicating an onset of dissipation. The
small scale inertial range between ion and electron scales and the electron dissipation range
can be together described by ∼ k−α⊥ exp(−k⊥�d), with α � 8/3 and the dissipation scale �d
close to the electron Larmor radius �d � ρe. The nature of this small scale cascade and a
possible dissipation mechanism are still under debate.

Keywords Plasma turbulence · Solar wind · Kinetic scales · Ion instabilities

1 Introduction

Natural plasmas are frequently in a turbulent state characterized by large, irregular fluctua-
tions of the physical parameters. The spatial and temporal scales of these fluctuations cover
a large range, usually extending down to the smallest scales resolved by the observations.
Well known examples are provided by the solar wind, the magnetosheath of planetary mag-
netospheres, the interstellar medium, etc.

Is there a certain degree of generality in the physics of the various astrophysical situations
where turbulent states are observed? If this is the case, is it of the same nature as what
happens in incompressible neutral (or magnetized) fluid turbulence, which is a non-linear
process, non-reproducible locally but with some “universal” statistical properties? These
“universal” statistical properties are thought to result from the combination of (1) an infinite
number of degrees of freedom, each characterized by its spatial and temporal scale; (2) the
absence of characteristic spatial and temporal scales, which implies some sort of equivalence
between all of the degrees of freedom; (3) a nonlinear transfer of energy between these
degrees of freedom, often called a cascade of energy.

To be more specific, the incompressible fluid turbulence occurs at large Reynolds num-
bers Re= LVL/η� 1 (where L is the scale at which the energy is injected in the system,
that is of the order of the correlation length of the largest turbulent eddy, VL the typical value
of velocity fluctuations at scale L and η the kinematic viscosity). This is verified when the
energy injection scale is sufficiently far from the dissipation scale �d (L� �d ). Thanks to a
number of observations, numerical simulations and theoretical works, the following univer-
sal properties of a turbulent system have been firmly established:

• In Fourier space, at intermediate scales L−1 	 k	 �−1
d (k being a wave-number), within

the so called inertial range, the power spectrum of the velocity fluctuations is observed
to follow a k−5/3 law, independently of how the energy is injected in the system, and of
how it is dissipated at small scales. A power-law spectrum suggests scale invariance, i.e.,
at each scale the same physical description is valid (the Navier-Stokes equation for fluids
and the magnetohydrodymanic equations for magnetized plasmas are scale invariant and
describe well self-similar turbulent fluctuations).

• Intermittency, due to spatial nonuniformity of the energy transfer across scales, mani-
fests itself as a scale dependent departure from Gaussian distributions of the probability
distribution functions of the turbulent fluctuations.

To date, 3D fluid turbulence is far from being understood, and there is no satisfac-
tory theory, based on first principles, that fully describes it in a sufficiently general frame.
Therefore one has to rely on “phenomenologies” which attempt to provide a framework
for the interpretation of experimental results; for example the empirical k−5/3 law is
well described by the Kolmogorov’s phenomenology (hereafter K41) (Kolmogorov 1941a;
Frisch 1995). In this simple model of turbulence, kinetic energy Ec is supposed to cascade
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from large scales to small scales and the cascade rate (an energy per unit time) is constant
over the inertial range ε = ∂Ec/∂t = const. Since the only timescale that appears in the
system is the time of the energy exchange between the fluctuations (the eddies), also called
the non-linear or eddy turnover time τnl = �/δv, the cascade rate can be approximated by
ε ≈ (δv)2/τnl = const. It follows that the velocity field fluctuations δv ≈ (ε�)1/3 so that the
power spectrum (δv)2/k goes like �5/3 or k−5/3.

Intermittency is beyond the Kolmogorov phenomenology but it has been observed that
in neutral fluids it appears in the form of coherent structures as filaments of vorticity. Their
characteristic length can be of the order of the energy injection scaleL but their cross-section
is of the order of the dissipation scale �d (see the references of Sect. 8.9 in Frisch 1995).
Thus, in Fourier space, these filaments occupy all scales including the edges of the inertial
range.

As we have said, in the phenomenological framework of turbulence, the majority of the
results are based on the interpretation of experimental results. However, one important the-
oretical result was obtained from the Navier-Stokes equation, independently of K41 phe-
nomenology: it is known as Kolmogorov’s 4/5 law (hereafter K4/5). The K4/5 law pre-
scribes that, for fully developed incompressible turbulence in a stationary state1, under con-
ditions of isotropy, local homogeneity, and vanishing dissipation (i.e., in the inertial range),
the third order moment of the longitudinal (i.e. along the bulk flow) velocity fluctuations δv
scales linearly with the separation � (or with the time scale τ = �/V , with V being a bulk
flow speed):

Y (�)= 〈
δv3

〉=−4/5ε�, (1)

the proportionality factor ε being the mean energy transfer rate and dissipation rate of the
turbulent cascade (see Frisch 1995, Sect. 6.2, and references therein). This law has been
indeed observed in the neutral fluid turbulence, e.g. Danaila et al. (2001). Note that Kol-
mogorov 4/5 law can be obtained from the more general Yaglom (1949) law in case of
Navier-Stokes isotropic turbulence.

When the energy cascade “arrives” to the spatial (or time) scale of the order of the dis-
sipation scale �d , the spectrum becomes curved (Grant et al. 1962), indicating a lack of
self-similarity. This spectrum is also universal (see, e.g., Fig. 8.14 in Frisch 1995) and can
be described by ∼ k3 exp (−ck�d) with c � 7 (Chen et al. 1993). In neutral fluids the dissi-
pation sets in usually at scales of the order of the collisional mean free path.

We shall restrict ourselves here to the solar wind turbulence, which is perhaps our best
laboratory for studying astrophysical plasma turbulence (Tu and Marsch 1995; Bruno and
Carbone 2005; Horbury et al. 2005; Matthaeus and Velli 2011). Does the solar wind tur-
bulence share the above universal characteristics, such as power-law spectra, intermittency
and linear dependence between the third order moment of the fluctuations and the energy
transfer rate? How does the dissipation set in? and is its spectrum universal?

The solar wind expands radially but not with spherical symmetry. Fast, rather steady wind
at around 700 km/s flows from coronal holes, generally at high solar latitudes. More variable
slow wind (200–500 km/s) is thought to have its source around coronal hole boundaries or in
transiently open regions. In general, the properties of fluctuations within fast and slow wind
at 1 AU are rather different, with fast wind turbulence appearing less developed than that

1In a stationary state, the energy injection rate εinj at large scales is equal to the energy transfer rate within

the inertial range ε = (δv)2/τnl and to the energy dissipation rate within the dissipation range of scales
εdis = η〈(∂xv(x))2〉, where η is the kinematic viscosity: εinj = εdis = ε.
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in slow wind, indicating different “age of turbulence”. Interactions between fast and slow
wind, as well as transient events, produce compressions, rarefactions and shocks. When
considering the innate properties of plasma turbulence, it is usually easier to treat steady,
statistically homogeneous intervals of data from individual streams.

In situ spacecraft measurements in the solar wind provide time series of local plasma
parameters. Therefore, in Fourier space, we have a direct access to frequency spectra. When
the flow speed of the solar wind Vsw is much larger than the characteristic plasma speeds,
one can invoke the Taylor’s hypothesis (Taylor 1938; Perri and Balogh 2010) and con-
vert a spacecraft-frame frequency f to a flow-parallel wavenumber k in the plasma frame
k = 2πf

Vsw
. At scales larger than the proton characteristic scales, we can largely treat the so-

lar wind fluctuations using magnetohydrodynamics (MHD) (Marsch and Mangeney 1987;
Biskamp 1993; Schekochihin et al. 2009). The flow speed Vsw is typically much larger than
the Alfvén speed VA = B/√4πρ � 50 km/s (B being the magnetic field and ρ the mass
density) and far faster than spacecraft motions, so that one can use Taylor’s hypothesis. At
plasma kinetic scales, the Taylor hypothesis can be used in the absence of quasi-parallel
propagating whistler waves, which have a phase speed higher than Vsw .

The solar wind is pervaded with fluctuations on all measured scales. These fluctua-
tions form energy spectra following power laws as expected for developed turbulence.
For example, for magnetic fluctuations, at very large scales (for the spacecraft-frame fre-
quencies f < 10−4 Hz) the power spectrum goes as ∼ f −1. This spectrum can be inter-
preted in terms of uncorrelated large scale Alfvén waves (Matthaeus and Goldstein 1986;
Horbury et al. 2005). A recent work proposes that it originates due to the nonlinear cou-
pling in the corona between outgoing and ingoing Alfvén waves with the help of multiple
reflections on the non-homogeneous transition region (Verdini et al. 2012). The correspond-
ing frequency range is usually called the energy injection scales (Bruno and Carbone 2005).
The maximal frequency f0 of this range, or outer scale of the turbulent cascade, is close to
10−4 Hz at 1 AU. It was proposed by Mangeney et al. (1991), Salem (2000), Meyer-Vernet
(2007), that at the outer scale there is a balance between the solar wind expansion time
τexp = R/Vsw at a radial distance R and the eddy-turnover time τnl ; and the turbulent cas-
cade can develop at scales where τnl < τexp . Estimations at 1 AU for Vsw = 600 km/s give
τexp � 70 h. The characteristic non-linear time at f0 is of the order of τnl � 70 h as well2. At
smaller scales, i.e. at higher frequencies f > 10−4 Hz, the non-linear time becomes smaller
than the expansion time and turbulent cascade develops. As τexp increases with R, the outer
scale increases, i.e. f0 shifts towards lower frequencies. This is indeed observed in the solar
wind (Bruno and Carbone 2005). It will be interesting to verify the relationship between
the outer-scale and τexp with solar wind observations for different turbulence levels and at
different heliospheric distances.

Within the ∼ [10−4,10−1] Hz range, magnetic spectrum is usually observed to follow
the K41 scaling, interpreted as the inertial range (the details on the spectral slope of the
inertial range will be discussed in Sect. 2). The spectrum undergoes new changes at the
proton characteristic scales (appearing in the measured spectra at ∼ [0.1,1] Hz) and at the
electron scales ∼ [50,100] Hz (see details in Sect. 3).

One of the important differences of the solar wind turbulence with the isotropic neutral
fluid turbulence is the presence of the mean magnetic field B, which introduces a privileged
direction and so imposes an anisotropy of turbulent fluctuations. In the inertial range, the

2This is estimated using the Taylor hypothesis � = Vsw/f0 � 6 · 106 km and a typical value of δv �
25 km/s/

√
Hz at f0 = 10−4 Hz.
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observed magnetic fluctuations δB‖ along the mean field are usually much smaller than the
transverse Alfvénic fluctuations δB⊥. The wave vector distributions are not isotropic either,
k⊥ > k‖. In Sect. 2 we will discuss in more details how this k-anisotropy has been detected
within the inertial range of the solar wind turbulence and its possible interpretations. We
will discuss as well intermittency in the solar wind and show recent verification of the K4/5
law.

Another important difference between neutral fluid turbulence and solar wind turbulence
is the weakness of collisional dissipation in the solar wind, as for most of the space plasmas.
The dissipation process at work and the dissipation length are not known precisely. There
are observational indications and theoretical considerations that characteristic plasma scales
may be good candidates to replace, in some sense, the dissipation scale of fluid turbulent cas-
cade. The characteristic plasma scales are the ion Larmor radius ρi =√2kBTi⊥/mi/(2πfci)
(with kB being the Boltzmann’s constant, Ti⊥ being the ion temperature perpendicular to
the magnetic field B, mi being the ion mass), the ion inertia length λi = c/ωpi (with c the
speed of light and ωpi the ion plasma frequency), the corresponding electron scales ρe, λe ,
and the ion and electron cyclotron frequencies fci,e = qB/(2πmi,e) (with q being the charge
of the particle). At these scales different kinetic effects may take place. However, the pre-
cise mechanism (or mechanisms) which dissipates electromagnetic turbulent energy in the
solar wind and the corresponding spatial and/or temporal scale(s) are still under debate. The
details of the observations of solar wind turbulence around plasma kinetic scales will be
discussed in Sect. 3. In particular, in Sect. 3.2 we discuss the ion temperature anisotropy in-
stabilities which may control turbulent fluctuations around ion scales. Conclusions are found
in Sect. 4.

2 The MHD Scale Cascade

An MHD theory of cascading turbulence similar to Kolmogorov, but carried by Alfvénic
fluctuations propagating in the large-scale magnetic field B was proposed independently by
Iroshnikov (1963) and Kraichnan (1965) (IK hereafter). In this model, the fluctuations are
still assumed to be isotropic but most of the energy transfer is due to interactions between
Alfvénic fluctuations moving in opposite direction along B with the Alfvén speed VA. This
limits the time during which two eddies interact, which is of the order of an Alfvén time
τA ∼ �/VA. It is also assumed that the interactions are weak such that τA	 τnl , and thus a
number of interactions proportional to τnl/τA is needed to transfer the energy (Dobrowolny
et al. 1980). Following the argument of Kolmogorov and under the assumption of equipar-
tition between magnetic and kinetic energies, for incompressible fluctuations and random
interactions between the Alfvén wave packets, the velocity and magnetic turbulent spectra
follow a ∼ k−3/2 scaling.3

However, the assumption of isotropy in IK model for the magnetized plasma is quite
strong. Goldreich and Sridhar (1995) proposed an MHD model for anisotropic Alfvénic
fluctuations. In that theory, the cascade energy is carried by perpendicular fluctuations v⊥
with wavelength �⊥ = 2π/k⊥. The Alfvén time is the time scale along B, τA = �‖/VA, and
the eddie turnover time τnl ≈ �⊥/v⊥ governs the energy exchange in the plane perpendicular
to B.4 Goldreich and Sridhar proposed that the turbulence is strong, so that these timescales
are comparable, τnl ≈ τA. This condition, called critical balance, implies that the nonlinear

3For the detailed demonstration we refer to the problem 6.6.4 in the book of Meyer-Vernet (2007).
4All over the paper, ‖ (⊥) denotes direction parallel (perpendicular) to the mean magnetic field B.
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interaction occurs over a single Alfvén wave period. Using the argument of Kolmogorov, one
can show that the perpendicular energy transfer rate is ε(k⊥)∼ v3

⊥/�⊥. Under the assumption
of ε(k⊥)= const, the power spectral density of k⊥-fluctuations goes therefore like ∼ k−5/3

⊥ .
For the parallel energy transfer rate ε(k‖) one gets v2

⊥VA/�‖ and a spectrum v2
⊥/k‖ ∼ k−2

‖ . An
interesting consequence of the Goldreich-Sridhar model is the following: since the cascade
is carried by the perpendicular fluctuation spectrum (and indeed this property is reinforced
as the energy arrives at larger wavenumbers, where the k-anisotropy becomes important
k⊥ � k‖), the energy in the spectrum reaches dissipation scales (or characteristic plasma
scales) in the perpendicular spectrum long before it does so in the parallel spectrum. This
implies that relatively little energy of k‖-fluctuations reaches the characteristic plasma scales
due to the nonlinear cascade.

It should be pointed out that the model of Goldreich and Sridhar (1995) describes
Alfvénic turbulence, i.e., the perpendicular magnetic δB⊥ and velocity δv⊥ fluctuations.
This model has been extended to include the passive mixing of the compressive fluctuations
by the Alfvénic turbulence (Goldreich and Sridhar 1995, 1997; Lithwick and Goldreich
2001; Schekochihin et al. 2009). However, the nature of compressible fluctuations observed
in the solar wind, i.e. a passive scalar or an active turbulence ingredient, remains under
debate.

Some theoretical results and solar wind observations suggest that ion cyclotron wave-
particle interactions are an important source of heating for solar wind ions (Marsch and Tu
2001; Isenberg et al. 2001; Kasper et al. 2008, 2013; Bourouaine et al. 2010, 2011; Marsch
and Bourouaine 2011; He et al. 2011b). However, this interpretation requires substantial
turbulent energy at k‖ρi ≈ 1, that is in apparent contradiction to the Goldreich-Sridhar model
and to the solar wind measurements described in the following section (Horbury et al. 2008;
Podesta 2009; Luo and Wu 2010; Wicks et al. 2010; 2011; Chen et al. 2011a). This is another
puzzle that has important ramifications for the coronal heating problem.

2.1 Scaling and Anisotropy as Observed in the Solar Wind

2.1.1 Magnetic Fluctuations

It has long been known that in the inertial range the power spectrum of magnetic field fluctu-
ations in the solar wind is P (f )∝ f −5/3, i.e. the same spectrum as for the velocity fluctua-
tions in hydrodynamics turbulence (Kolmogorov 1941b; Frisch 1995). One might conclude
that the turbulence in the solar wind is similar to that in a neutral fluid, like air. However, tur-
bulence in a magnetofluid is radically different to that in a neutral fluid, due to the presence
of a magnetic field which breaks the isotropy of the turbulence (Shebalin et al. 1983), lead-
ing to a correlation length parallel to the field longer than that across it, �‖ > �⊥ (Matthaeus
et al. 1990)—crudely, we can think of the turbulent eddies as being shorter perpendicular to
the magnetic field than parallel to it, and more formally as having a dominance of turbulent
power at wavevectors at large angles to the field, k⊥ > k‖.

Measurements of the wave-vector anisotropy and of the corresponding spectra in the
solar wind with one satellite are not trivial. A satellite provides time series measurements
along its orbit; therefore, applying the Fourier (or wavelet) transform we obtain directly
frequency spectra and not k-spectra. As we have discussed in the introduction, the Taylor
hypothesis can be used, i.e. we can easily estimate k along the bulk flow through k = 2πf

Vsw
.

Thus, if Vsw is parallel to the mean field, the fluctuations with parallel wave vectors k‖ will
be measured, and if Vsw is perpendicular to B, the satellite resolves well fluctuations with
k⊥. We denote the local flow-to-field angle as θBV . Figure 1 shows magnetic spectra in the
fast high latitude solar wind measured by the Ulysses spacecraft (at distance of 1.38 to 1.93
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Fig. 1 Trace of the spectral
matrix of magnetic field
corresponding to the field being
parallel (θBV ∈ [0,10]◦) and
perpendicular (θBV ∈ [80,90]◦)
to the plasma flow are shown by
blue lines, the total Fourier
spectrum is shown in gray. The
field-perpendicular spectrum P⊥
dominates turbulence within the
inertial range, it follows a
power-law with the spectral index
−5/3. The field-parallel
spectrum P‖ has lower power, is
steeper and has the spectral slope
−2. At the energy injection scales
f < 5 · 10−4 Hz (kρi < 2 · 10−3)
the fluctuations are isotropic and
their spectrum follows ∼ f−1.
Courtesy of R. Wicks. The same
figure as a function of kρi can be
found in Wicks et al. (2010)

AU from the Sun). As the spacecraft only measures wave vectors k parallel to Vsw, for
small flow-to-field angles θBV ∈ [0,10]◦, P‖ (nT2/Hz) represents an E(k‖) spectrum, and
for quasi-perpendicular angles θBV ∈ [80,90]◦, P⊥ (nT2/Hz), is the proxy of E(k⊥). The
total Fourier power, without separation into different angles is also shown. Within the en-
ergy injection range, the fluctuations are found to be isotropic, P‖ � P⊥, and both spectra
follow an ∼ f −1 power-law in agreement with previous observations (Bruno and Carbone
2005). In the inertial range one observes a bifurcation of the two spectra: the perpendicular
spectrum follows the Kolmogorov’s slope, E(k⊥) ∼ k−5/3

⊥ , while the parallel spectrum is
steeper, E(k‖)∼ k−2

‖ . This result, initially seen in fast wind measured by Ulysses (Horbury
et al. 2008) has been confirmed by several other studies (Podesta 2009; Luo and Wu 2010;
Wicks et al. 2010, 2011; Chen et al. 2011a). These magnetic field spectral scaling obser-
vations provide an intriguing, if not unequivocal, connection to the Goldreich-Sridhar the-
ory (Higdon 1984; Goldreich and Sridhar 1995). It is important to notice that the spectral
anisotropy, shown in Fig. 1, is only observed while the local anisotropy analyses is used
(Horbury et al. 2008). Such analysis consists in following the magnetic field direction as
it varies in space and scale, which may cause the measured spectra to contain higher order
correlations (Matthaeus et al. 2012).

The importance of the local field for the turbulence anisotropy analysis has been pointed
out already in Cho and Vishniac (2000), Maron and Goldreich (2001), Milano et al. (2001).
The method proposed by Horbury et al. (2008), and used by Wicks et al. (2010) in Fig. 1, is
equivalent in some sense to the one used in Milano et al. (2001) for numerical simulations,
but can appear contradictory with the requirement of the ergodic theorem (equivalence be-
tween space and time averaging).5 However, there are practical implications that have to be
considered: an individual packet of plasma passes a spacecraft once and never returns, mean-
ing that the average magnetic field direction over many correlation lengths measured from
a time series is not necessarily representative of the actual magnetic field direction at any

5In order to insure the equivalence between space and time averaging, the average should be taken over
several correlation lengths, i.e. several energy injection lengths.
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point. Rather than taking simple time averages, here the local magnetic field direction (and
local θBV ) to each fluctuation is measured, and then fluctuations that have similar directions
are averaged. Precisely, in Fig. 1, Wicks et al. (2010) used many hundreds of observations
in each direction, so the ergodicity is met, but in a non-conventional way.

Beyond the anisotropy of the fluctuations with respect to the magnetic field direction,
(Boldyrev 2006) also suggested that the turbulence can be anisotropic with respect to the
local fluctuation direction – and that this anisotropy will be scale dependent. Remarkably, in
the solar wind observations there is some recent evidence for the scale-dependent alignment
predicted by this theory at large scales (Podesta et al. 2009b) and for the local 3D anisotropy
small scales (Chen et al. 2012b).

The nature of imbalanced turbulence is also a topic of current interest. Alfvén waves
can propagate parallel or anti-parallel to the magnetic field. Without the presence of both
senses, the fluctuations are stable and will not decay. However, the level of imbalance is
highly variable in the solar wind (fast wind is typically dominated by Alfvénic fluctuations
propagating anti-sunward).

2.1.2 Velocity Fluctuations

Velocity fluctuations in the solar wind appear to have a spectrum significantly shallower
than the magnetic field, with a spectral index near −3/2 (Grappin et al. 1991; Salem 2000;
Mangeney et al. 2001; Podesta et al. 2007; Salem et al. 2009; Chen et al. 2011b, 2013b;
Boldyrev et al. 2011; Borovsky 2012b). Figure 2 shows (a) a velocity spectrum and
(b) a compensated spectrum with the f 3/2 function obtained from Wind measurements
using the Haar wavelet technique (Salem et al. 2009). Such a spectrum was predicted by
the IK phenomenology for Alfvénic fluctuations propagating in opposite directions along
B. However, in this model, both magnetic field and velocity spectra are expected to fol-
low the ∼ k−3/2 power-law. The difference of the solar wind inertial range with a pure
Alfvénic turbulence described in the IK model (and with the anisotropic Goldreich-Sridhar
model) is also an excess of magnetic energy with respect to the kinetic energy, see Fig. 8 in
Salem et al. (2009). How can the difference between the velocity and the magnetic spec-
tra, and the excess of magnetic energy in the solar wind, be explained? Direct simula-
tions of incompressible MHD usually show an excess of magnetic energy as well. It has
been attributed to a local dynamo effect which balances the linear Alfvén effect (Grap-
pin et al. 1983). The difference between magnetic and kinetic energies is usually called in
the literature “residual energy”. The residual energy has been shown to follow a definite
scaling which is related to the scaling of the total energy spectrum (Grappin et al. 1983;
Müller and Grappin 2005), see also (Boldyrev and Perez 2009; Boldyrev et al. 2012;
Chen et al. 2013b).

Another possible explanation of the difference between the observed magnetic and ve-
locity spectra can be related to the presence of compressible fluctuations, not negligible for
the energy exchange between scales.

2.1.3 Density fluctuations

Turbulent fluctuations within the inertial range are not only anisotropic in space (or in k),
but as well in their amplitudes with respect to B. As we have discussed in the introduction,
the non-compressive, Alfvénic turbulence dominates the solar wind at MHD scales, δB⊥ �
δB‖. Nevertheless, there is a sub-dominant population of δB‖ and density δρ fluctuations
always present, with scaling properties suggestive of a turbulent cascade (Celnikier et al.
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Fig. 2 (a) Spectrum of velocity
fluctuations of Vy (GSE)
component, measured by Wind as
a function of the frequency in the
spacecraft frame, the data have
been published in Salem et al.
(2009). (b) Compensated
spectrum by an f 3/2 law: the
resulting function is flat for
f > 10−4 Hz. Courtesy of
C. Salem

1983; Marsch and Tu 1990; Manoharan et al. 1994; Kellogg and Horbury 2005; Hnat et al.
2005; Issautier et al. 2010; Chen et al. 2011b). Figure 3 shows an example of an electron
density spectrum measured by the ISEE 1-2 satellites in the [6 · 10−4,5] Hz frequency range
(Celnikier et al. 1983). At MHD scales, f < 10−1 Hz, the K41 scaling is observed. At higher
frequencies, i.e. around ion scales, one observes a spectrum flattening and then another steep
spectrum. These high-frequency features will be discussed in more details in Sect. 3.

The origin of the compressible fluctuations in the solar wind is not clear, as far as fast
and slow mode waves are strongly damped at most propagation angles. Howes et al. (2012a)
have recently argued, based on the dependence of the δB‖-δρ correlation on the plasma beta
β (ratio of thermal to magnetic pressure), that these fluctuations are slow mode and they
appear to be anisotropic in wave-vectors (He et al. 2011a). Chen et al. (2012b) measured
the δB‖ fluctuations to be more anisotropic than the Alfvénic component in the fast solar
wind, suggesting this as a possible reason why they are not heavily damped (Schekochihin
et al. 2009). Yao et al. (2011) observe a clear anti-correlation between electron density and
the magnetic field strength at different time scales (from 20 s to 1 h): the authors interpret
their observations as multi-scale pressure-balanced structures which may be stable in the
solar wind. This interpretation is consistent with the observation of intermittency in electron
density fluctuations by the Ulysses spacecraft (Issautier et al. 2010).
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Fig. 3 Spectrum of electron
density fluctuations ne measured
by the ISEE 1–2 spacecraft: two
distinct power-laws are observed,
the spectrum follows
∼ f−1.67±0.05 within the
frequency range
[10−3,6 · 10−2] Hz, the
spectrum is about f−0.9±0.2 at
f > 6 · 10−2 Hz. Around 1–2 Hz
the spectrum seems to change
again, however, this high
frequency range is too narrow to
make any firm conclusion (the
maximal measured frequency is
5 Hz). Figure from Celnikier
et al. (1983)

2.2 Intermittency

In hydrodynamics, the amplitude of the fluctuations at a given scale—and hence the lo-
cal energy transfer rate—is variable, a property known as intermittency, i.e. turbulence and
its dissipation are non-uniform in space (Frisch 1995). This results in the turbulence be-
ing bursty, which can be easily seen from the test of regularity of turbulent fluctuations
(Mangeney 2012). Usually, turbulent fluctuations at different time scales τ are approxi-
mated by increments calculated at these scales, δyτ = y(t + τ) − y(t). The time aver-
ages of these increments are called “structure functions” (for more details see the paper
by Dudok de Wit et al. 2013 in this book). In the presence of intermittency, the scaling
of higher order moments of the structure functions diverges from the simple linear be-
havior expected for non-intermittent, Gaussian fluctuations: in essence, at smaller scales,
there are progressively more large jumps, as the turbulence generates small scale structures.
This behavior is also observed in the solar wind on MHD scales (Burlaga 1991; Tu and
Marsch 1995; Carbone et al. 1995; Sorriso-Valvo et al. 1999; Veltri and Mangeney 1999;
Veltri 1999; Salem 2000; Mangeney et al. 2001; Bruno et al. 2001; Sorriso-Valvo et al. 2001;
Hnat et al. 2003; Veltri et al. 2005; Bruno and Carbone 2005; Leubner and Voros 2005;
Jankovicova et al. 2008; Greco et al. 2009, 2010; Sorriso-Valvo et al. 2010). Figure 4 shows
probability distribution functions (PDF) of the tangential component of the standardized
magnetic field fluctuations �By = δBy/σ(δBy), σ being the standard deviation of δBy (in
RTN coordinates6) computed for three different time scales τ . Intermittency results in the
change of shape, from the large scale Gaussian to the small scale Kappa functions.

Intermittency is a crucial ingredient of turbulence. Being related to the full statistical
properties of the fields, its characterization can give an important insight on the nature of
turbulence and on possible dissipation mechanisms of turbulent energy.

Note, as well, that as far as the third-order moment of fluctuations is related to the energy
dissipation rate and is different from zero (see the K4/5 law, Eq. (1)), turbulence must shows
some non-Gaussian features.

Solar wind observations have shown that the intermittency of different fields can be re-
markably different. In particular, it has been observed in several instances that the magnetic

6R is the radial direction, N is the normal to the ecliptic plane and T completes the direct frame.
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Fig. 4 Probability distribution
functions (PDFs) of the
tangential component of the
standardized magnetic field
fluctuations �By (in RTN
coordinates) computed for three
different time lags, as indicated
in the legend. PDFs were
estimated using 6 second Helios
2 data recorded in a stationary
slow wind stream near 0.3 AU on
days 100 to 102 of 1976. The
data used here were published
previously in Bruno et al. (2004)

field is generally more intermittent than the velocity (Sorriso-Valvo et al. 1999, 2001). The
possibility that this implies that magnetic structures are passively convected by the velocity
field has been discussed, but no clear evidence was established, so that this is still an open
question (Bershadskii and Sreenivasan 2004; Bruno et al. 2007).

The use of data from Helios 2 spacecraft, which explored the inner heliosphere reaching
about 0.3 AU, has allowed to study the radial evolution of intermittency, and its dependency
on the wind type (fast or slow) (Bruno et al. 2003). The fast wind has revealed an important
increase of intermittency as the wind blows away from the Sun, while the slow wind is less
affected by the radial distance R. This suggests that some evolution mechanism must be ac-
tive in the fast solar wind. This could be either due to the slower development of turbulence
in the fast wind, with respect to the slow wind, or to the presence of superposed uncorre-
lated Alfvénic fluctuations, which could hide the structures responsible for intermittency in
the fast wind closer to the Sun. These uncorrelated Alfvénic fluctuations, ubiquitous in the
fast wind, are indeed observed to decay with R, as suggested for example by a parametric
instability model (Malara et al. 2000, 2001; Bruno et al. 2003, 2004).

The ultimate responsible for emergence of intermittency are strong fluctuations of
the fields with coupled phases over a finite range of scales. These are often referred to
as coherent structures. Figure 5 shows an example of a coherent structure responsible
for the non-Gaussian PDF tails in Fig. 4 at small scales: a shock wave with its nor-
mal quasi-perpendicular to the local mean field (Veltri and Mangeney 1999; Salem 2000;
Veltri et al. 2005). This kind of structures may be responsible for the dissipation of turbulent
energy in the collisionless solar wind.

A complication in the solar wind is that sharp structures, discontinuities, are ubiquitous.
Discontinuities typically involve a rotation in the magnetic field direction, and sometimes
variations in velocity, field magnitude and other plasma properties such as density and even
temperature and composition (Owens et al. 2011). Parameters such as composition do not
change much after the wind leaves the solar corona, so these might have been generated at its
source. However, the vast majority of structures have no such signature: are these also part
of the structure of the solar wind (Borovsky 2008), or are they generated dynamically by the
turbulence (Greco et al. 2009, 2012)? These structures seem to be associated with enhanced
temperature of the solar wind (Osman et al. 2011; Wu et al. 2013), so they might represent
a source of energy dissipation via reconnection or enhanced damping. Discontinuities, as
sharp jumps, also contribute to the intermittency of the solar wind turbulence. To what extent
is the observed intermittency inherent to the plasma turbulence, therefore, as opposed to
being an artifact of its generation in the corona? This is a currently unresolved issue and
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Fig. 5 Example of a coherent structure responsible for the non-Gaussian PDF tails in Fig. 4 at small scales:
a quasi-perpendicular shock wave at a time scale of the order of τ = 30 sec. Measurements of δB in the
local minimum variance frame (solid lines) and velocity fluctuations δv in the same frame (dashed lines) as
measured by Wind satellite in the fast solar wind (courtesy of C. Salem)

the topic of many recent works (Servidio et al. 2011, 2012; Zhdankin et al. 2012; Borovsky
2012a; Osman et al. 2012; Wu et al. 2013; Karimabadi et al. 2013).

2.3 Energy Transfer Rate

As we have mentioned in the introduction, any turbulent flow is characterized by power-
law energy spectra, presence of intermittency and linear dependence between the third order
structure function and scale. This last property is the only exact result for hydrodynamic
turbulence, known as the K4/5 law, see Eq. (1). In plasmas, the incompressible MHD version
of the K4/5 law has been obtained by Politano and Pouquet (1998) by using the Elsasser
fields Z±(t)= v(t)± b(t)/

√
4πρ in place of velocity δv in Eq. (1) (v(t) and b(t) being the

time dependent solar wind velocity and magnetic field).
The MHD equations can be conveniently written in terms of Elsasser variables Z± as

∂Z±

∂t
+ (

Z∓ · ∇)Z± =−∇P + η′∇2Z± , (2)

where P is the total pressure (magnetic plus kinetic), and η′ = η = ν is a dissipation coef-
ficient7. Non-linear terms (Z∓ · ∇)Z± in Eq. (2) are responsible for the transfer of energy
between fluctuations at different scales, originating the turbulent cascade and the typical

7For simplicity, resistivity η is assumed to be equal to viscosity ν.
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Fig. 6 The third order moment
linear scaling law as evaluated in
the 11 day time interval starting
on day 218 of 1996, during the
high latitude scan of Ulysses
spacecraft. The heliocentric
distance was 4.2 AU, the
heliolatitude was 30◦ , and the
mean wind speed of the sample
was 735 km/s. The linear fit
predicted by the law (3), is
indicated. For this sample, the
pseudo-energy transfer rate is
estimated to be
ε− = 212 J kg−1 s−1

Kolmogorov spectrum. The MHD version of the K4/5 law for �Z+ is obtained by subtract-
ing Eq. (2) for Z− from the one for Z+, evaluated at two generic points separated by the
scale �= Vswτ along the flow direction, and then by multiplying the result by �Z+.

This provides an evolution equation for the pseudo-energy flux,8 which includes terms
accounting for anisotropy, inhomogeneity and dissipation. Under the hypotheses of isotropy,
local homogeneity and vanishing dissipation (i.e. within the inertial range, far from the dis-
sipation scale), the simple linear relation can be retrieved in the stationary state (Politano
and Pouquet 1998):

Y±(τ )= 〈∣∣�Z±(τ, t)
∣∣2�Z∓R (τ, t)〉= 4

3
ε± �, (3)

where Z∓R is the radial component (i.e., along the mean solar wind flow Vsw) of the Elsasser
fields. For a detailed description of the derivation, see e.g. Danaila et al. (2001), Carbone
et al. (2009a).

The turbulent cascade pseudo-energy fluxes ε± are defined as the trace of the dissipation
rate tensors

ε±ij = η
〈(
∂iZ

±
i

)(
∂iZ

±
j

)〉
.

ε± describe the energy transfer rate and dissipation rate between the Elsasser field structures
on scales within the inertial range of MHD turbulence.

The relation (3) was first observed in numerical simulations of two dimensional MHD
turbulence (Sorriso-Valvo et al. 2002; Pietarila Graham et al. 2006), and later in solar wind
samples (MacBride et al. 2005; Sorriso-Valvo et al. 2007; MacBride et al. 2008), despite
the observational difficulties (Podesta et al. 2009a) and the fact that solar wind turbulence is
not isotropic (Sect. 2.1). An example of linear dependence between Y− and the time scale τ
from Ulysses high latitude data is shown in Fig. 6.

The observation of the third order moment scaling is particularly important, since it sug-
gests the presence of a (direct or inverse) turbulent cascade9 as the result of nonlinear inter-
actions among fluctuations. It also suggests that solar wind turbulence is fully developed, as

8The pseudo-energy refers to the fact that the Elsasser fields, Z+ and Z− , are pseudo-vectors. The pseudo-
energy associated to each Elsasser variable, ε± , is not an invariant of the flow. An invariant of the flow is the
total energy (ε+ + ε−)/2.
9The sign of the coefficient ε will give the direction of the cascade (i.e. the cascade is inverse for negative
energy flux).
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the dissipative effects have to be neglected in order to observe the linear scaling. It defines
rigorously the extension of the inertial range, where a Kolmogorov like spectrum can be
expected. In solar wind, the inertial range, as defined by the law of Politano and Pouquet
(1998), Eq. (3), is found to be extremely variable, and can reach scales up to one day or even
more (Sorriso-Valvo et al. 2007; Marino et al. 2012), much larger than usually assumed fol-
lowing typical estimates from the analysis of turbulent spectra. The variability of the inertial
range extension, i.e. the range of scales where the linear relation (3) is observed, is in agree-
ment with earlier multifractal analysis of solar wind fluctuations (Burlaga 1993). Moreover,
recent results, obtained through conditioned analysis of solar wind fluctuations, have con-
firmed that, for high cross-helicity states, i.e. when 〈v · b〉/(〈v2〉 + 〈b2〉) is high, the inertial
range observed in the spectrum extends to such larger scales (Wicks et al. 2013). It will be
interesting as well to verify the influence of the solar wind expansion time τexp (in compari-
son with the non-linear time) on the extension of the inertial range (see our discussion in the
introduction).

The third order moment law provides an experimental estimate of the mean energy
transfer rates ε±, a measurement which is not possible otherwise, as the solar wind dis-
sipation mechanisms (and so the viscosity η) are unknown. Solar wind energy trans-
fer rates have been shown to lie between ∼ 0.1 kJ kg−1 s−1 (in Ulysses high latitude
fast wind data, far from the Earth) and up to ∼ 10 kJ kg−1 s−1 in slow ecliptic wind
at 1 AU (Sorriso-Valvo et al. 2007; Marino et al. 2008, 2012; MacBride et al. 2008;
Smith et al. 2009). The rate of occurrence of the linear scaling in the solar wind time
series, and the corresponding energy transfer rate, have been related to several solar
wind parameters. For example, the energy transfer rate has been shown to anti-correlate
with the cross-helicity level (Smith et al. 2009; Stawarz et al. 2010; Marino et al. 2011,
2012; Podesta 2011), confirming that alignment between velocity and magnetic field re-
duces the turbulent cascade, as expected for Alfvénic turbulence (Dobrowolny et al. 1980;
Boldyrev 2006). Relationships with heliocentric distance and solar activity have also been
pointed out, with controversial results (Marino et al. 2011, 2012; Coburn et al. 2012).

The estimation of the turbulent energy transfer rate has also shown that the electro-
magnetic turbulence may explain the observed solar wind non-adiabatic profile of the to-
tal proton temperature (Vasquez et al. 2007; Marino et al. 2008; MacBride et al. 2008;
Stawarz et al. 2009). However, this explanation does not take into account a possible ion
temperature anisotropy, known to be important in the solar wind (see Sect. 3.2). Indeed, the
weakly collisional protons exhibit important temperature anisotropies (and complicated de-
partures from a Maxwellian shape, Marsch et al. 1982) and they have non double-adiabatic
temperatures profiles. Helios observations indicate that protons need to be heated in the per-
pendicular direction from 0.3 to 1 AU, but in the parallel direction they need to be cooled
at 0.3 AU. This cooling rate gradually transforms to a heating rate at 1 AU (Hellinger et al.
2011, 2013). It is not clear if the turbulent cascade may cool the protons in the parallel
direction (and transform this cooling to heating by 1 AU).

The phenomenological inclusion of possible contributions of density fluctuations to the
turbulent energy transfer rate resulted in enhanced energy flux, providing a more efficient
mechanism for the transport of energy to small scales (Carbone et al. 2009b).

Anisotropic corrections to the third order law have also been explored using anisotropic
models of solar wind turbulence (MacBride et al. 2008; Carbone et al. 2009a; Stawarz et al.
2009, 2010; MacBride et al. 2010; Osman et al. 2011).

It is important to keep in mind that the solar wind expansion, the large scale veloc-
ity shears and the stream-stream interactions importantly affect the local turbulent cascade
(Stawarz et al. 2011; Marino et al. 2012). Their effect on the turbulent energy transfer rate
needs to be further investigated (Wan et al. 2009; Hellinger et al. 2013).
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3 Turbulence at Kinetic Scales

At 1 AU, the MHD scale cascade finishes in the vicinity of ion characteristic scales
∼ 0.1–0.3 Hz in the spacecraft frame. Here the turbulent spectra of plasma parameters (mag-
netic and electric fields, density, velocity and temperature) change their shape, and steeper
spectra are observed at larger wave-numbers or higher frequencies, e.g. (Leamon et al. 1998;
Bale et al. 2005; Alexandrova et al. 2007; Chen et al. 2012a; Šafránková et al. 2013).
There is a range of terminology used to describe this range, including “dissipation range”,
“dispersion range” and “scattering range”. The possible physics taking place here in-
cludes dissipation of turbulent energy (Leamon et al. 1998, 1999, 2000; Smith et al. 2006;
Schekochihin et al. 2009; Howes et al. 2011b), a further small scale turbulent cas-
cade (Biskamp et al. 1996; Ghosh et al. 1996; Stawicki et al. 2001; Li et al. 2001;
Galtier 2006; Alexandrova et al. 2007, 2008; Schekochihin et al. 2009; Howes et al. 2011b;
Rudakov et al. 2011; Boldyrev and Perez 2012) or a combination of both.

The transition from the MHD scale cascade to the small scale range is sometimes called
the ion spectral break due to the shape of the magnetic field spectrum and to the scales
at which it occurs. The physical processes responsible for the break and the corresponding
characteristic scale are under debate. If the MHD scale cascade was filled with parallel
propagating Alfvén waves, the break point would be at the ion cyclotron frequency fci ,
where the parallel Alfvén waves undergo the cyclotron damping. The oblique kinetic Alfvén
wave (KAW) turbulence is sensitive to the ion gyroradius ρi (Schekochihin et al. 2009;
Boldyrev and Perez 2012) and the transition from MHD to Hall MHD occurs at the ion
inertial length λi (Galtier 2006; Servidio et al. 2007; Matthaeus et al. 2008, 2010).

Recent Cluster measurements of magnetic fluctuations up to several hundred Hz in the
solar wind (Alexandrova et al. 2009, 2012; Sahraoui et al. 2010) show the presence of an-
other spectral change at electron scales. At scales smaller than electron scales, the plasma
turbulence is expected to convert from electromagnetic to electrostatic (with the important
scale being the Debye length, see, e.g., Henri et al. 2011), but this is beyond the scope of the
present paper.

The energy partitioning at kinetic scales, the spectral shape and the properties of the small
scale cascade are important for understanding the dissipation of electromagnetic turbulence
in collisionless plasmas.

3.1 Turbulence Around Ion Scales

Figure 7 shows an example of the solar wind magnetic field spectrum covering the end of the
MHD inertial range and ion scales. The data are measured at 1 AU by Cluster/FGM (open
circles) and Cluster/STAFF-SC (filled circles), which is more sensitive than FGM at high
frequencies. One may conclude that the transition from the inertial range to another power-
law spectrum is around ion scales, such as the ion cyclotron frequency fci = 0.1 Hz, the ion
inertial scale λi corresponding to fλi = Vsw/(2πλi)� 0.7 Hz and the ion Larmor radius ρi
appearing at fρi = Vsw/(2πρi) � 1 Hz. However, which of these ion scales is responsible
for the spectral break is not evident from Fig. 7.

Leamon et al. (2000) performed a statistical study of the spectral break values fb at 1 AU
for different ion beta conditions, βi = nkBTi/(B2/2μ0) ∈ [0.03,3]10, with μ0 being the vac-
uum magnetic permeability. The best correlation is found with the ion inertial length while

10In this study, the authors used the statistical sample from Leamon et al. (1998), i.e., 33 turbulent spectra up
to ∼ 3 Hz measured by Wind spacecraft within the slow and fast streams, Vsw ∈ [300,700].
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Fig. 7 Wavelet spectrum of
magnetic fluctuations measured
by Cluster in the solar wind up to
12.5 Hz for the time interval
analyzed in Alexandrova et al.
(2008). The Cluster/FGM
spectrum is represented by open
circles, Cluster/Search Coil
(STAFF-SC) spectrum, by filled
circles. The characteristic ion
scales are marked by vertical
bars

Fig. 8 (a) Observed ion break frequency fb as a function of fλi = Vsw sin θBV /2πλi , a correlation of 0.6
is observed (Leamon et al. 2000). (b) Radial evolution of fb compared with the radial evolution of fci ,
fρ = Vsw/2πρi and fλ = Vsw/2πλi : none of the ion scales follow the break (Perri et al. 2010). (c) Radial
evolution of fb (black dots) compared with fci (black triangles), fρp = sin θBV Vsw/2πρp (red diamonds)
and fλp = sin θBV Vsw/2πλp (blue diamonds) (Bourouaine et al. 2012)

taking into account the 2D nature of the turbulent fluctuations, i.e. k⊥ � k‖, see Fig. 8(a).
A larger statistical sample of 960 spectra shows the dependence between fb , and fλi

B
δBb

,
where δBb/B is the relative amplitude of the fluctuations at the break scale (Markovskii

et al. 2008). This result is still not explained. But, it is important to keep in mind that δBb/B
is controlled by the ion instabilities in the solar wind when the ion pressure is sufficiently
anisotropic (Bale et al. 2009), see Sect. 3.2 for more details.

A different approach has been used by Perri et al. (2010): the authors studied the ra-
dial evolution of the spectral break for distances R ∈ [0.3,5] AU. They showed that the
ion break frequency is independent of the radial distance (see Fig. 8(b)). Bourouaine et al.
(2012) explained this result by the quasi-bidimensional topology of the turbulent fluctua-
tions, i.e. k⊥ � k‖. When this wave vector anisotropy is taken into account, the Doppler
shifted frequency 2πf = k ·Vsw can be approximated by kVsw sin θBV . It appears that the
ion inertial scale stays in the same range of frequencies as fb , and a correlation of 0.7 is
observed between fb and fλi = V sin θBV /2πλi , see Fig. 8(c).
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Fig. 9 7 solar wind spectra,
analyzed in Alexandrova et al.
(2009, 2010) under different
plasma conditions as a function
of the wave-vector k⊥
perpendicular to the magnetic
field. The spectra are superposed
with a normalization factor E0 at
scales smaller than all ion scales:
one observes divergence of the
spectra in the transition range
around the ion scales kρi and kλi

As we have discussed above, the transition to kinetic Alfvén turbulence happens at the
ion gyroradius ρi scale (Schekochihin et al. 2009; Boldyrev et al. 2012), while the dispersive
Hall effect becomes important at the ion inertial length λi . Results of Leamon et al. (2000)
and Bourouaine et al. (2012) indicate, therefore, that the Hall effect may be responsible for
the ion spectral break. Note that Bourouaine et al. (2012) analyzed Helios data only within
fast solar wind streams with βi < 1, i.e. when λi > ρi .11 It is quite natural that the largest
characteristic scale (or the smallest characteristic wave number) affects the spectrum first
(Spangler and Gwinn 1990). It will be interesting to verify these results for slow solar wind
streams and high βi regimes.

Just above the break frequency, f > fb , the spectra are quite variable. Smith et al. (2006)
show that within a narrow frequency range [0.4–0.8] Hz, the spectral index α varies between
−4 and −2. This result was obtained using ACE/FGM measurements. However, one should
be very careful while analyzing FGM data at frequencies higher than the ion break (i.e.
at f > 0.3 Hz), where the digitalization noise becomes important (Lepping et al. 1995;
Smith et al. 1998; Balogh et al. 2001). For example, in Fig. 7 the Cluster/FGM spectrum
deviates from the STAFF spectrum at f ≥ 0.7 Hz.12

Figure 9 shows several combined spectra, with Cluster/FGM data at low frequencies
and Cluster/STAFF data at f > fb . The spectra are shown as a function of the wave-vector
k⊥13. The spectra are superposed at k⊥ > kρi , kλi , i.e. at scales smaller than all ion scales:
while at these small scales all spectra follow the same law, around ion scales kρi and kλi
(named here a transition range) one observes a divergence of the spectra. The origin of this
divergence is not completely clear. It is possible that ion damping (e.g. Denskat et al. 1983;
Sahraoui et al. 2010), a competition between the convective and Hall terms (Kiyani et al.

11Ion plasma beta can be expressed in terms of ion scales: βi = 2μ0nkBTi/B
2 = ρ2

i
/λ2
i
.

12The digitalization noise at Cluster/FGM and at ACE/FGM is nearly the same, see Smith et al. (1998),
Balogh et al. (2001).
13Cluster stays in the free solar wind not connected to the Earth’s bow-shock, while the flow-to-field angle,
θBV , is quasi-perpendicular. Therefore, only k⊥ wave vectors are well resolved.
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Fig. 10 Spectra of ion moments, (a) density, (b) velocity, (c) ion thermal speed, up to∼ 3 Hz as measured by
Spektr-R/BMSW (Bright Monitor of Solar Wind) in the slow solar wind with Vsw = 365 km/s and βp � 0.2.
Figure from Šafránková et al. (2013)

2013) or ion anisotropy instabilities (Gary et al. 2001; Matteini et al. 2007, 2011; Bale et al.
2009) may be responsible for the spectral variability within the transition range.

One of the important properties of the transition range is that the turbulent fluctuations
become more compressible here (Leamon et al. 1998; Alexandrova et al. 2008; Hamilton
et al. 2008; Turner et al. 2011; Salem et al. 2012; Kiyani et al. 2013). Let us define the
level of compressibility of magnetic fluctuations as δB2

‖/δB
2
tot , with δB2

tot being the total
energy of the turbulent magnetic field fluctuations at the same scale as δB‖ is estimated.
If in the inertial range the level of compressibility is about 5 %, for f > fb it can reach
30 % and it depends on the plasma beta βi (Alexandrova et al. 2008; Hamilton et al. 2008).
The increase of the compressibility at kinetic scales has been attributed to the compressive
nature of kinetic Alfvén or whistler turbulence (Gary and Smith 2009; Salem et al. 2012;
TenBarge et al. 2012). On the other hand, it can be described by the compressible Hall MHD
(Servidio et al. 2007). In particular, in the this framework, different levels of compressibility
can also explain the spectral index variations in the transition range (Alexandrova et al. 2007,
2008).

The flattening of the electron density spectrum from ∼ f −5/3 to ∼ f −1, seen in Fig. 3,
is observed within the same range of scales as the increase of the magnetic compressibility.
The shape of this flattening is consistent with the transition between MHD scale Alfvénic
turbulence and small scale KAW turbulence (Chandran et al. 2009; Chen et al. 2013a). More
recently, Šafránková et al. (2013) measured the ion density spectrum within the transition
range, finding similar results, as expected from the quasi-neutrality condition. In addition,
they showed the ion velocity and temperature spectra in this range to be steeper with slopes
around −3.4. An example of such spectra is shown in Fig. 10.

The transition range around ion scales is also characterized by magnetic fluctuations
with quasi-perpendicular wave-vectors k⊥ > k‖ and a plasma frame frequency close to zero
(Sahraoui et al. 2010; Narita et al. 2011; Roberts et al. 2013). Sahraoui et al. (2010) inter-
pret these observations as KAW turbulence, although Narita et al. (2011) found no clear
dispersion relation. Magnetic fluctuations with nearly zero frequency and k⊥ � k‖ can
also be due to non-propagative coherent structures like current sheets (Veltri et al. 2005;
Greco et al. 2010; Perri et al. 2012), shocks (Salem 2000; Veltri et al. 2005; Mangeney
et al. 2001), current filaments (Rezeau et al. 1993), or Alfvén vortices propagating with a
very slow phase speed ∼ 0.1VA in the plasma frame (Petviashvili and Pokhotelov 1992;
Alexandrova 2008). Such vortices are known to be present within the ion transition range
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Fig. 11 Magnetic helicity σm
for an outward magnetic sector as
measured by STEREO spacecraft
as a function of time scale τ (s)
and angle to the magnetic field
θVB (He et al. 2011b)

of the planetary magnetosheath turbulence, when ion beta is relatively low βi ≤ 1 (Alexan-
drova et al. 2006; Alexandrova and Saur 2008). Recent Cluster observations in the fast solar
wind suggest that the ion transition range can be populated with KAWs and Alfvén vortices
(Roberts et al. 2013).

As well as the spectrum of energy, the spectrum of magnetic helicity is also used to diag-
nose solar wind turbulence, and can tell us more details about the nature of the fluctuations
(Matthaeus et al. 1982; Howes and Quataert 2010). Magnetic helicity is defined as 〈A · B〉,
where B=∇ ×A, with A being the vector potential. It has been measured that at ion scales
the magnetic helicity is anisotropic (He et al. 2011b). Figure 11 shows the reduced mag-
netic helicity14 σm as a function of the time scale and of the local flow-to-field angle θBV .
The authors found that, at time scales corresponding to the ion scales (1 to 10 s), there was
a significant positive (negative) magnetic helicity signature for inward (outward) directed
magnetic field in the parallel direction (i.e. for θBV close to 0 or to 180). This is consistent
with left-hand parallel propagating Alfvén-ion-cyclotron waves. In the perpendicular direc-
tion, θBV � 90◦, they found a magnetic helicity signature of the opposite sense: positive
(negative) for outward (inward) field, consistent with the right-hand polarization, inherent
to both whistler and kinetic Alfvén waves. Outside the range of frequencies (0.1–1) Hz, the
magnetic helicity was generally zero. Podesta and Gary (2011) found the same result us-
ing Ulysses data and suggested the source of the parallel waves to be pressure anisotropy
instabilities, which we will now discuss in more details.

3.2 Ion Scale Instabilities Driven by Solar Wind Expansion and Compression

The turbulent fluctuations, while cascading from the inertial range to the kinetic scales, will
undergo strong kinetic effects in the vicinity of such ion scales as the ion skin depth or
inertial scale λi , and near the thermal gyroradius ρi . At these small scales ion temperature
anisotropy instabilities can occur (Gary et al. 2001; Marsch 2006; Matteini et al. 2007, 2011;
Bale et al. 2009), and may remove energy from, or also inject it into, the turbulence.

As the solar wind expands into space, mass flux conservation leads to a density profile
that falls roughly as 1/R2 (beyond the solar wind acceleration region); the magnetic field
decays similarly, although the solar rotation and frozen flux condition ensure an azimuthal
component to the field. If the solar wind plasma remains (MHD) fluid-like, then the double-
adiabatic conditions (also called the Chew-Goldberger-Low or ‘CGL’) will apply (Chew
et al. 1956) and will serve to modify adiabatically the plasma pressure components such
that:

14I.e. the magnetic helicity measured along the satellite trajectory.
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p||B2

ρ3
= const (4)

p⊥
ρB

= const, (5)

with p‖,⊥ being the ion pressure along (‖) and perpendicular (⊥) to the mean field B.
Taken together, the CGL conditions suggest that an adiabatically transported fluid el-

ement should see its temperature ratio T⊥/T|| fall as approximately 1/R2 between 10
and 100Rs , as the solar wind expands outward (Rs being the radius of the Sun). There-
fore a parcel of plasma with an isotropic temperature (T⊥/T|| ∼ 1) at the edge of the so-
lar wind acceleration region (∼ 10Rs ) will arrive at 1 AU in a highly anisotropic state
T|| ∼ 100T⊥, if it remains adiabatic. Such a large temperature anisotropy has never been
observed in the solar wind because the CGL conditions do not take into account wave-
particle interactions or kinetic effects, which can control plasma via different types of insta-
bilities.

Several early authors studied this possibility and looked for evidence of instabil-
ity (Gary et al. 1976, 1996; Kasper 2002; Hellinger et al. 2006; Matteini et al. 2007;
Bourouaine et al. 2010). Relatively recent results of Bale et al. (2009) using well-calibrated,
statistical measurements from the Wind spacecraft have shown that the proton temperature
anisotropy T⊥/T|| is constrained by the β||15-dependent thresholds for the oblique firehose
instability (for T⊥/T|| < 1) and the mirror-mode instability (for T⊥/T|| > 1) suggesting that
the growth of ion-scale fluctuations acts to isotropize the plasma near the thresholds (Gary
1993). Indeed, a build-up of magnetic fluctuation power is observed near these thresholds
(Bale et al. 2009) and the fluctuations seen near the mirror threshold and for β|| > 1 are
compressive, as would be expected from the growth of mirror waves (Hasegawa 1969).
Figure 12 (left) shows time series data of magnetic and velocity fluctuations as the solar
wind approaches the oblique firehose instability threshold: the top panel shows measure-
ments of the ion temperature anisotropy (black dots) and the theoretical instability thresh-
olds (Hellinger et al. 2006) as dotted lines. When the solar wind approaches the firehose
threshold (black dotted line), enhanced fluctuation power is observed in the perpendicular
components of the magnetic field and velocity, consistent with Alfvénic-like fluctuations
excited by the firehose instability (Hellinger and Matsumoto 2000, 2001). Figure 12 (right)
shows an example when the plasma conditions are close to both, mirror and firehose instabil-
ity thresholds, and when both types of fluctuations, Alfvénic and compressive, are excited.

Figure 13 is reproduced from Bale et al. (2009) and shows statistically the effect seen
in Fig. 12. One continuing puzzle here is the following: the instability thresholds, with the
rate γ � 10−32πfci , calculated by Hellinger et al. (2006) suggest that the ion cyclotron
instability should be unstable at values of T⊥/T|| lower than the mirror instability (at low
β‖), however there is no clear evidence in the data of an ion cyclotron limit. One reason for
this may be that the mirror mode is non-propagating, and therefore more effective in pitch
angle scattering. In any case, this is unresolved.

The clear existence of instability-limited anisotropies, and the measurement of the as-
sociated ion-scale fluctuations, bring to light a very important question: how much of the
fluctuation power (magnetic, velocity, or other) measured near the ion scales in the solar
wind is generated by instabilities, rather than driven by the turbulent cascade?

Figure 14 shows the probability distribution (see the yellow histogram) of parallel ion
beta β‖, using the Wind dataset described in Bale et al. (2009). The colored lines show the

15Parallel ion beta is defined with the parallel ion temperature, β‖ = nkBT‖/(B2/2μ0).
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Fig. 12 (Left) time series data of measured proton temperature anisotropy (dots) and instability thresholds
(top panel), of magnetic (2nd panel) and velocity (3rd panel) vector fluctuations in a field-aligned coordinate
system (FAC), using 3 second measurements from the Wind/3DP instrument; red lines indicate fluctuations
parallel to the mean field B, p1 (violet) and p2 (green) represent the two perpendicular components. As the
measured proton anisotropy approaches the oblique firehose instability threshold (black dotted line in the top
panel), Alfvénic-like fluctuations are excited and visible as perpendicular magnetic and velocity perturba-
tions. (Right) the same format as left figure, but for the high ion beta regime, when the plasma conditions
were close to both, mirror and firehose instability thresholds: both types of fluctuations, Alfvénic-like and
compressive, are excited

cumulative distribution of “unstable” measurements, i.e. data points around and beyond the
theoretical instability thresholds indicated in Fig. 13 by dotted lines. The black line gives
the sum of all colored histograms. For solar wind intervals with β‖ ≥∼ 3, more than 20 %
of the intervals would be unstable. However, the magnetic field fluctuation measurements,
shown in Fig. 13, suggest that the power is enhanced well before the thresholds—hence the
effect may be much larger.

It seems that the magnetic and velocity fluctuation power is injected near the ion scales
by instabilities, whose energy source is solar wind expansion or compression, and that this
effect is dependent on the plasma β . These quasi-linear ion instabilities co-exist with the
non-linear turbulent cascade in the solar wind. Therefore, if the goal is to study cascade
physics, care must be taken when studying ion scale fluctuations, to be certain that the
plasma is very near to isotropic T⊥/T|| ∼ 1 to avoid the quasi-linear ion instabilities. Inter-
estingly, the bottom panel of Fig. 13, which shows the collisional age of protons,16 demon-
strates that the condition T⊥/T|| ∼ 1 corresponds to a solar wind plasma that is collisionally
well-processed (‘old’) and so remains ‘fluid-like’, rather than kinetic. The measurements of
‘kinetic’ turbulence must be qualified by considering the particle pressure anisotropies, and
relative drifts between protons and α-particles and protons and electrons (Chen et al. 2013b;
Perrone et al. 2013).

16The collisional age is defined as τcoll = νppR/Vsw , the Coulomb proton-proton collision frequency νpp
multiplied by the transit time (or expansion time) from the Sun to 1 AU and is an estimate of the number of
binary collisions in each plasma parcel during transit from the Sun to the spacecraft.
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Fig. 13 Temperature anisotropy
T⊥/T|| vs plasma parallel beta
β|| from Bale et al. (2009). The
upper panel shows the constraint
of plasma by the mirror (upper
dashed line) and oblique firehose
(lower dashed line) instabilities,
as shown by Hellinger et al.
(2006). The second panel shows
a statistical enhancement of
magnetic fluctuations δB/B
(calculated at f = 0.3 Hz, i.e.
close to the ion spectral break)
near the thresholds and at higher
β||. The third panel shows the
distribution of the magnetic
compressibility δB||/δB (at ion
scales as well) and is consistent
with mirror instability near that
threshold. The fourth panel
shows the collisional age of the
ions (i.e. the number of collisions
suffered by a thermal ion
between the Sun and the
spacecraft at 1 AU) in the same
parameter plane

3.3 Small Scale Inertial Range Between Ion and Electron Scales, and Dissipation at
Electron Scales

As far as the turbulent cascade crosses the ion scales and before reaching the electron scales
(the satellite frequencies being 3 ≤ f ≤ 30 Hz), magnetic spectra follow ∼ k−2.8

⊥ (Alexan-
drova et al. 2009; Chen et al. 2010a; Sahraoui et al. 2010), see Fig. 9. This spectral shape
seems to be independent of the local plasma parameters, as far as the angle between the flow
and the field θBV is quasi-perpendicular (Alexandrova et al. 2009, 2012).
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Fig. 14 Probability distribution
of parallel ion beta β‖ in the data
set analyzed by Bale et al. (2009).
The total distribution is shown in
yellow; the most probable value
of β|| in the solar wind is around
0.8. The various colored lines
show the normalized histograms
of occurrence of data at and
beyond a certain threshold for
different types of instabilities, as
calculated by Hellinger et al.
(2006), the black line gives the
sum of all colored histograms: at
high β‖, more than 20 % of the
solar wind is unstable

Fig. 15 17 electron density
spectra normalized in scale to the
ion gyroradius, showing a
flattening at ion scales
∼ (kρi )−1, as in Fig. 3, and a
slope close to –2.75 between ion
and electron scales Chen et al.
(2013a) in agreement with the
magnetic spectrum at these
scales, see Fig. 9

The electron density spectrum between ion and electron scales was determined by Chen
et al. (2012a, 2013a) using the high frequency measurements of spacecraft potential on
ARTEMIS. Figure 15 shows 17 electron density spectra normalized to the ion gyroradius,
measured for θBV > 45◦ in the solar wind. At large scales, the spectra are in agreement
with previous observations (see Fig. 3). At small scales, for kρi ≥ 3 the electron density
spectra follow the ∼ k−2.75 power-law, which is close to the typical value of –2.8 found in
the magnetic field spectrum.

The observations of well defined power-laws in magnetic and density spectra between ion
and electron scales suggest that at these scales there is a small scale inertial range (Alexan-
drova et al. 2007, 2008, 2009; Kiyani et al. 2009; Chen et al. 2010a, 2012a; Sahraoui et al.
2010) or an electron inertial range (Smith et al. 2012).

Kolmogorov arguments for Electron MHD lead to a ∼ k−7/3 magnetic energy spectrum
(Biskamp et al. 1996, 1999; Cho and Lazarian 2004). More recent theories of strong KAW
turbulence also predict a –7/3 spectrum for both density and magnetic field (Schekochi-
hin et al. 2009). The fact that the observed spectra are typically steeper than this has been
explained in several ways, including electron Landau damping (Howes et al. 2011b), com-
pressibility effect (Alexandrova et al. 2007) and an intermittency correction resulting in a
spectral index of –8/3 (Boldyrev and Perez 2012). The same spectral index of −8/3 can
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Fig. 16 (Left) Power in δB⊥ (in color) as a function of parallel and perpendicular scale between ion and
electron scales (Chen et al. 2010a). (Right) Spectral index as a function of angle θB (the angle between B and
the separation vector between Cluster satellites) for the perpendicular δB⊥ and parallel δB‖ field components
(Chen et al. 2010a)

be also obtained in quasi-bidimentional strong Electron MHD turbulence (k⊥ � k‖) when
parallel cascade is weak (Galtier et al. 2005). A model of Rudakov et al. (2011) of KAW tur-
bulence with nonlinear scattering of waves by plasma particles gives spectral index between
2 and 3.

As we have mentioned, the magnetic and density spectra of Figs. 9 and 15 are measured
for quasi-perpendicular θBV . Varying this angle, one may resolve turbulent fluctuations with
different k, as discussed in Sect. 2.1. Chen et al. (2010a) used a multi-spacecraft technique to
measure the wavevector anisotropy of the turbulence between ion and electron scales (up to
∼ 10 Hz) using two-point structure functions. They found the turbulence to be anisotropic
in the same sense as in the MHD scale cascade, with k⊥ > k‖, corresponding to “eddies”
elongated along the local mean field direction (Fig. 16, left). They also found the spectral
index of the perpendicular magnetic fluctuations δB⊥ to become steeper for small θB (the
angle between B and the separation vector between Cluster satellites), i.e. for k parallel
to B (Fig. 16, right), suggestive of strong whistler or kinetic Alfvén turbulence (Cho and
Lazarian 2004; Schekochihin et al. 2009; Chen et al. 2010b; Boldyrev and Perez 2012).
Note that two-point structure functions cannot resolve spectral indices steeper than −3, e.g.
Abry et al. (1995, 2009), Chen et al. (2010a). So, it is possible that the parallel spectral index
of δB⊥ is steeper than what is shown in Fig. 16 (right).

Recently, Turner et al. (2011) studied anisotropy of the magnetic fluctuations up to
∼ 20 Hz. The authors used the reference frame based on the mean magnetic field and ve-
locity, which allow to check the axisymmetry and importance of the Doppler shift for k⊥
fluctuations (Bieber et al. 1996). The authors found that the spectrum of magnetic fluctua-
tions in the direction perpendicular to the velocity vector in the plane perpendicular to B,
Vsw⊥, is higher than the spectrum of δB along Vsw⊥. This is consistent with a turbulence
with k⊥ � k‖, where the fluctuations with k along Vsw⊥ are more affected by the Doppler
shift than the fluctuations with k perpendicular to Vsw⊥. These results are also in agreement
with the magnetosheath observations between ion and electron scales (Alexandrova et al.
2008).

What happens at smaller scales? Several authors have suggested that the electromagnetic
turbulent cascade in the solar wind dissipates at electron scales. These scales are usually
called electron dissipation range, e.g. Smith et al. (2012).

Figure 17 is reproduced from Alexandrova et al. (2012). The upper panel shows a number
of magnetic field spectra measured under different plasma conditions: 100 spectra from ion
scales to a fraction of electron scales, and 7 spectra measured from the MHD range to a

Reprinted from the journal 48



Solar Wind Turbulence and the Role of Ion Instabilities

Fig. 17 100 magnetic field
spectra in the kinetic range to a
fraction of electron scales and 7
magnetic field spectra covering
fluid and kinetic scales, with
spectra compensated to
(k⊥ρe)8/3 exp(k⊥ρe) in the
lower panel (Alexandrova et al.
2012)

fraction of electron scales. At scales smaller than the ion scales (k⊥ > kρi, kλi ), all the spectra
can be described by one algebraic function covering electron inertial and dissipation ranges,

E(k⊥)=E0k
−α
⊥ exp (−k⊥�d) (6)

where α � 8/3 and where �d is found to be related to the electron Larmor radius ρe , with a
correlation coefficient of 0.7. This law is independent of the solar wind properties, slow or
fast, and of ion and electron plasma beta, indicating the universality of the turbulent cascade
at electron scales. The compensated 100 spectra with the k8/3

⊥ exp (k⊥ρe)–function are shown
in the bottom panel of Fig. 17: they are flat over about 2 decades confirming the choice of
the model function

E(k⊥)=E0k
−8/3
⊥ exp(−k⊥ρe) (7)

to describe solar wind spectrum at such small scales.
It is interesting that a similar curved spectrum is expected in the Interstellar Medium

turbulence, but at ion scales (Spangler and Gwinn 1990; Haverkorn and Spangler 2013).
Another description of the spectrum within the electron inertial and dissipation ranges

was proposed by Sahraoui et al. (2010). It consists of two power-laws separated by a break,
see Fig. 18 (left). This double-power-law model can be formulated as

Ẽ(k⊥)=A1k
−α1
⊥

(
1−H(k⊥ − kb)

)+A2k
−α2
⊥ H(k⊥ − kb), (8)

H(k⊥ − kb) being the Heaviside function, kb the wave number of the break, A1,2 the am-
plitudes of the two power-law functions with spectral indices α1,2 on both sides of kb . This
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Fig. 18 (Left) Magnetic spectrum from Sahraoui et al. (2010), compared with ∼ f−2.8 for 4 ≤ f ≤ 35 Hz
and with ∼ f−3.5 for 50 ≤ f ≤ 120 Hz, the break frequency is around 40 Hz. (Right) A zoom on the high
frequency part of the spectrum on the left, fitted with∼ f−2.6 exp (−f/f0), the exponential cut-off frequency
f0 = 90 Hz is close to the Doppler shifted ρe , f0 � fρe = Vsw/2πρe . This last fitting function is equivalent
to the model (7) for wave vectors

model has five free parameters. A statistical study of the solar wind magnetic spectra at high
frequencies (f > 3 Hz) shows that α1 does not vary a lot, α1 = 2.86± 0.08 (Alexandrova
et al. 2012). Then the amplitudes A1 and A2 are equal at the break point. Therefore we can
fix two of the five parameters of model (8). This model has thus three free parameters, A1,
α2 and kb (in comparison with one free parameter, E0, in Eq. (7)).

Figure 18 (left) shows the frequency spectrum from (Sahraoui et al. 2010), compared at
high frequencies17, f > 3 Hz, with the double power-law model (8) with α1 � 2.8, α2 � 3.5
and the spectral break at fb � 40 Hz. Figure 18 (right) shows the total power spectral density
for the same dataset fitted with the exponential model (6), which can be written for frequency
spectrum as ∼ f −α exp(−f/f0). The parameters of the fit are α � 8/3 and the exponential
cut-off frequency f0 = 90 Hz, which is close to the Doppler shifted electron gyro-radius ρe
for this time interval. Therefore, the model (7) can be applied in this particular case as well.

In the statistical study by Alexandrova et al. (2012), the authors concluded that model
function (7) describes all observed spectra, while the double-power-law model (8) cannot
describe a large part of the observed spectra. Indeed the unique determination of the spectral
break kb with A1 =A2 at the break is not always possible because of the spectral curvature,
and for low intensity spectra there are not enough data points to allow a good determination
of α2.

The equivalence between the electron gyro-radius ρe , in the solar wind turbulence, and
the dissipation scale �d , in the usual fluid turbulence, can be seen also from Fig. 19 where
the Universal Kolmogorov Function E(k)�d/η2 is shown as a function of k�d (Frisch 1995;
Davidson 2004), for three different candidates for the dissipation scale �d , namely for ρi ,
λi and ρe; and for one time characteristic scale, namely the electron gyro-period f −1

ce . For
simplicity, the kinematic viscosity η is assumed to be constant, despite the varying plasma
conditions. One can see that the ρi and λi normalizations are not efficient to collapse the
spectra together. Normalization on λe gives the same result as for λi . At the same time,

17Cluster/Staff-SC measurements in the burst mode.
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Fig. 19 Universal Kolmogorov function ∝ �dE(k) for hypothesized dissipation scales �d as a function of
(a) kρi , (b) kλi , (c) kρe and (d) f/fce . Figure from Alexandrova et al. (2009), corrected for 3 STAFF-SA
frequencies, as explained in Alexandrova et al. (2012)

the normalizations on ρe and fce bring the spectra close to each other, as expected while
normalizing by �d . In addition to the spectral analysis presented in Fig. 17, the Universal
Kolmogorov Function normalization gives an independent confirmation that the spatial scale
which may play the role of the dissipation scale, in the weakly collisional solar wind, is the
electron gyro-radius ρe .

It is important to mention, that the amplitude parameter E0 of the exponential model (7)
is found to be related to the solar wind plasma parameters (Alexandrova et al. 2011), see
Fig. 20. The amplitude of the raw frequency spectra is found to be related to the ion thermal
pressure as ∼ nkBTi (Fig. 20, upper line). This is similar to the amplitude of the inertial
range spectrum, which is found to be correlated to the ion thermal speed ∼ V 2

th (Grappin
et al. 1990). The amplitude of the k-spectra, as well as the amplitude of the normalized kρe-
spectra, appears to depend on the ion temperature anisotropy as ∼ (Ti⊥/Ti‖)1.6±0.1 (Fig. 20,
lower line). This last result suggests that the ion instabilities present around the ion break
scale may indeed inject or remove energy from the cascade (see our discussion in Sect. 3.2).
Therefore, the scales around the ion break (or ‘transition range’, see Fig. 9) may be seen, in
part, as the energy injection scales for the small scale inertial range.

In usual fluid turbulence, the far dissipation range is described by E(k)∼ k3 exp(−ck�d)
(with c � 7) (Chen et al. 1993). The exponential tail is due to the resistive damping rate
γ ∝ k2 valid in a collisional fluid. In the collisionless plasma of the solar wind there is no
resistive damping, and thus the observation of the exponential spectrum within the electron
dissipation range deserves an explanation.

Howes et al. (2011a) consider a model (“weakened cascade model”) which includes the
nonlinear transfer of energy from large to small scales in Fourier space and the damping
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Fig. 20 (a) The 100 magnetic frequency spectra measured by Cluster/STAFF in the solar wind for f > 1 Hz,
analyzed in Alexandrova et al. (2012); (b) intensity of the frequency spectra at a fixed frequency f = 5 Hz as
a function of the ion thermal pressure nkBTi : dependence is P ∼ nkBTi ; (c) the same spectra as in panel (a)
but shown as a function of kρe and superposed using an amplitude factor A (equivalent to E0 in Fig. 17); (d)
The amplitudeA as a function of the ion temperature anisotropy Ti⊥/Ti‖: dependenceA∼ (Ti⊥/Ti‖)1.6±0.1

is observed. Figure from Alexandrova et al. (2011)

of kinetic Alfvén waves. The spectral laws are respectively Ek ∝ k−5/3
⊥ at large scales and

Ek ∝ k−7/3
⊥ between ion and electron scales. The damping becomes important at electron

Larmor radius ρe scale. It is obtained by linearizing the Vlasov-Maxwell equations in the
gyrokinetic limit (k‖ 	 k⊥, with frequencies f 	 fci ). For k⊥ρi � 1 it has the form γ ∝
k‖k2

⊥. Taking into account the assumption of critical balance τnl = τA (i.e. k⊥v = k‖VA)
(Goldreich and Sridhar 1995), and the spectral index −7/3 (i.e. v ∼ k−2/3

⊥ ), one gets k‖ ∝
k

1/3
⊥ . Therefore, the damping term takes the form γ ∝ k2+1/3

⊥ . The exponent of the damping
rate is thus very close to the k2 scaling of the Laplacian viscous term, which is known to
lead in hydrodynamical turbulence to an exponential tail in the dissipation range. Indeed,
when taking into account the damping term, Howes et al. (2011a) obtain numerically a final
curved tail at scales smaller than electron scales. Superficially, this spectrum thus resembles
the analytic form which we have found to be valid to describe the solar wind turbulence,
Eq. (7).

As we have just seen, the model of Howes et al. (2011a) assumes the k⊥ � k‖–anisotropy
and very low frequencies f 	 fci . Present multi-satellite observations can not cover the
electron inertial and dissipation ranges at scales smaller than the smallest satellite sep-
aration ∼ 100 km. Only the one-satellite technique of Bieber et al. (1996) can be used.
A first attempt to determine the distribution of wave-vectors k of the electromagnetic fluc-
tuations within the electron inertial and dissipation ranges (for the observed frequencies
[8,500] Hz) was carried out in the magnetosheath by Mangeney et al. (2006). They show
that the wavevectors k of the electromagnetic fluctuations are distributed within the plane
nearly perpendicular to the mean field B, with an angle of ∼±5◦ around this plane. How-
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ever, the authors have not found any agreement between the observed properties of magnetic
fluctuations and KAW turbulence.

The nature of turbulence between ion and electron scales is still under debate. As with
the MHD scale cascade, there are a number of observational and theoretical works, which
identify turbulent fluctuations at small scales as having properties of linear wave modes
(e.g., Denskat et al. 1983; Goldstein et al. 1994; Ghosh et al. 1996; Biskamp et al. 1996,
1999; Leamon et al. 1998; Cho and Lazarian 2004; Bale et al. 2005; Galtier 2006; Sahraoui
et al. 2010, 2012; Howes et al. 2006, 2008, 2012b; Schekochihin et al. 2009; Gary and Smith
2009; Chandran et al. 2009; Chen et al. 2010b, 2013a; Salem et al. 2012; Klein et al. 2012;
Boldyrev and Perez 2012). A recent analysis by Chen et al. (2013c) showed that the ratio of
density to magnetic fluctuations in the range between ion and electron scales is very close
to that expected for kinetic Alfvén waves, and not whistler waves, and concluded that the
fluctuations in this range are predominantly strong kinetic Alfvén turbulence. The precise
interplay between linear and non-linear physics is an important unsolved problem in plasma
turbulence.

Solar wind observations and numerical simulations show that the fluctuations at kinetic
scales have non-Gaussian distributions, indicating the presence of intermittency (Alexan-
drova et al. 2007, 2008; Kiyani et al. 2009; Wan et al. 2012; Wu et al. 2013). Recently, small
scale coherent current sheets have been identified at scales close to electron scales (Perri
et al. 2012). These features are consistent with strong, rather than weak (or wave) turbu-
lence. The properties of the intermittency at small scales are not clear at the moment. There
are two contradictory observations: (i) Alexandrova et al. (2008) show a scale dependent
deviation from Gaussianity of the PDFs of the magnetic fluctuations δBR (along the solar
wind flow); (ii) Kiyani et al. (2009) show observations suggesting a scale-invariance within
the small scales. Further work is needed to understand this discrepancy.

4 Discussion

In this paper we have discussed solar wind turbulence observations in a large range of scales:
from the MHD scales to the electron characteristic scales.

At MHD scales, within the inertial range, the solar wind turbulence presents several
general characteristics inherent to fully developed fluid turbulence: (i) energy spectra of
different plasma parameters have well-defined power-laws; (ii) the probability distribu-
tion functions deviate from a Gaussian distribution, indicating stronger gradients at smaller
scales (intermittency); (iii) the third order moments of turbulent fluctuations have the linear
dependence on scale (the proportionality coefficient giving the energy transfer rate). The
anisotropy of turbulence with respect to a mean magnetic field is shown to be important: the
turbulence develops mostly in the plane perpendicular to B, i.e. with k⊥ � k‖. The perpen-
dicular magnetic spectrum follows ∼ k−5/3

⊥ scaling, while the parallel spectrum is steeper
∼ k−2

‖ . The dominant fluctuations are Alfvénic in nature, i.e. δB⊥ > δB‖, however, the ve-
locity spectrum has a spectral slope of −3/2 and it does not follow the magnetic spectrum.
There is a small fraction of the turbulent energy in compressible fluctuations. It is not clear
whether they behave as a passive contaminant as in compressible neutral fluid turbulence or
they are an active component of the turbulence in the solar wind. In other words, is it pos-
sible to describe these compressible fluctuations independently of the dominant Alfvénic
cascade, or are they inherently coupled? This question is a matter of debate.

The MHD inertial range ends at ion characteristic scales. Here, different kinetic ef-
fects may take place and inject or remove energy from the turbulent cascade. In particu-
lar, the large scale energy reservoir related to the solar wind spherical expansion may be
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released into fluctuations, throughout instabilities, like mirror and oblique firehose instabil-
ities, which becomes important for high ion betas (βi > 3). Then these fluctuations may
interact with particles and dissipate, or participate to the turbulent cascade at smaller scales.
At lower beta, the plasma is stable and more or less isotropic: no additional energy is ex-
pected to arrive to the turbulent cascade. However, the exact energy partition between fluid
and kinetic degrees of freedom at ion scales is still under debate. Around ion scales magnetic
spectra are variable, and the compressibility increases. A spectral break seems to appear at
the ion inertial scale, suggesting that dispersive effects (Hall effect) become significant.

Between ion and electron scales, a small scale turbulent cascade seems to be established.
This cascade is characterized by a k⊥ � k‖ anisotropy, as the MHD cascade. The k⊥ mag-
netic and density spectra have a power-law shape with �−2.8 spectral index. Fluctuations
are more compressible than within the MHD inertial range and this compressibility seems
to depend on the local plasma parameters, like the plasma β . Magnetic fluctuations are non-
Gaussian, indicating the presence of the intermittency.

Approaching electron scales, the fluctuations are no more self-similar: the spectrum is no
more a power-law, but an exponential cut-off is observed indicating an onset of dissipation.
The dissipation range spectrum is observed to have a general shape. One algebraic function
∼ k−8/3

⊥ exp(−k⊥ρe) describes well the whole spectrum covering the small scale inertial
range and the dissipation range.

The nature of the small scale cascade between ion and electron scales and the dissipation
mechanism at electron scales are still under debate. The model of Howes et al. (2011a) can
describe the observed exponential cut-off. The dissipation mechanism in this model is based
on a quasi-linear description of the Landau damping of kinetic Alfvén waves onto electrons.
Whether such description can apply on the solar wind observations is however under debate
because of the presence of a significant degree of intermittency at kinetic scales.

To build a realistic model of the dissipation in the solar wind we need still to resolve an
open question on the nature of the turbulent fluctuations: is it a mixture of linear waves or is
it a strong turbulence with dissipation restricted to intermittent coherent structures? What is
the topology of these structures—current sheets, shocks, solitons or coherent vortices?
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Abstract Various aspects of the magnetism of the quiet sun are reviewed. The suggestion
that a small scale dynamo acting at granular scales generates what we call the quiet sun
fields is studied in some detail. Although dynamo action has been proved numerically, it
is argued that current simulations are still far from achieving the complexity that might be
present on the Sun. We based this statement not so much on the low magnetic Reynolds
numbers used in the simulations but, above all, in the smallness of the kinetic Reynolds
numbers employed by them. It is argued that the low magnetic Prandtl number at the solar
surface may pose unexpected problems for the identification of the observed internetwork
fields with dynamo action at granular scales. Some form of turbulent dynamo at bigger (and
deeper) scales is favored. The comparison between the internetwork fields observed by Hin-
ode and the magnetism inferred from Hanle measurements are converging towards a similar
description. They are both described as randomly oriented, largely transverse fields in the
several hecto-Gauss range. These similarities are ever making more natural to assume that
they are the same. However, and because of the large voids of magnetic flux observed in
the spatial distribution of the internetwork fields, it is argued that they are not likely to be
generated by dynamo action in the intergranular lanes. It is concluded that if a dynamo is
acting at granular scales, the end product might have not been observed yet at current spatial
resolutions and sensitivities with the Zeeman effect. Thus an effort to increase these resolu-
tions and polarimetric sensitivities must be made. New ground- and space-based telescopes
are needed. The opportunity offered by the Solar Orbiter mission to observe the Quiet Sun
dynamics at the poles is seen as one of the most important tests for confirming the existence,
or otherwise, of a granularly driven surface dynamo.
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1 Introduction

A consensus about the existence of a small-scale dynamo (SSD1) operating at the solar pho-
tosphere is being consolidated in today’s solar physics (see, e.g., Vögler and Schüssler 2007;
Abbett 2007; Pietarila Graham et al. 2010; Stein 2012, for a review). High resolution mag-
netograms from ground and (mostly) space-based telescopes observed in the internetwork
are often used to indicate that such a surface dynamo exist (e.g. Danilovic et al. 2010a; Lites
2011). On theoretical grounds, simulations of various kinds have been used to suggest how
universal the various ingredients of such a dynamo seems to be (Moll et al. 2011). They all
indicate that turbulent shear stresses acting on the inertial range act as the main mechanism
able to efficiently convert kinetic into magnetic energy. The conclusions from the various
simulations of turbulence in a conducting fluid seems to be that it would have been a lot
harder to explain the absence of a surface SSD than its presence. With an emphasis on the
observational side, we review in this work the current status of this consensus and try to
pinpoint which aspects are more solidly established and which are less settled.

Section 2 will be the only one that concentrates on simulations and the theoretical aspects
related to the problem of the existence of SSDs on the Sun. It will address the most contro-
versial argument questioning the existence of such a mechanism, namely the fact that the so-
lar convective zone has a magnetic Prandtl number that is orders of magnitude smaller than
one, while simulations work near the ∼1 regime most of the time. Low magnetic Prandtl
numbers are known to severely discourage dynamo action since the early simulations of
convectively driven turbulent dynamos (Nordlund et al. 1992; Schekochihin et al. 2004a,
2005). Recently, progress has been achieved, however, that indicates that an SSD is indeed
possible in the low magnetic Prandtl regime (Iskakov et al. 2007; Schekochihin et al. 2007;
Brandenburg 2011). But the situation is not conclusive and the papers addressing this is-
sue often resort to the fact that a mixed polarity field is observed at the solar surface as the
firmest indication that such a mechanism should exists. However, and in the absence of a
clear proof that this observed (internetwork) fields originate from an SSD—and such a proof
is not available yet—the only progress to settle this issue will come from further work in the
simulation front.

The observational arguments that have been put forward to favor the presence of a so-
lar surface dynamo are discussed later in Sect. 3. There are basically two such arguments.
First, the evidence from the observed Hanle effect in lines such as the Sr I 4607 Å line and
the careful modeling of these signals indicate the existence of a tangled field with a mean
strength of 〈B〉 ∼ 130 G (Trujillo Bueno et al. 2004) some few hundred kilometers above
the solar surface (see also Trujillo Bueno et al. 2006, and references therein). This number
was originally derived under some model assumptions that made it uncertain to within a
factor two. However, a recent study (Shchukina and Trujillo Bueno 2011) of the predicted
Hanle signals from the MHD simulations described in Pietarila Graham et al. (2009b) has
eliminated some of this model dependency and confirmed such large mean field strengths.
As a mixed polarity tangled field at unresolved scales leaves basically no trace in the Zee-
man profiles, these fields have always been a prime candidate to be considered as originated
from a surface SSD. If the tangling occurs at scales near or above present resolutions, some
signatures can be detected, though. It is unclear if these fields have been observed using
the Zeeman effect (but see Lites et al. 2009; Bellot Rubio and Orozco Suárez 2012, and
Sect. 3). The second observational argument in favor of an SSD comes from the Hinode

1Small scale here refers to generation of magnetic fields at scales smaller than the energy injection one, the
granulation.
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spectropolarimeter (SP) instrument (Tsuneta et al. 2008; Kosugi et al. 2007) and its unprece-
dented characterization of the internetwork fields using the Zeeman effect (Lites et al. 2008;
Ishikawa and Tsuneta 2011; Orozco Suárez and Bellot Rubio 2012). While transverse fields
were known to exist in the quiet sun, as originally found by the Advanced Stokes Polarimeter
(ASP; Lites et al. 1996), it was totally unexpected that these fields have a predominant trans-
verse character. This transverse nature seems to fit in a natural way with an origin related to
a turbulent dynamo as shown by recent simulations (see Schüssler and Vögler 2008).

A possible outcome given this state of affairs could be as follows. The existence of an
SSD acting at granular scales at the solar surface can eventually be confirmed from a set
of improved SSDs simulations (along the lines described in Sect. 2). In them, a continuous
distribution of fields is obtained that is able to explain the Hanle depolarization levels from
those fields created at the smaller scales and the largely horizontal internetwork fields from
those at larger scales. The separation between these two sets of fields does not have to be
sharp and a range of spatial scales can contribute to both the Zeeman and Hanle results
(or, perhaps, that the two observed processes are due to fields exactly at the same scales as
it can be inferred from the recent results of Bellot Rubio and Orozco Suárez 2012). Note
that, such a field distribution would solely depend on the existence of the always present
turbulent convective motions near the surface and, thus, should be independent of latitude
and of activity cycle phase. While this conclusion seems rather plausible given the current
evidence, the aim of this work is to address some of the known problems that might prevent
such an outcome. In particular, Sect. 4 describes some observations recently obtained with
the IMaX/SUNRISE magnetograph (Martínez Pillet et al. 2011; Solanki et al. 2010) that
show regions that display very little magnetic activity, either measured as residual signals in
time-averaged deep magnetograms or as evidenced by a lack of flux emergence episodes in
the form of small-scale loops (as discovered by Martínez González et al. 2012). It is unclear
how these voids are compatible with a granularly driven SSD. That the situation is far from
clear has been corroborated recently by the study of Stenflo (2012), based on SDO/HMI
magnetograms, who proposes the existence of a basal flux of order 3 G that is suggested to
be an upper limit to the efficiency of an SSD at the solar surface. According to this result
all of the internetwork fields observed with Hinode/SP will not be generated through such a
mechanism and only the Hanle depolarizing fields could be originated through it (if at all).

In spite of this somewhat confusing situation, it is important to stress that our understand-
ing about the nature and the properties of the quiet sun fields has improved enormously in
recent years. But it is clear that a number of important questions remains on the theoreti-
cal/modelling side and on the observational front. Section 5 finishes this work proposing a
way forward to further advance in this understanding of the quiet sun magnetism. Not sur-
prisingly, we promote an effort to increase the polarimetric sensitivity and the spatial and
temporal resolutions of both, the Hanle and the Zeeman observations. Studying the statistics
of the quiet sun fields at various latitudes will also prove crucial.

2 Small Scale Dynamo Action at Low Pm. Implications for the Solar Case

The seminal reference that triggered the present debate on the existence of a convectively
driven turbulent dynamo at the solar surface was the work of Cattaneo (1999), although the
debate is older (see, e.g., Petrovay and Szakaly 1993; Lin 1995). It is important to point out
that the former work mentioned, both, the granular and supergranular scales as possible con-
tributors to such non-helical dynamo. The simulations used closed upper and lower bound-
aries with vertical fields in both of them. The Reynolds and magnetic Reynolds numbers
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could be clearly defined for this simulation thanks to the fixed computational grid used to
solve the MHD equations. They were Re= ul/ν = 200 and Rem = ul/η= 1000, with l the
characteristic length of the energy injecting convective cells, u the velocity of these cells and
ν and η the molecular viscosity and the magnetic diffusivity, respectively. These numbers are
large enough to ensure the development of turbulence. But it is important to note that Re was
five times smaller than Rem (magnetic Prandtl number of Pm = Rem/Re = ν/η = 5 > 1).
Under these circumstances, the magnetic field sees a smooth mean flow efficiently acting
on it. The numerical simulation resulted in dynamo action saturating at 20 % of the kinetic
energy flow. The crucial ingredient was the chaotic nature of the driving flows. Figure 2 of
this paper already showed that, at the surface, the strong fields were localized in the down-
flow lanes, while the cell interiors showed no (vertical) field signature. The situation was
different in deeper layers where fluctuating fields were filling basically the whole volume.
At the time of the publication, the dominant transverse nature of the internetwork was not
known (see Sect. 3) and this aspect was not analyzed. For this reason, the profiles synthe-
sized by Sánchez Almeida et al. (2003) using these simulations concentrated on the study
of the asymmetries induced in the Stokes V profiles (circular polarization) and its compar-
ison with those observed in the internetwork. A shortage of asymmetries indicated that the
simulations still did not achieve as much complexity as present in the Sun. However, using
this synthesis, and after including effects such as telescope diffraction, it was predicted that
when improving the spatial resolution from 1 arcsec to 0.15 arcsec, one should detect four
times more Stokes V polarization signals.

A number of assumptions made in this simulation (such as the Boussinesq approxima-
tion) have been relaxed in more recent works. The more realistic ones (in terms of their
proximity to the physical conditions on the Sun) are those made with the MURaM code
(Vögler and Schüssler 2007; Schüssler and Vögler 2008; Pietarila Graham et al. 2010).
In particular, they have addressed the important question of the role played by the closed
boundary conditions assumed in Cattaneo (1999). Stein et al. (2003) pointed out that, in the
solar convective zone, fields are submerged efficiently to the bottom of the convective zone
by strong and concentrated downflows showing little recirculation near the surface. This
recirculation was artificially enhanced in the simulations of Cattaneo (1999) by the use of
closed boundary conditions. Stein et al. (2003) concluded that diverging upflows sweep the
fluid into downflows, often vortical, where stretching and twisting becomes effective (and
balanced by diffusion) but all these fields are rather rapidly submerged down into the bulk
of the convective zone. The energy added to the flux that visits the surface was a very small
fraction of the global budget of magnetic energy and the effect cannot be considered a local
dynamo. This criticism has, however, been superseded by the MUraM simulations which
used an open boundary and allow for a non-zero pointing flux at the bottom boundary. The
way in which this boundary condition was implemented in the simulations of Vögler and
Schüssler (2007) was by imposing an artificially increased magnetic diffusivity there. This
diffusivity ensured that horizontal fields moving downward in the simulation leave the box
unimpeded while, at the same time, prevented horizontal flux from entering the domain.
All flux leaving the bottom boundary in these simulations was created by dynamo action
inside the box. Vögler and Schüssler (2007) concluded that while the downward pumping
of flux outside of the domain does indeed reduce the growth rate of the dynamo, it does not
shut it down. They predict that as long as a sufficiently high Rem is used (above the criti-
cal magnetic Reynolds number, ReCm), dynamo action will be observed in the simulations.
Specifically, they see exponential growth of the magnetic energy for Rem of 2600, while they
find a decrease for Rem below 1300. Now, here we should caution that the exact values of
Rem and Re (and thus of Pm) are not as easily defined as in Cattaneo (1999) simulations. The
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need to resolve shocks with artificial viscosity schemes or the implementation of the bottom
boundary diffusivity necessarily implies that these numbers are more difficult to ascertain.
An estimate of the effective Reynolds and Prandtl numbers for the MURaM simulations
was given by Pietarila Graham et al. (2010) using various moments of the velocity and mag-
netic spectra (or Taylor microscales). The various dynamo runs available from this code
turn out to have Rem ∈ [2100,8300] (with the latter value using a grid resolution of 4 km)
and Pm ∈ [0.8,2]. This set of simulations all displayed an SSD generating magnetic fields
inside their volume. The conclusion was that current MURaM simulations (with Pm ∼ 1)
will show dynamo action as long as Rem > ReCm ∼ 2000. The main mechanism identified for
this generation was the stretching and twisting of field lines by fluid motions in the inertial
range of the spectrum of velocity fluctuations. In particular, it was concluded that dynamo
action is concentrated in the turbulent downflows as field line stretching against magnetic
tension is very efficient there (e.g. Stein 2012, for a review). In order to clarify the nature
of the observed dynamo action, Moll et al. (2011) have analyzed the underlying physical
mechanism under various physical conditions and assumptions. They concluded that for the
cases studied (incompressible MHD, Boussinesq convection and compressible solar convec-
tion), the field is amplified by similar inertial range shear stresses that are independent of the
conditions at the injection scale. The inclusion of compressibility effects or the asymmetry
between upflows and downflows generated by the strong stratification did not influence the
result. They, thus, termed the dynamo mechanism as universal.

One concern remains about the existence of a possible SSD on the Sun, though. The
problem has been known since the early studies of dynamo action in conducting fluids. It
was originally formulated by Batchelor (1950) who studied how turbulent motions stretch
the field lines and amplify the magnetic energy as long as this process remains unimpeded
by ohmic diffusion. Field line stretching is produced by fluid motions in the inertial range
whose dissipation scale is set by the viscosity of the fluid. High viscosity ν couples the field
lines to the flow and allows it to bend them efficiently. Large magnetic diffusivity η decou-
ples the plasma (and the flows) from the field lines and prevents the bending. Thus, it was
always clear that the efficiency of the SSD was going to be controlled by the interplay of
these two effects as measured by the ratio Pm = ν/η. Clearly, both conditions Rem� 1 (to
favor field line stretching) and Pm� 1 (to couple fluid motions and field lines) boost local
dynamo action. Based on an analogy between vorticity and magnetic fields Batchelor (1950)
even concluded that for Pm < 1 no SSD was possible. This conclusion was later criticized by
a number of authors as the analogy cannot include the different initial and boundary condi-
tions seen by these two fields (see, e.g. Boldyrev and Cattaneo 2004). However, simulations
in the early 90’s (see, e.g., Nordlund et al. 1992), including compressibility and strong strat-
ification, already resulted in dynamo action only for Pm ≥ 1 with efficient shutting down of
the dynamo for Pm < 1. Other simulations encountering the same problem are discussed in
Boldyrev and Cattaneo (2004) and in Schekochihin et al. (2005). Thus, the question of the
existence of an SSD at low Prandtl numbers has received some attention in recent years.

Before we briefly describe the results from the numerical studies about the existence of
an SSD at low Prandtl numbers, it is important to remember what are the actual numbers
that occur in the solar convective zone and get an idea of how far or how close are we from
simulating these conditions. To this end, Fig. 1 shows Re, Rem and P−1

m as computed in
the mixing-length based model of Spruit (1974). The velocities at the injection scale u are
obtained as part of the model and the characteristic length is assumed here to be l = z/2,
with z the depth inside the convective zone. The magnetic Reynolds number changes from
105 at the photosphere to 109 at the bottom of the convective zone, whereas the Reynolds
number stays constant at a level of 1012. This makes Pm ∈ [10−7,10−3], with the smallest
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Fig. 1 The Reynolds number,
magnetic Reynolds number and
(inverse) Prandtl number in the
solar convective zone according
to the mixing-length model of
Spruit (1974). The X near the
surface marks the tipical values
achieved of both Re and Rem in
the simulations

value reached at the photosphere. Thus, everywhere in the Sun, we have Re� Rem� 1 and
Pm	 1 which is exactly the regime where the existence of an SSD becomes problematic.
It is generally believed that for a sufficiently high Rem there will always be an SSD at
work. But the above mentioned simulations prompted a deeper study about the existence and
nature of an SSD under solar conditions. As already mentioned, the simulations by Cattaneo
(1999) had Pm = 5 and those from the MURaM code always move close to the Pm ∼ 1 case
(there is one with Pm = 0.8 that is discussed below). Note that the regime where Rem and
Re are similar is actually very favorable for the numerical codes as similar grid sizes resolve
the dissipative scales of both, magnetic and velocity fields.

What is the physical argument behind this difficulty to generate an SSD when Pm	 1?
Under such conditions the viscous (lν ) and resistive (lη) scales follow lη/ lν ∼ P−3/4

m � 1
(Schekochihin et al. 2004a, 2005) and the resistive scale lη falls in the middle of the inertial
range. Turbulent eddies of scales l > lη do the necessary field line bending and twisting for
dynamo action at a rate of ul/ l (with ul the typical flow velocity at this scale). If Pm > 1
only these eddies occur and the field lines always see a spatially smooth flow. However, if
Pm < 1 one has now eddies below the resistive scale l < lη . These eddies act on the field
as a turbulent diffusion with diffusivity ull and destroy magnetic energy. It is the predom-
inance of this last process what can make dynamo action impossible as it was seen in the
previously mentioned simulations. Using an incompressible spectral MHD code and the
PENCIL code,2 Schekochihin et al. (2005) studied what are the possible asymptotic limits
when Re� Rem and the corresponding values of the ReCm for the existence of a dynamo.
The above described effect always translates into a sharp increase in ReCm as Pm→ 0 (see
also Pietarila Graham et al. 2009a), but does not prevent the existence of a dynamo in this
regime. The two asymptotic limits are, first, as Re →∞, ReCm → const, so that dynamo
action is possible for higher Rem and, second, ReCm→∞ with ReCm/Re→ PCm = const, in
which case no dynamo is possible (turbulent diffusion efficiently dissipates magnetic energy
at small scales). Which exactly of the two asymptotic limits prevails has been under much
debate in recent years. While Schekochihin et al. (2004a) and Schekochihin et al. (2005) (see
their Fig. 2) favor the existence of a PCm (no dynamo) from simulations of incompressible
magnetoconvection reaching values of Pm as small as 0.15, Boldyrev and Cattaneo (2004)
provided analytical arguments favoring the existence of a ReCm.

While the debate in the mid last decade did not look promising for confirming the exis-
tence of an SSD at the solar surface, the situation has changed recently (even if not com-

2See http://www.nordita.dk/software/pencil-code.
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pletely settled). Schekochihin et al. (2007) (see also Iskakov et al. 2007) performed simula-
tions of incompressible MHD turbulence reaching values of Pm = 0.1 and with a sufficiently
high Rem that indicated a plateau region where a ReCm is observed (see their Fig. 1b). Ad-
mittedly, the number of such simulations proving the existence of this plateau is very small
but the authors consider it enough numerical certainty. The results from Brandenburg (2011)
using the PENCIL code (that includes compressible effects) and low values of Pm resulted
in dynamo action being activated as well. Pietarila Graham et al. (2010) also find growth
of magnetic energy in the one case they analyzed with Pm = 0.8. Thus, the most advanced
existing numerical simulations of small-scale dynamo action in turbulent MHD currently
favor the occurrence of such a process in the low Pm regime. However, a number of caveats
remain:

• First, and most importantly, ReCm increases with decreasing Pm. The exact factor depends
on the specificities of the simulations. Boldyrev and Cattaneo (2004) suggest a factor 7
increase in ReCm when shifting from the Pm� 1 to the Pm	 1 case. They use an analytical
model of isotropic and homogeneous turbulence that includes the extra roughness of the
velocity field for Pm < 1. Schekochihin et al. (2007) find from incompressible forced tur-
bulence a factor 3 increase. As in the MURaM simulations one has ReCm ∼ 2000 (Pietarila
Graham et al. 2010), this means that as soon as we move into the low-Pm regime, we
need magnetic Reynolds numbers above at least 6000 to be able to trigger dynamo action.
These magnetic Reynolds numbers are not currently achieved by this code. In particular,
none of the runs used by Danilovic et al. (2010a) would be able to actually sustain dynamo
action. On top of that, the saturated field strength is known to decrease with decreasing
Pm, thus the expected field strengths will be smaller than those computed for Pm ∼ 1. The
exact amount of this reduction is still a very controversial issue (see Schekochihin et al.
2004a, 2007; Brandenburg 2011) and its magnitude for the solar case unknown. But the
net effect will be a reduction in the fields as compared to those computed for Pm > 1.

• To complete the demonstration of the existence of a dynamo driven by fluid motions
in the inertial range at low Pm values, a growth rate of the dynamo scaling with Re1/2

m

must be obtained from the simulations. Neither Schekochihin et al. (2007) nor Pietarila
Graham et al. (2010) have reached that (see Fig. 3 of the latter work). Simulations with
an increased resolution are needed to finally settle this issue. Schekochihin et al. (2007)
concludes that, as long as this is not achieved, the mechanism that sustains the growth of
the magnetic field fluctuations in the low-Pm regime will remain basically unknown.

• Schekochihin et al. (2007) and Iskakov et al. (2007) concluded that in the Pm	 1 regime,
the magnetic energy spectra is fundamentally different from that found in the Pm � 1.
The spatial distribution of the growing magnetic fields is qualitatively different too (see
Fig. 2 in Schekochihin et al. 2007). This indicates that the use of simulations in the Pm ∼ 1
range to compute the ensuing Stokes profiles and its comparison with those observed may
not be justified.

• The often simulated case with Pm ∼ 1 has the same spectral energy properties and field
distribution as the Pm� 1 case (Schekochihin et al. 2004b). This is probably why the case
with Pm = 0.8 simulated by Pietarila Graham et al. (2010) was so similar to the those in
the range of Pm ∈ [1,2].
Let us finalize this section by stressing that if the situation looks confusing, it is because

this has indeed been the case in this topic for some time (see Iskakov et al. 2007; Schekochi-
hin et al. 2007, who speak about a frustrating outcome). One argument commonly given to
promote the existence of an SSD is the observation of a mixed polarity field in the internet-
work regions of the Sun (and many of the above mentioned works use this argument one
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way or another). Figure 2 of, both, Cattaneo (1999) and Vögler and Schüssler (2007) clearly
indicate that this is a reasonable argument. The point we want to stress here is that the same
applies to Fig. 10 from Stein and Nordlund (2006), which does not include an SSD. Pietarila
Graham et al. (2009a) estimate for this simulation a Rem ∼ 600, which is known to be too
small to develop dynamo action. However, their mixed polarity distribution located in the
intergranular lines looks as ‘solar’ as in the other cases. In the work of Stein and Nordlund
(2006) emphasis is made on diverging upflows bringing flux to the surface, expulsion to the
intergranular lanes and sweeping of field lines into strong downflows that carry the flux into
deeper layers. These simulations extent typically further down than those that concentrate
in SSD generation and also include larger scales such as those associated with the meso-
granulation. As shown in Fig. 1, the deeper we move into the Sun, the larger Rem and Pm
(although still smaller than one). Thus, a valid question is if it is not more natural to ask if
a solar SSD exists at meso- and supergranular scales and, if so, whether they dominate over
that might exists at granular ones. This point will be further discussed in Sect. 4.

3 Observed Signatures of Small Scale Dynamo Action at the Solar Surface

We now turn to the observational aspect of the discussion and ask the question: Have we
seen the fields produced by a possible SSD operating at the solar surface? As it will become
evident, there has been, as before, solid observational progress and areas with much confu-
sion. Basically, two candidates exist that are often considered as by-products of an SSD, the
internetwork fields and the, so-called, hidden fields that generate the Hanle depolarization
signatures.

3.1 Zeeman Signals

There is no question that Hinode/SP data has produced a major quantitative and qualitative
jump forward in our understanding of the internetwork fields. The publication by Lites et al.
(2008) of a gigantic slit scanned map with consistent 10−3 polarimetric sensitivity and ho-
mogeneous spatial resolution of 0.3 arcsec changed our view of the quiet sun magnetism. In
this map, a myriad of patches with predominant linear polarization signatures was discov-
ered. The ASP already found the existence of episodic burst of largely transverse fields (the
Horizontal Internetwork Features, HIF, Lites et al. 1996) but they were thought to be rather
sporadic. The only previous indication of their existence and global character came from the
SOLIS instrument as found by Harvey et al. (2007). But no prediction from the simulations
or estimate of their magnitude was available. The existence of this ubiquitous horizontal
field has now received full confirmation from the SUNRISE/IMaX data (Danilovic et al.
2010b) who could make the first study of their evolution (see the animation in Solanki et al.
2010) and establish a solid statistics of their lifetimes. Both instruments, Hinode/SP and
SUNRISE/IMaX coincide in locating these HIF at the borders of the upflowing granules for
a large fraction of their evolution. Lites et al. (2008) emphasized that the linear polarization
signatures were not co-spatial with line-of-sight fields that were more frequently found in
the intergranular lanes.

Before the publication of Lites et al. (2008) most of the discussion on the internetwork
flux concentrated on obtaining its mean unsigned flux (see Solanki 2009, for a review on this
topic previous to the impact of the Hinode measurements). The idea was that an intricately
complex field with mixed polarities observed in the best available Stokes V magnetograms
was the outstanding description of the internetwork fields. Increased resolution (or sensitiv-
ity) will result into ever increasing amounts of longitudinal signals observed as there was
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less and less cancellation due to instrumental effects. Either because of lack of reliable mea-
surements of the field inclination or because of a habit to focus studies of solar magnetism
exclusively in longitudinal magnetograms, no mention to its possible transverse character
was traditionally made. As the field strengths were expected to be near or below equipar-
tition values (less than 500 G, see Keller et al. 1994), these fields were not thought to be
necessarily vertical either. Before the Hinode results, measurements of 〈|BL|〉 (the spatially
averaged unsigned longitudinal flux in the internetwork) were routinely being made and
its variation with the spatial resolution closely followed (Sánchez Almeida et al. 2003). In a
way, Hinode/SP results have made this emphasis obsolete. We now know that these fields are
largely transverse and one should mainly care about 〈|BT |〉 or simply about the spatially av-
eraged 〈|B|〉. We should caution here that these magnitudes are obtained by observations of
different Stokes parameters that have different sensitivities to the real magnetic field compo-
nents on the Sun and to the fraction of the observed pixel that they occupy (the filling factor).
Thus, the steps to compute 〈|B|〉 from the observed 〈|BL|〉 and 〈|BT |〉 are more problematic
than what one might anticipate. Lites et al. (2008) estimated that the quiet sun map obtained
by Hinode/SP had a 〈|Bapp

L |〉 of 11 G (or Mx cm−2) and a 〈|Bapp
T |〉 of 55 G. These estimates

were based on using integrals of the Stokes parameters that were calibrated against magnetic
fluxes but with no account for the fraction of the pixel occupied by the fields. This is why
they are named ‘apparent’ fluxes. An analysis performed by Orozco Suárez et al. (2007)
of the same data, but this time using a Milne-Eddington (M-E) inversion code including a
filling factor as a free parameter, resulted also in a predominantly transverse nature of the
internetwork, albeit with a smaller ratio of transverse to longitudinal apparent fluxes.

It is no exaggeration to say that the ratio measured by Lites et al. (2008) 〈|Bapp
T |〉/

〈|Bapp
L |〉 ∼ 5 came as a surprise and was, thus, subjected to a deep scrutiny by the com-

munity.
Several factors can create a systematic bias in this ratio. Spatially averaging noise affects

a positively defined quantity such as BT in a way different than what it does to a signed quan-
tity (BL). As the Zeeman effect has a sensitivity different for each of these two components,
the visibility of a given field strength is different depending on whether it is a field aligned
with the LOS or perpendicular to it. In particular, fields close to the noise levels translate into
different visibility thresholds. Last but not least, there is the already mentioned difference
in how the filling factor couples to the real field strengths and inclinations for each one of
the two components and depending on the specific method of analysis used. These effects
and their impact into the factor 5 obtained by the first Hinode/SP measurements have been
studied by various authors (Asensio Ramos 2009; Borrero and Kobel 2011; Stenflo 2011;
Sánchez Almeida and Martínez González 2011; Steiner and Rezaei 2012, see the latter for
a review). It all translates into understanding how exactly noise influences the final result
given the method of analysis one follows and the various thresholds for inclusion of a given
pixel or not. Depending on the specific case, different values for 〈|Bapp

T |〉, 〈|Bapp
L |〉, or in-

verted parameters B , inclination, azimuth and filling factor are obtained. Figure 2 shows
the central portion of the same magnetogram used in Lites et al. (2008) with the top panels
displaying the continuum intensity and Bapp

L scaled to ±20 G. Network bright points are
visible (e.g., top-right of the figure) and the corresponding large Stokes V signals evident
in the magnetogram. The bottom two images provided |Bapp

L | (left) and |Bapp
T | (right) both

scaled within the same range [0,140] G. Almost all of the signals seen in the left image
are identified with network regions as can be recognized by inspection with the two top
panels. Thus, they will be excluded when computing 〈|Bapp

L |〉 for internetwork regions. In
contrast, all of the signals seen in the right panel correspond to internetwork and contribute
to the 〈|Bapp

T |〉 average. But note also in this last panel that regions with no apparent signals
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Fig. 2 Continuum intensity from the central portion of the Lites et al. (2008) Hinode/SP map (top left),
signed magnetogram from the same portion (top right), unsigned magnetogram (bottom left) and transverse
magnetogram (bottom right)

do not show up as dark black as in the unsigned longitudinal image, but they show a grey
shade. This background is created by noise and it is larger than for the longitudinal magne-
togram simply because of the effects described above. These regions should neither be just
included when computing 〈|Bapp

T |〉 nor completely excluded (as some transverse fields might
exist there). It is in all of these details that reside some of the contradictory numbers that
have been published. The most promising venue to clarify the situation is that of reducing
noise. With the current instrumentation this can only be done by using longer integrations.
This strategy has been recently pursued very successfully by Orozco Suárez and Bellot Ru-
bio (2012) and Bellot Rubio and Orozco Suárez (2012). They use slit integrations of 6.1
minutes that reach a polarimetric sensitivity close to 10−4, one order of magnitude better
than commonly achieved. For visible lines, this improvement lowers down the detectabil-
ity threshold for average transverse fields by a factor 2–3. Bellot Rubio and Orozco Suárez
(2012) show that slit positions with almost 10 minute effective integration time that harbor
linear polarization signals basically everywhere (60 % above 4.5σ ).

The increased exposure times impose a penalty in the sense that the spatial resolution is
decreased and evolutionary effects are intermingled in the final results.

This should not give the impression that these signals are always present on the Sun and
detectable if sufficient sensitivity is available as they might have occurred in these pixels for
only a fraction of the exposing time. Nevertheless, the data obtained with these long expo-
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sures is perfectly suited to reduced the noise induced bias present in the previous analysis of
Hinode/SP. The M-E inversions performed by Orozco Suárez and Bellot Rubio (2012) and
Bellot Rubio and Orozco Suárez (2012), consistently show that the internetwork fields have
intrinsic field strength typically in the range of 100–200 G with basically no kG present,
a strongly peaked field inclination distribution near 90°, with most of the pixels displaying
inclinations in the range [45°, 135°], and an azimuth with no preferred orientation. Filling
factors move in the range of [0.2,0.4]. The authors inverted only those pixels that had a
sufficiently large linear polarization signal (in either Stokes Q and/or U) to ensure a reliable
result from the inversion. These results are largely free from most of the concerns expressed
so far on the nature of internetwork fields. One criticism that remains to this analysis is the
use of the M-E approximation and inversions able to reproduce the asymmetries are desir-
able. But the main conclusions from these recent analysis are likely to be confirmed by these
more complex inversions, as those based in the M-E approximation are known to provide
robust atmospheric means even in the presence of complex stratifications (see Westendorp
Plaza et al. 1998). Thus internetwork fields do not have an isotropic distribution of inclina-
tion as it has been argued in a number of recent works (Asensio Ramos 2009; Stenflo 2011;
Sánchez Almeida and Martínez González 2011) and their field strengths are typically on the
few hG range.

Inversion codes allow an inference of the filling factor as a separate free parameter (ad-
mittedly, the most model dependent of all of them). Thus Orozco Suárez and Bellot Rubio
(2012) were able to give real mean (not apparent) fluxes. For the real fluxes, they obtained,
〈|BT |〉 ∼ 198 G, 〈|BL|〉 ∼ 64 G and 〈|B|〉 ∼ 220 G (here the 〈 〉 average means those pixels
with large enough Stokes Q and U signals to allow a proper inversion, not the complete
map). Their ratio, now, is 〈|BT |〉/〈|BL|〉 ∼ 3.1. Note that because this ratio has eliminated
filling factor effects and the inclusion of only those points that were inverted, it is not directly
comparable to the number provided by Lites et al. (2008). However, it confirms the largely
transverse nature of the internetwork fields as originally shown in that work. By eliminating
filling factor effects, this new ratio allows for a cleaner comparison with numerical simula-
tions.

Interestingly, although not anticipated, numerical simulations of magnetoconvection
seem to have no problem in generating large amounts of horizontal fields. Soon after the pub-
lication of the results from Hinode, the SSDs simulations from Schüssler and Vögler (2008)
(MURaM code) and those from Steiner et al. (2008) explained that these large amounts of
transverse fields were present in their simulation boxes at different heights. The simulations
from Steiner et al. (2008) were not dynamo simulations and used instead imposed fields in
both vertical and horizontal directions. These two initial conditions generated a predominant
horizontal field in the region where the Fe I line pair observed by Hinode forms. Thus, while
SSDs are capable of generating a dominantly transverse field, it is not an exclusive property
of them. In the work of Steiner et al. (2008), it was through the well known flux expulsion
mechanism of vertical fields to the intergranular lanes that horizontal field lines were ex-
pelled above the granules in the overshooting region, generating the predominant transverse
fields. The quantitative comparison with the observed fields was more complicated and both
simulations fell short of the values observed. Danilovic et al. (2010a) used the MURaM
simulations and performed spectral synthesis including instrument degradation and noise
to compare the values predicted from the simulations with those observed by Lites et al.
(2008). The result was that while the factor five in the ratio of apparent mean fluxes came
naturally out of the SSD simulations, the absolute flux levels were close to those observed
only if the SSD fields were multiplied artificially be a factor 2–3. After this artificial in-
crease, the average values in the SSD simulation are closer to 100 G in the formation region
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of the Fe I lines which is nicely compatible with the peak field strength in Orozco Suárez and
Bellot Rubio (2012). Similarly, the simulations presented by Steiner et al. (2008) resulted in
average fields of the order of 20 G for the transverse component and suffer from the same
problem as the SSD simulation. One could argue that the small Rem numbers achieved in
the SSD simulations and the field strength introduced in the simulations were too low and
simply increasing them will explain the higher fluxes encountered by the observations. In
any case, what was clearly established from all these studies was the fact that the natural
state of a magnetic field component below equipartition strengths and closely coupled with
the solar granulation is that of a predominant transverse field component as found by Hin-
ode/SP. Another conclusion is that while SSDs are compatible with this result, the latter
cannot be offered as a demonstration of their existence at the solar surface as a non-dynamo
magnetoconvective simulation found the same results.

Another attempt to investigate whether the internetwork fields are generated by dynamo
action has been presented recently by Lites (2011). In this work, the polarity imbalance of
the internetwork field regions in 45 Hinode/SP maps is studied. Arguably, polarity balance
is considered a necessary outcome of an SSD. However, and as stated by Lites (2011), this
is not a sufficient condition as after a sufficiently large number of turnover times, the same
polarity balance is to be expected in non-dynamo simulations. The difficulty here stems
from the fact that to measure the internetwork polarity imbalance one needs to carefully
isolate these fields from network ones. If the internetwork fields originate somehow by the
shredding of nearby network fields, one expects the internetwork to have the same sign
of the imbalance and a proportionality between the two. Interestingly enough, while no
scaling with the unsigned flux was found, a suggestive correlation between the signed flux
imbalance in the internetwork and that in the nearby network was measured (see Fig. 3 of
the paper). However, being conclusive with this result is difficult as the isolation between
internetwork and network fields is always problematic. This approach deserves further study,
probably including some stray-light correction that deconvolves the wings of the spread
function. This would allow to decontaminate the internetwork fields from the surrounding
network contribution and allow a more reliable study of the resulting polarity imbalances.

It is clear that it will be very difficult to conclusively demonstrate that the hG, predomi-
nantly transverse internetwork fields originate from a granulation driven SSD. As mentioned
in the above paragraph, we can only aim at disproving the SSD hypothesis rather than expect
a firm confirmation of its presence. In Sect. 4, we present a recent result that, if consolidated,
could be considered as one such refutation.

3.2 Hanle Signals

Scattering polarization in spectral lines and its modification via the Hanle effect allows to
study a completely different parameter space of solar magnetism not accessible with the
Zeeman effect (see the reviews in Trujillo Bueno et al. 2006; de Wijn et al. 2009; Sten-
flo 2011). A tangled field distribution within the resolution element is invisible through the
Zeeman effect but can leave a clear imprint in the linear polarization profiles as long as
the field strengths are below the Hanle saturation values (typically, a few hundred Gauss).
While strong homogeneous vertical fields are hardly hidden in Stokes V through the Zee-
man effect, weak disorganized transverse fields show up easily in Stokes Q and U of selected
spectral lines thanks to the Hanle effect. This different sensitivity of Hanle effect has pro-
vided recently (Trujillo Bueno 2011) a seemingly alternative description of the Quiet Sun
fields to that discussed above (and inferred from the Zeeman effect). Ever since the early
studies (Stenflo 1982), the Hanle signals have been interpreted as being due to a tangled
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Fig. 3 SUNRISE/IMaX deep
linear polarization magnetogram
integrated over a 30 minute
period (top). SUNRISE/IMaX
deep circular polarization
magnetogram integrated over the
same period (bottom). Both are
computed according to the
definitions in Eq. (1)

mixed polarity field. For this reason, it has always been natural to associate these fields with
the outcome of a turbulent dynamo (see, e.g. Vögler and Schüssler 2007; Pietarila Graham
et al. 2010) This alternative description can be summarized as follows. The center-to-limb
variation of the depolarization signals observed in the optically thick Sr I 4607 Å line sug-
gests the presence of a tangled field with characteristics strengths of B ∼ 〈130〉 G (as men-
tioned in the Introduction). This value is computed using realistic atmospheric models of
the solar surface and complex 3D radiative transfer calculations (Trujillo Bueno et al. 2004;
Shchukina and Trujillo Bueno 2011). In contrast, the analysis of the depolarization signals
of a set of optically thin molecular lines suggests a mean field of the order of only 〈10〉 G
(Trujillo Bueno et al. 2004; Kleint et al. 2011). These two distinct fields can be made com-
patible if one realizes that the molecular lines are entirely formed in the hot smooth upflow-
ing granules and that these lines are blind to the fields present in the turbulent intergranular
lanes (Trujillo Bueno et al. 2004). The Sr I line however sees the fields in both regions and,
in order to give rise to average values of 130 G over the whole solar surface, Trujillo Bueno
et al. (2004) concluded that one must have 〈B〉� 200 G (very close to the Hanle saturation
regime for this line) inside the lanes. This intergranular fields would generate most of the Sr I
depolarization while having no effect in the linear polarization signals from the molecular
lines. It is interesting to point out that when the Sr I depolarization levels are computed with
the MURaM SSD simulations, Shchukina and Trujillo Bueno (2011) find that the depolar-
ization levels are far too low. This is not surprising as these SSD simulations reach fields of
the order of 20–30 G, very far from the typical 130 G that is needed. The only way in which
an agreement with the observed depolarization values could be achieved was by multiplying

77 Reprinted from the journal



V. Martínez Pillet

everywhere the field strengths in the simulations by a factor 12. This factor is four times
larger than that needed by Danilovic et al. (2010a) to match the observed apparent mean
Zeeman fluxes of Hinode/SP with those in the MURaM simulations.

This description of the quiet sun fields as inferred from the Hanle signals is generally
accepted and no clear alternative exist. However, it is clear that one would like to see it
confirmed by an analysis that is less model dependent (see, Kleint et al. 2011; Stenflo 2012,
who point out that the analysis made using molecular lines is differential in contrast to that
made with the atomic lines). The fact that the Sr I line is so close to the saturation regime
has also brought some criticism of the actual interpretation of the observed depolarization
levels (Sánchez Almeida 2005). Indeed, very little variation of the Sr I polarization signals
has been detected and this can be used to argue that the tangled hidden field is independent
of the solar cycle, favoring an origin related to SSD action (Trujillo Bueno et al. 2004;
Vögler and Schüssler 2007; Pietarila Graham et al. 2010). One other explanation, of course,
could be that the signals in the intergranular lanes change with the activity cycle but we do
not see the effect because they are always in the Hanle saturation regime.

In any case, the existence of this turbulent unresolved field is well established and one
would like to understand if it bears any relation with the internetwork fields observed by
Hinode/SP and described before. Note that when we say unresolved here, we refer to the
Hanle observations used in the analysis that were obtained over large spatial scales (sev-
eral arcseconds) and with exposure times of the order of one minute or so. Taken at face
value, what the Hanle measurements need are small scale (arcsecond scale or below) non-
vertical field patches (the Hanle effect is insensitive to vertical fields), with field strengths
below equipartition with granulation (∼400 G). It is evident that these are the properties
of the internetwork fields described by Bellot Rubio and Orozco Suárez (2012) and Orozco
Suárez and Bellot Rubio (2012) and one is tempted to conclude that the Hinode/SP fields are
also the fields corresponding to the Hanle signals. Bellot Rubio and Orozco Suárez (2012)
specifically mentions this possibility. One would be tempted to go further and state that it
would be rather strange to have the Sun harboring two families of fields with so many things
in common but that are totally unrelated. Thus, we also favor here the identification of the
Hinode/SP internetwork fields with those that produce the Hanle depolarization signals (see
also Lites et al. 2009). Perhaps, the only difficulty we encounter with this identification is
the well known fact that the HIFs (the internetwork transverse fields) have a clear prefer-
ence to be located at the borders of granules (Lites et al. 2008; Danilovic et al. 2010b) not in
the intergranular lanes as required by the Sr I depolarization measurements. However, this
could be a minor problem as a granular border might be sufficiently close to what is needed.
An evident way to test this identification would be to invert a volume of the Hinode/SP
internetwork observations with an inversion code that provides the complete atmospheric
stratification such as the SIR code (Ruiz Cobo and del Toro Iniesta 1992). Then, perform
the Hanle synthesis as in Trujillo Bueno et al. (2004) and Kleint et al. (2011) for the atomic
and molecular lines and compare the result with the observations. In this exercise some as-
sumptions about the upper layers might be needed to extend the retrieved atmospheres over
the range of formation of Sr I line, but such an extension can be reasonably done.

In any event, it is clear that spatially resolved Hanle depolarization measurements (Sten-
flo 2012) that tell us where exactly the Sr I depolarization signals occur in the Sun are urgent.

4 Deep Magnetograms and ‘Dead’ Calm Areas: Implications

As commented in Sect. 1, dynamo action concentrates in the turbulent downflows as field
line stretching and amplification is more efficient there. A dramatic visualization of this can
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be seen in Fig. 1 of Schüssler and Vögler (2008). Basically all of the intergranular lanes are
seen to participate in this dynamo swing. One can then expect that the observable effects of
an SSD driven by the granulation would be distributed homogeneously over spatial scales
similar to that of the granulation after a period of time long compared with the lifetime of an
intergranular lane (which is similar to that of the granules themselves, 10 minutes, cf. Title
et al. 1989). In particular, the internetwork fields seen by Hinode/SP must be uniformly
distributed over granulation scales. Thus, if we are able to somehow make a statistics of the
location of these fields, the inferred spatial distribution must reflect the spatial scale of the
granulation and have no voids larger than the typical size of one granule (or at least, the
probability of occurrence of such voids will be small, see below). On the contrary, if one
finds areas on the quiet sun where many intergranular lanes have existed but none of the
expected effects of a presumed granular SSD are seen, one can conclude that no such SSD
has been detected.

While snapshots from SSDs have been used to make spectral synthesis including the
degradation effects of telescopes and detectors (Danilovic et al. 2010a; Shchukina and Tru-
jillo Bueno 2011), what one needs is a complete time series that allows the study of the
generation and disappearance of the dynamo fields at current spatial resolutions and po-
larimetric sensitivities. This study is unfortunately not available yet. From an observational
perspective, we have seen how internetwork fields evolve at the solar surface with unprece-
dented detail. Both Hinode/SP and SUNRISE/IMaX have convincingly shown that internet-
work fields are fed into the surface in the form of emerging small scale loops (rather than in
the form of, for example, spontaneous appearances of newly created flux patches in the inter-
granular lanes). Hinode/SP with its superior spectral resolution and coverage has allowed to
study a large number of such events (see Centeno et al. 2007; Martínez González and Bellot
Rubio 2009; Ishikawa et al. 2010; Viticchié 2012; Gömöry et al. 2010, the latter for ground
observations in the infrared) with great detail. Basically a horizontal patch is first detected in
linear polarization that later displays two opposite polarity footpoints that move apart. The
distance between the footpoints of these small scale loops is typically 1 Mm, the lifetime 10
minutes and the magnetic flux of around 1017 Mx (see the statistic in Martínez González and
Bellot Rubio 2009). Danilovic et al. (2010b), using data from SUNRISE/IMaX, identified
a large number (thousands) of HIFs that they associate with flux emergence in the form of
loops. Such a large amount of occurrences emphasize this process as the main source for
internetwork flux at present resolutions and sensitivities. A case in point is that described by
Guglielmino et al. (2012) who analyzes in detail what is probably the largest quiet sun loop
ever observed. In this case, a maximum footpoint separation of 4.5 Mm is achieved with a
magnetic flux content of 6× 1017 Mx and a duration of 25 minutes. This quiet sun bipole,
that has one order of magnitude less flux than the smallest ephemeral region studied by Ha-
genaar et al. (2003), is arguably not generated by any process that occurs at granular scales.
It is known that dynamo simulations generate similar loop-like structures (as the horizon-
tal fields described in Sect. 2 are part of them). But a comparative study of the maximum
footpoint separation, flux content, etc., is missing.

A recent study about loop emergence in the quiet sun has recently been published that is
relevant for our discussion. Using the two time series of the first flight day obtained with the
IMaX instrument, Martínez González et al. (2012) studied the emergence of 497 magnetic
loops identified in them. They estimate an event rate of 0.25 loop h−1 arcsec−2. If we asso-
ciate a typical linear size of 2 arcsec for a granule and a lifetime of 10 minutes, this rate can
be translated into 0.17 loops per granule (it takes 6 granules to get one quiet sun loop). Each
one of these time series lasted for about 30 minutes, so granulation was efficiently created
and destroyed over their timespan. Such a large number of detected loops allowed them to
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study the spatial distribution of these magnetic flux emergence processes. The result they
obtained was that the spatial distribution of loop events was far from homogeneous at gran-
ular scales. They found what they termed “dead calm” areas where simply no loop was seen
to emerge during the time series. One could argue that these calm areas can be created by
chance and that their existence is simply a mere coincidence. However, the authors perform
a statistical study of the likelihood of such voids given their size (70–100 arcsec2) under the
assumption of a spatially uniform loop emergence probability. They modeled the probability
of finding one such large circular void with a resulting estimate of 3× 10−4. Two such dead
calm areas were cleanly identified.

Let us show from another perspective how unlikely this result is. In voids of this size, one
can fit around 20 typical granules at any given time. As the time series covered 3 granular
lifetimes, 60 granules existed inside them which would have given rise to at least 10 loops
at the above rate of creation, but none was found. And it occurred in two unrelated regions.
How is it possible that if magnetic loop emergence is the observable outcome of SSD ac-
tion, one encounters regions where this is not activated? While we find this result highly
incompatible with the existence of a granularly driven SSD, we need a solid comparison
with simulations including all of the possible observational biases to provide a firm answer.

We must note that a non-uniform distribution of quiet sun fields has been known for some
time. They were identified by Lites et al. (2008, and references therein), who pointed out the
existence of mesogranular scale voids in the Hinode/SP map. The preference of internetwork
fields to be located at mesogranular scales has been clearly demonstrated using the same
SUNRISE/IMaX data as that used to identify the voids (see Yelles Chaouche et al. 2011),
but note that these voids were much larger than a mesogranule and have a scale closer to
that of a small supergranule (see, e.g. Meunier et al. 2007, who give radius in the range of 8
to 30 arcsec).

One could argue that whereas no loop emerged in these dead calm areas, they were
probably not devoid of some subtle form of internetwork field presence. However, inspection
of the IMaX data with a scaling close to the noise levels readily shows that the locations of
these voids clearly harbored less activity than the rest of the observed area. To prove this
point more clearly, we produced two time averages of the IMaX time series that are shown
in Fig. 3. The two quantities that are displayed correspond to deep magnetograms computed
as:

LP= 1

N

N∑
i=1

(√
Q2
i +U 2

i

Ic
− εLP

)
, V = 1

N

N∑
i=1

( |Vi |
Ic
− εV

)
(1)

where εV and εLP are quantities inferred from the data that allow convenient reduction of the
noise when doing the time averages of the otherwise positively defined quantities. The deep
magnetograms in Fig. 3 evidence the same two voids as detected by Martínez González
et al. (2012). They are centred at coordinates [15,25] and [35,37]. The voids are visible
in both the linear and the circular polarization deep magnetograms. Note that the scaling
of both magnetograms saturates at 3 × 10−4 for LP and at 10−3 for V . The calibration
constants published by Martínez Pillet et al. (2011) would have translated these values into
45 and 5 G respectively. Measurements below these fluxes are at the limit of state of the
art imaging magnetographs. These deep magnetograms show that they had reduced levels
of magnetic activity and it is correct to refer to them as magnetically calm (maybe, not
dead). The question, of course, is what was special about the many intergranular lanes that
populated these regions that prevented them from displaying the magnetic activity levels
seen elsewhere.
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5 Where Do We Go from Here?: Higher Sensitivities and Higher Latitudes

The simulations described in Sect. 1 have reached Rem ∈ [5000,8000] (Pietarila Graham
et al. 2009b). However, they fail to provide the magnetization levels needed to explain, both,
the Hanle depolarization signals of the Sr I line and the Hinode/SP fluxes (see Danilovic
et al. 2010a; Shchukina and Trujillo Bueno 2011; Orozco Suárez and Bellot Rubio 2012).
This is often explained arguing that the simulations are still far from the magnetic Reynolds
numbers of the Sun. But the values that are achieved by them are only about one order of
magnitude below the expected values at the solar surface. In contrast, they reach, at best,
similar Re values, which are 107 times smaller than what we encounter on the Sun (see
Fig. 1, where the values achieved by the simulations are marked by an X near the surface).
There are about 5 orders of magnitudes in the inertial range below the resistive scale, lη ,
populated with cells that generate an enhanced turbulent diffusion that are not present in
the simulations. As mentioned in Sect. 1, recent numerical simulations show that this might
not be a problem to obtain dynamo action in the low Pm regime. But they also tell us that
the value of the critical magnetic Reynolds number needed ReCm to sustain dynamo action
increases sharply when Pm < 1. A factor 3–7 increase in the value of ReCm is expected. As
in the MURaM simulations this number is ∼2000, we expect this code to display a dynamo
only when Rem > 6000 or larger as soon as they use Prandtl numbers in the right ballpark of
the problem. Let us see the implications for some of the inferences that are made using the
available numerical simulations. In the case of the MURaM runs, Danilovic et al. (2010a)
found a plausible scaling of the saturated field strengths with ∼Re1/2

m . Their run G with
Rem ∼ 5200 has a mean field of 30 G (at log τ ≈ −1). If we scale it to a solar value of
Rem ∼ 105 following this square root scaling, we obtain 130 G. This is the value needed to
explain the Hanle depolarization measurements of the Sr I line (and the most probable field
strength found in the internetwork by Orozco Suárez and Bellot Rubio 2012). This nice
agreement was already pointed out by Shchukina and Trujillo Bueno (2011). However, for
the reasons explained above, this is probably a mere coincidence. If this simulation would
have been done with the same Rem but with Pm of, say 0.1 (as in the simulations proving
dynamo action at low Prandtl numbers), no dynamo action would have been found. The field
strength to introduce in the above scaling would have been 0 G instead of 30 G.

In discussing the accepted view about the existence of dynamo action at the solar surface,
we have gone a step further and suggested that the observed spatial distribution of quiet
sun fields seems to be at odds with a granularly driven SSD. The argument used to make
this claim was that in such a dynamo, all the magnetic byproducts must necessarily have
a uniform spatial distribution at scales above that of a granule. We have found, however,
that there are voids of magnetic activity (dead calm areas) in, both, the average apparent
longitudinal and transverse fluxes of deep magnetograms and in the distribution of emerging
loops. In fact, we have translated the loop emergence rate found by Martínez González et al.
(2012) into a rate of 1 loop per 6 granules which can also be thought of as 1 emerging loop
per mesogranule. It is clear that mesogranulation scales are very relevant for the quiet sun
fields. SSD simulations including them are needed to see if they explain the presence of
these voids in magnetic activity and emerging loop frequency. Given the fact that as we go
deeper into the Sun, one reaches higher Rem and Pm values, it is very tempting to suggest
that SSDs acting in a range of convective scales larger than the granular ones are those
that give rise to the presently observed internetwork fields. Note that in his work, Cattaneo
(1999) already mentioned larger scales, such as those of the supergranulation, as possible
places where to host dynamo activity. This might still be compatible with an SSD at granular
scales that generates fields much weaker and that have not yet been observed by any of our
currently available diagnostic techniques.
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We have also suggested that the internetwork fields revealed by Hinode/SP and those that
generate the Hanle depolarization of some atomic lines might have a lot more in common
than previously thought (see however Lites et al. 2009; Bellot Rubio and Orozco Suárez
2012). The reason for this identification is based on the results from Orozco Suárez and
Bellot Rubio (2012) and Bellot Rubio and Orozco Suárez (2012) who have shown that
the quiet sun fields share the same field strengths, inclinations and azimuths than those
needed by the fields detected with the Hanle effect. This is, of course, compatible with a
continuous spectrum of fields in which the ranges corresponding to the two types of fields
(the internetwork and the ‘hidden’ Hanle fields) simply overlap over a much larger fraction
than thought so far. Of course, the internetwork fields will also include a fraction of vertical
kG fields that contributes nothing to the Hanle depolarization and the weak granular fields
that depolarize the light in molecular lines never make an imprint in the Fe I Zeeman lines
observed by Hinode/SP at current sensitivities. But, of this continuous distribution of fields,
the range of hG strengths with largely transverse orientations and spatially organized at
granular scales, contributes simultaneously to, both, the Zeeman and the Hanle observations.
If this result is confirmed (as, e.g., with the SIR inversions and the Hanle computations
mentioned in Sect. 3) an important step to clarify the currently complex debate of the nature
of the quiet sun magnetism would be achieved. We also want to stress that the evidence
that the internetwork field component is composed of largely transverse fields renders the
debate about the mean value of 〈|Bapp

L |〉 (or of 〈|BL|〉 for that matter) obsolete. Stokes V
(longitudinal) magnetograms of the internetwork simply show a rather incomplete picture
of these fields.

Note that many of the results commented above have benefited from high polarimetric
sensitivities. Hanle measurements have always been very demanding in polarimetric accu-
racy. The deep magnetograms of SUNRISE/IMaX and the long integrations with Hinode/SP
used by Orozco Suárez and Bellot Rubio (2012) both were at the 10−4 polarimetric sensi-
tivity. This is not a coincidence. Much of the future progress will be achieved with sensi-
tivities in this range. Those more regularly reached in present day observations, 10−3, are
due to instrumental limitations that have nothing to do with physical processes in the Sun.
Polarimeters observing the solar photosphere with sensitivities of 10−4 and sub-arcsecond
resolutions using the Zeeman and the Hanle effects will consolidate (or refute) many of
the aspects commented here. The need for high spatial resolution observations of the Sr I
depolarization cannot be emphasized enough (Stenflo 2012). These targets demand large
apertures similar to those planned for future facilities such as the 4 m class ground-based
telescopes (ATST, EST Keil et al. 2011; Collados et al. 2010) and the Japanese led Solar-
C mission (1.5 m aperture). All these facilities will likely have to be used outside of the
diffraction limit to pursue high sensitivity spectropolarimetry thanks to their large collecting
areas Keller (1999).

Finally, observing regions of the Sun hardly reachable from the ecliptic will also help to
clarify the nature of the quiet sun magnetism. The ESA-led Solar Orbiter mission (Müller
et al. 2012) will carry on-board a magnetograph (the Polarimetric and Helioseismic Imager,
PHI; Gandorfer et al. 2011) similar to that of SDO/HMI (Scherrer et al. 2012) and will
observe the dynamics of the solar poles from an inclination of 35° with respect to the solar
equator. Observing the poles is crucial in this discussion because they represent the regions
at farther distances from the activity belts in the Sun. In the absence of an SSD mechanism
working at the solar surface, the origin of the internetwork fields can only be explained as
a result of the cascading down towards the smallest scales (see the discussion in Schüssler
and Vögler 2008) of the global dynamo fields. This effect is inevitably present on the Sun,
but whether it affects only to network fields or to internetwork ones can best be discerned
by observing their latitudinal properties with good spatial resolution and sensitivity.
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Abstract Recent progress in astrophysical hydromagnetic turbulence is being reviewed.
The physical ideas behind the now widely accepted Goldreich–Sridhar model and its ex-
tension to compressible magnetohydrodynamic turbulence are introduced. Implications for
cosmic ray diffusion and acceleration is being discussed. Dynamo-generated magnetic fields
with and without helicity are contrasted against each other. Certain turbulent transport pro-
cesses are being modified and often suppressed by anisotropy and inhomogeneities of the
turbulence, while others are being produced by such properties, which can lead to new large-
scale instabilities of the turbulent medium. Applications of various such processes to astro-
physical systems are being considered.

Keywords Magnetic fields · Turbulence · Sun: magnetic fields · ISM: magnetic fields

1 Introduction

Hydromagnetic or magnetohydrodynamic (MHD) turbulence plays an important role in
many astrophysical settings. In a recent review by Brandenburg and Nordlund (2011b), prop-
erties of turbulence were discussed for the solar wind, stellar convection zones, the interstel-
lar medium, accretion discs, galaxy clusters, and the early Universe. In an earlier review by
Brandenburg and Subramanian (2005), a detailed account of dynamo theory with empha-
sis on helical dynamos was given. In that review, and also in Brandenburg et al. (2012c),
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the small-scale dynamo was discussed in detail. Applications to galactic dynamos were dis-
cussed by Beck et al. (1996). Aspects of magnetic reconnection and particle acceleration in
turbulent flows have recently been reviewed by Lazarian et al. (2012b). In the present review
we begin with turbulence in the interstellar medium, discuss how turbulence is affected by
magnetic fields and compressibility, address then applications to cosmic ray scattering and
turn then to dynamo-generated magnetic fields as well as to anisotropic and inhomogeneous
flows that are affected by stratification and rotation.

2 Turbulence in the Interstellar Medium

The ISM is turbulent on scales ranging from AUs to kpc (Armstrong et al. 1995; Elmegreen
and Scalo 2004), with an embedded magnetic field that influences almost all of its prop-
erties. MHD turbulence is accepted to be of key importance for fundamental astrophysical
processes, e.g. star formation, propagation and acceleration of cosmic rays. It is therefore not
surprising that attempts to obtain spectra of interstellar turbulence have been numerous since
the 1950s (Münch 1958). However, various directions of research achieved varying degrees
of success. For instance, studies of turbulence statistics of ionized media accompanied by
theoretical advancements in understanding scattering and scintillation of radio waves in ion-
ized media (Goodman and Narayan 1985) were rather successful (cf. Spangler and Gwinn
1990). This work provided information about the statistics of the electron density on scales
108–1015 cm (Armstrong et al. 1995). These measurements have been recently combined
with data from the Wisconsin Hα Mapper, which also measures electron density fluctuation,
but on larger scales. The resulting extended spectrum presented in Chepurnov and Lazarian
(2010) shows that the Kolmogorov −5/3 spectrum of electron density fluctuations extends
to several more decades to larger scales; see Fig. 1.

In spite of their success, these sort of measurements provide only density statistics, which
is a rather indirect measure of turbulence. Velocity statistics is a much more direct turbu-
lence measure. Although it is clear that Doppler broadened lines are affected by turbulence,
recovering the velocity statistics is extremely challenging without adequate theoretical in-
sight. Indeed, both the z component of velocity and density contribute to fluctuations of the
energy density ρs(X,Vz) in Position-Position-Velocity (PPV) space.

Traditionally, information on turbulence spectra is obtained using the measure of Doppler
shifts termed Velocity Centroids,∼ ∫

VzρsdVz, where the integration is taking place over the
range of the velocities relevant to the object under study. In this situation it is easy to see
that the Velocity Centroids are also proportional to

∫
Vzρds, where ρ is the actual three-

dimensional density and the integration is performed along the line of sight (Lazarian and
Esquivel 2003).

Usually the Velocity Centroids are normalized by the intensity integrated over the line
of sight (Stenholm 1990), and the work of Lazarian and Esquivel (2005) showed that this
normalization does not change the statistical properties of the measure. However, the nu-
merical and analytical analysis in Lazarian and Esquivel (2005) and Esquivel et al. (2007)
showed that the Velocity Centroids fail for studying supersonic turbulence. This provides
bad news for the studies of velocity statistics in molecular clouds and the diffuse cold ISM
(Dickman and Kleiner 1985; Miesch et al. 1999; Miville-Deschênes et al. 2003) The studies
for HII regions (O’dell and Castaneda 1987) are less strongly affected, as in most cases the
turbulence there is subsonic.

There have been attempts to analyze PPV data cubes in other ways. For instance, Cro-
visier and Dickey (1983), Green (1993), and Stanimirovic et al. (1999) analyzed power
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Fig. 1 Turbulence in the
interstellar gas obtained from
electron density fluctuations. The
“Big Power Law in the Sky” of
Armstrong et al. (1995) is here
extended using data from the
Wisconsin Hα Mapper
(WHAM). The slope corresponds
to that of Kolmogorov
turbulence. Adapted from
Chepurnov and Lazarian (2010)

spectra of velocity channels of HI data. The spatial spectrum of fluctuations of these velocity
slices of PPV revealed power-law dependences, but the physical meaning of these depen-
dences remained unclear. (Indeed, some of the authors erroneously identified the spectral
index of intensity perturbations in slices of PPV data with the spectral index of the under-
lying turbulence spectrum. The nature of the variations of the spectral index in different
studies was unclear.)

The analytical study of the statistical properties of the PPV energy density ρs has been
initiated by Lazarian and Pogosyan (2000). There the observed statistics of ρs was related
to the underlying 3D spectra of velocity and density in the astrophysical turbulent volume.
Initially, the volume was considered transparent, but later the treatment was generalized to
volumes with self-absorption and to studies of turbulence using absorption lines (Lazar-
ian and Pogosyan 2004, 2006, 2008). The resulting theory of mapping of fluctuations in
Position-Position-Position space with turbulent velocity into PPV space was successfully
tested in a number of studies (Padoan et al. 2006, 2009; Chepurnov and Lazarian 2009;
Burkhart et al. 2013). This theory lays the foundation for two separate techniques, Velocity
Channel Analysis (VCA) and Velocity Correlation Spectrum (VCS) which were applied by
a number of groups to different data sets including HI, C O13, 18C O; see more in Lazarian
(2009). The results can be briefly summarized as follows: the tested supersonic media ex-
hibit a velocity spectrum that is steeper than the spectrum of Kolmogorov turbulence and
a density spectrum that is shallower. This result is, in fact, expected for supersonic MHD
turbulence (Beresnyak et al. 2005; Kowal et al. 2007).

89 Reprinted from the journal



A. Brandenburg, A. Lazarian

We emphasize that VCA and VCS are two related techniques based on solid analytical
foundations. The theory of the VCA in Lazarian and Pogosyan (2000, 2004) and VCS in
Lazarian and Pogosyan (2006, 2008) describe the non-linear mapping provided by veloc-
ity fluctuations from the turbulent volume to the Position-Position-Velocity (PPV) space.
Therefore the technique provides the true spectrum of velocity and density fluctuations, ir-
respectively of the sources and sinks of turbulence. The energy injection associated with
localized injection of turbulence, e.g. with the outflows should be detected as the changes in
the spectral slope corresponding to the scales of energy injection.

3 The Picture of Alfvénic Turbulence

The picture of MHD turbulence has been developing over decades and pioneering works
by Iroshnikov (1963) and Kraichnan (1965) are definitely to be mentioned. The Iroshnikov-
Kraichnan model was the extension of Kolmogorov’s isotropic turbulence model and it is
the assumption of anisotropy that was a deficiency of this model. The notion of anisotropic
turbulence was established later in important works, notably, by Shebalin et al. (1983) for
incompressible turbulence and Higdon (1984) for the compressible turbulence. These papers
provided the ground for the further advance.

Quantitative insight into MHD turbulence has been obtained in the seminal paper by
Goldreich and Sridhar (1995), hereafter referred to as GS95. This paper quantified the prop-
erties of the anisotropic cascade and provided foundations for further theoretical develop-
ment in the field. We may mention parenthetically that the original paper could not provide
the perfect picture of MHD turbulence theory and a number of key aspects were clarified
and corrected in subsequent studies. For instance, the original claim in GS95 and Goldre-
ich and Sridhar (1997) about the role of 3-wave interactions were later corrected, and for
weak MHD turbulence the point of view expressed in Ng and Bhattacharjee (1996) was
adopted. Similarly, the notion of a local system of reference that is essential for under-
standing critical balance, which is a corner stone of our modern understanding of GS95
theory, was missing in the original paper. In fact, the closure relations that are used in
GS95 to justify the model are written in the system of reference related to the mean field
and therefore cannot be used as a proof. The importance of a local system of reference
was understood only in subsequent theoretical and numerical studies by Lazarian and Vish-
niac (1999), henceforth LV99, Cho and Vishniac (2000), as well as Maron and Goldreich
(2001).

3.1 Incompressible MHD Turbulence

While having a long history of ideas, the theory of MHD turbulence has become testable
recently with the advent of numerical simulations (Biskamp 2003), which confirmed (see
Cho and Lazarian 2005, and references therein) the prediction of magnetized Alfvénic
eddies being elongated in the direction of the magnetic field (Shebalin et al. 1983;
Higdon 1984) and provided results consistent with quantitative relations for the degree of
eddy elongation obtained by GS95.

MHD turbulence theory is in many respects similar to the famous Kolmogorov (1941)
theory of turbulence. In the latter theory, energy is injected at large scales, creating large
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eddies which do not dissipate energy through viscosity1 but transfer energy to smaller ed-
dies. The process continues until the cascade reaches the eddies that are small enough to
dissipate energy over an eddy turnover time. In the absence of compressibility the hydrody-
namic cascade of energy is ∼ v2

l /τcasc,l = const, where vl is the velocity at the scale l and
the cascading time for the eddies of size l is τcasc,l ≈ l/vl . From this the well known relation
vl ∼ l1/3 follows.

In MHD turbulence, in the presence of dynamically important magnetic fields, eddies be-
come anisotropic. At the same time, one can imagine eddies mixing magnetic field lines per-
pendicular to the direction of the magnetic field. For these eddies, the original Kolmogorov
treatment is applicable resulting in perpendicular motions scaling as vl ∼ l1/3⊥ , where l⊥
denotes eddy scales measured perpendicular to the magnetic field. These mixing motions
induce Alfvénic perturbations that determine the parallel size of the magnetized eddy. A cor-
nerstone of the GS95 theory is critical balance, i.e. the equality of the eddy turnover time
l⊥/vl and the period of the corresponding Alfvén waves ∼ l‖/VA, where l‖ is the parallel
eddy scale and VA is the Alfvén velocity. Making use of the earlier expression for vl , one
can easily obtain l‖ ∼ l2/3⊥ , which reflects the tendency of eddies to become more and more
elongated as energy cascades to smaller scales.

It is important to stress that the scales l⊥ and l‖ are measured with respect to a system of
reference related to the direction of the local magnetic field “seen” by the eddy. This notion
was not present in the original formulation of the GS95 theory and was added to it later by
Lazarian and Vishniac (1999), henceforth LV99, and Cho and Vishniac (2000). The local
system of reference was also used in numerical studies in Cho and Vishniac (2000), Maron
and Goldreich (2001), and Cho et al. (2002) that tested GS95 theory. In terms of mixing
motions, it is rather obvious that the free Kolmogorov-type mixing is possible only with
respect to the local magnetic field of the eddy rather than the mean magnetic field of the
flow.

While the arguments above are far from being rigorous, they correctly reproduce the basic
scalings of magnetized turbulence when the velocity is equal to VA at the injection scale L.
The most serious argument against this picture is the ability of eddies to perform mixing
motions perpendicular to the magnetic field. This problem was addressed in LV99, where
the self-consistency of the GS95 theory was related to fast reconnection of the magnetic
field in turbulent fluids. A more rigorous discussion of a self-consistent treatment of MHD
turbulence and magnetic reconnection is presented in Eyink et al. (2011).

The GS95 theory is formulated assuming isotropic injection of energy at scale L and the
injection velocity equal to the Alfvén velocity in the fluid VA, i.e. the Alfvén Mach number
MA ≡ (VL/VA)= 1, where VL is the injection velocity. Thus, it provides the description of
trans-Alfvénic turbulence. This model was later extended for both sub-Alfvénic, i.e. MA <

1, and super-Alfvénic, i.e. MA > 1, cases (see LV99 and Lazarian 2006, respectively; see
also Table 1). Indeed, if MA > 1, then, instead of the driving scale L one can use the scale

lA = LM−3
A , (1)

which is the scale at which the turbulent velocity equals VA. For MA � 1, magnetic fields
are not dynamically important at the largest scales and the turbulence at those scales follows
the isotropic Kolmogorov cascade vl ∼ l1/3 over the range of scales [L, lA]. At the same

1The Reynolds number Re ≡ LfV/ν = (V/Lf)/(ν/L
2
f ) characterizes the ratio of the eddy turnover rate

τ−1
eddy = V/Lf and the viscous dissipation rate τ−1

dis = η/L2
f . Therefore large values of Re correspond to negli-

gible viscous dissipation of large eddies over the cascading time τcasc which is equal to τeddy in Kolmogorov
turbulence.
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Table 1 Regimes and ranges of MHD turbulence

Type of MHD turbulence Injection velocity Range of scales Motion type Ways of study

Weak VL <VA [L, ltrans] Wave-like Analytical

Strong sub-Alfvénic VL <VA [ltrans, lmin] Eddy-like Numerical

Strong super-Alfvénic VL >VA [lA, lmin] Eddy-like Numerical

L and lmin are injection and dissipation scales

ltrans and lA are given by (2) and (1), respectively

time, if MA < 1, the turbulence obeys GS95 scaling (also called “strong” MHD turbulence)
not from the scale L, but from a smaller scale

ltrans = LM2
A, (2)

while in the range [L, ltrans] the turbulence is “weak”.
The properties of weak and strong turbulence are rather different. Weak turbulence is

wave-like turbulence with wave packets undergoing many collisions before transferring en-
ergy to small scales. Unlike strong turbulence, weak turbulence allows an exact analyti-
cal treatment (Galtier et al. 2000). By contrast, in strong turbulence intensive interactions
between wave packets prevent the use of a perturbative approach. Numerical experiments
have supported the GS95 ideas both for incompressible MHD turbulence (Cho and Vishniac
2000; Maron and Goldreich 2001; Cho et al. 2002; Beresnyak and Lazarian 2010, 2011)
and for the Alfvénic component of compressible MHD turbulence (Cho and Lazarian 2002,
2003; Kowal and Lazarian 2010). [The compressible MHD turbulence simulations of Beres-
nyak et al. (2005) and Kowal et al. (2007) demonstrated that the density spectrum becomes
more shallow and isotropic as the Mach number increases.]

While there are ongoing debates whether the original GS95 theory must be modified
to better describe MHD turbulence, we believe that we do not have compelling evidence
that GS95 is not adequate. The most popular one is the modification of the GS95 model by
Boldyrev (2005, 2006), who, motivated by the spectral index of −3/2 observed in simula-
tions of Maron and Goldreich (2001), proposed that the difference of the GS95 predictions
and the numerical experiments arises from the dynamical alignment of velocity and mag-
netic fields. However, Beresnyak and Lazarian (2009, 2010) showed that present day numer-
ical simulations may not have enough resolution to reveal the actual inertial range of MHD
turbulence and the existing numerical simulations may be dominated by the bottleneck ef-
fect that distorts the actual slope of turbulence. Incidentally, the bottleneck effect already
played a trick with the researchers when supersonic simulations suggested a −5/3 spectrum
of supersonic turbulence (Boldyrev et al. 2002) which later was proven to be a bottleneck
effect of shock wave turbulence with the expected −2 spectrum (Kritsuk et al. 2007). Such a
spectrum has been confirmed with several different codes (Kritsuk et al. 2011). In addition,
the −5/3 spectral index agrees well with the resolution studies by Beresnyak (2011, 2012).
Thus, within the present review we will refer to GS95 when we shall talk about strong MHD
turbulence.

The issue of the spectral slope is of both theoretical and practical importance. Although
the differences between spectral slopes of 5/3 and 3/2 or even 2 do not look large, they cor-
respond to very different physical pictures. The spectrum of 3/2 corresponds to interactions
decreasing with the scale of turbulent motions, 5/3 corresponds to a strongly Kolmogorov-
type picture of eddies, while 2 corresponds to a spectrum of shocks. The anisotropies
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predicted in these different pictures of turbulence are also different. They are in fact ex-
tremely important for cosmic ray propagation; see Yan and Lazarian (2004) and references
therein. We also note that even a small difference in the slope can result in substantial dif-
ferences in the energy at small scales due to the enormous extent of the astrophysical tur-
bulent cascade. Finally, as GS95 has now the status of the accepted model of turbulence,
it is essential to test all the predictions of this theory, including the predicted 5/3 spectral
slope.

Usually, one considers balanced turbulence, i.e. the situation when the flows of energy in
opposite directions are equal. In a more general case the turbulence is imbalanced, i.e. the
flow of energy from one side dominates the flow from the opposite direction. The existing
models of imbalanced turbulence are hotly debated at the moment and their predictions are
being tested (Lithwick et al. 2007; Beresnyak and Lazarian 2008; Perez and Boldyrev 2009).
Here we will just mention that in the case of astrophysical turbulence, compressibility may
decrease the degree of imbalance, making the simple GS95 model applicable in spite of the
presence of sources and sinks of energy.

3.2 Compressible MHD Turbulence

The statistical decomposition of 3D MHD turbulence into fundamental modes, i.e.
Alfvén, slow and fast, was performed in Fourier space by Cho and Lazarian (2002,
2003), henceforth CL02 and CL03, respectively, and later using wavelets by Kowal
and Lazarian (2010). The idea of the decomposition is presented in Fig. 2. The proce-
dure was tested with the decomposition in real space in special cases when such a de-
composition was possible, for instance, in the case of slow modes in a low plasma-β
medium.

The most important result of this decomposition was establishing the relevance of
Alfvénic turbulence scaling to a compressible medium. As we see in Fig. 3, the anisotropy
of the Alfvénic component corresponds to the GS95 predictions. In general, the study of
trans-Alfvénic turbulence with different Mach numbers in CL02 and CL03 revealed that
GS95 scaling is valid for Alfvén modes:

Alfvén: EA(k)∝ k−5/3, k‖ ∝ k2/3
⊥ .

Slow modes also follow the GS95 model for both high β and mildly supersonic low β cases:

Slow: Es(k)∝ k−5/3, k‖ ∝ k2/3
⊥ .

For the highly supersonic low β case, the kinetic energy spectrum of slow modes tends to
be steeper, which may be related to the formation of shocks.

Fig. 2 Graphical representation
of the mode separation method.
We separate the Alfvén, slow and
fast modes by the projection of
the velocity Fourier component
vk on the bases ξ̂A, ξ̂s and ξ̂f,
respectively. Adapted from CL03
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Fig. 3 Highly supersonic low β (β ∼ 0.02 and Ms ∼7). VA ≡ B0/
√

4πρ = 1. a (sound speed) = 0.1.
δV ∼ 0.7. Alfvén modes follow the GS95 scalings. Slow modes follow the GS95 anisotropy. Fast modes are
isotropic

Fast mode spectra are compatible with acoustic turbulence scaling relations:

Fast: Ef(k)∝ k−3/2, isotropic spectrum.

The coupling between fast and Alfvén modes was shown to be weak and therefore the
cascades of fast and Alfvén modes weakly affect each other (CL02). At the same time,
Alfvén modes cascade to slow modes, which are otherwise passive in the cascade. This cor-
responds to the theoretical expectations discussed in GS95, Lithwick and Goldreich (2003),
and CL03.

In terms of energy transfer from Alfvénic to compressible modes CL02 suggested the
theory-motivated expression

δEcomp

δEAlf
≈ δVAVA

V 2
A + c2

s

, (3)

where δEcomp and δEAlf are the energies of compressible and Alfvén modes, respectively.
Equation (3) suggests that the drain of energy from Alfvénic cascade is marginal when the
amplitudes of perturbations are weak, i.e. (δV )A 	 VA. Results of numerical calculations
in CL02 are consistent with the expression above. The marginal transfer of energy between
Alfvénic and compressible motions justifies considering the Alfvénic and fast cascades sep-
arately.

Higher resolution simulations in Kowal and Lazarian (2010) used a different wavelet-
based decomposition technique. The results agree well with those in CL03. The advantage
of the wavelet decomposition is the ability to decrease the error for the case of strongly
perturbed fields.
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4 Implications of MHD Turbulence for Diffusion Processes

4.1 Diffusion of Heat by MHD Turbulence

Transport processes are known to be affected by turbulence. A big issue related to MHD
turbulence is the nature of turbulent eddies. If magnetic field lines are perfectly frozen into
fluid, then one cannot talk about mixing motions at the scale of dynamically important mag-
netic fields. On the contrary, if magnetic reconnection is fast enough to resolve the knots
of intersecting magnetic fluxes that naturally arise in GS95 turbulence, mixing motions per-
pendicular to the local magnetic field should be similar to those in hydrodynamical fluids.
This problem was addressed in LV99, where it was shown that magnetic reconnection in-
duced by turbulence makes the GS95 picture of a perpendicular cascade self-consistent.
A more recent study by Eyink et al. (2011) revealed the deep connection between turbu-
lence and magnetic reconnection. This provides a theoretical justification for discussing
hydrodynamic-type turbulent advection of heat in the presence of dynamically important
magnetic fields.2

In addition, in hot plasmas, the motion of electrons along wandering magnetic fields is
important. The statistics of magnetic field wandering was described in LV99 for different
regimes of turbulence and provides the necessary foundations for a quantitative description
of the heat transfer process. This is the process that we start our discussion with.

Let us initially disregard the dynamics of fluid motions on diffusion, i.e. we consider dif-
fusion induced by particles moving along wandering turbulent magnetic field lines, whose
motions we disregard for the sake of simplicity. Magnetized turbulence with a dynamically
important magnetic field is anisotropic with eddies elongated along the direction of local
magnetic field (henceforth denoted by ‖), i.e. l⊥ < l‖, where ⊥ denotes the direction per-
pendicular to the local magnetic field. Consider isotropic injection of energy at the outer
scale L and dissipation at the scale l⊥,min. This scale corresponds to the minimal dimension
of the turbulent eddies.

Initially, the problem of heat transport by electrons moving in turbulent magnetic fields
was considered by Narayan and Medvedev (2001) for trans-Alfvénic turbulence. The treat-
ment for both sub-Alfvénic and super-Alfvénic turbulence was presented in Lazarian (2006);
henceforth L06.

It is easy to notice that the separations of magnetic field lines at scales below the damping
scale of turbulence, i.e. for r0 < l⊥,min, are mostly influenced by the motions at the smallest
scale. This scale l⊥,min results in Lyapunov-type growth ∼ r0 exp(l/ l‖,min). This growth is
similar to that obtained in earlier models with a single scale of turbulent motions; see Rech-
ester and Rosenbluth (1978), henceforth RR78, and Chandran and Cowley (1998). Indeed,
as the largest shear that causes field line divergence is due to the marginally damped motions
at the scale around l⊥,min the effect of larger eddies can be neglected and we are dealing with
the case of single-scale “turbulence” described by RR78.

The electron Larmor radius presents the minimal perpendicular scale of localization,
while the other relevant scale is the Ohmic diffusion scale corresponding to the scale of
damped motions. Thus, conservatively it is natural to associate r0 with the size of the cloud

2The arguments in Eyink et al. (2011) should be distinguished from the arguments based on attempted renor-
malization of the effective magnetic Reynolds numbers in Blackman and Field (2008). Eyink et al. (2011) do
not introduce artificial “turbulent diffusivities” but appeal to the established and tested concept of Richardson
diffusion.
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of electrons of the electron Larmor radius rLar,particle. Applying the original RR78 theory,
they found that the electrons should travel over a distance

LRR ∼ l‖,min ln(l⊥,min/rLar,e) (4)

to get separated by l⊥,min.
Within the single-scale “turbulence model”, which formally corresponds to Lss =

l‖,min = l⊥,min, the distance LRR is called Rechester–Rosenbluth distance. For the intracluster
medium parameters, for which the problem was discussed originally, the logarithmic factor
in (4) is of the order of 30. This causes a 30-fold decrease of the thermal conductivity for
the single-scale models.3

The single-scale turbulence model is just a toy model to study the effects of turbulent
motions. However, one can use this model to describe what is happening below the scale
of the smallest eddies. Indeed, shear and, correspondingly, magnetic field line divergence
are maximal for the marginally damped eddies at the dissipation scale. Thus, for scales less
than the damping scale the action of the critically damped eddies is dominant and the results
of (4) are applicable. The additional traveling distance of LRR is of marginal importance for
diffusion of heat over distances � LRR.

For the diffusion in super-Alfvénic turbulence the Alfvénic scale lA given by (1) is im-
portant. It acts as the characteristic scale of magnetic fluctuations. Assuming that the mean
free path of electrons is less than lA, L06 obtained:

κe ≡�2/δt ≈ (1/3)lAve, lA < λ, (5)

where ve is the electron velocity. In the opposite limit of effective scattering λ < lA, we
have κ ∼ λve with the coefficient of proportionality equal to 1/5 according to Narayan and
Medvedev (2001).

For sub-Alfvénic turbulence, the turbulence gets into the regime of strong GS95 type
turbulence, which is described by (2). The diffusivity becomes anisotropic with the diffusion
coefficient parallel to the mean field, κ‖,particle ≈ 1/3κunmagn being larger than the coefficient
for diffusion perpendicular to the magnetic field (L06):

κ⊥,e = κ‖,eM4
A, MA < 1. (6)

As discussed above, turbulent motions themselves can induce advective transport of heat.
Appealing to the LV99 model of reconnection, one can conclude that turbulence with
MA ∼ 1 should be similar to hydrodynamic turbulence, i.e.

κdynamic ≈ CdynLVL, MA > 1, (7)

where Cdyn ∼ 0(1) is a constant, which for hydro turbulence is around 1/3 (Lesieur 1990). If
we deal with heat transport, for fully ionized non-degenerate plasmas we assume Cdyn ≈ 2/3
to account for the advective heat transport by both protons and electrons.

The advection of heat in the regime of sub-Alfvénic turbulence is reduced compared to
the super-Alfvénic case and given by expression (L06):

κdynamic ≈ (β/3)LVLM
3
A, MA < 1, (8)

where β ≈ 4.
Figure 4 illustrates the existing ideas on processes of heat conduction in astrophysical

plasmas. They range from heat insulation by unrealistically laminar magnetic field (a), to

3For the single-scale model, LRR ∼ 30L and the diffusion over distance � takes LRR/Lss steps, i.e. �2 ∼
LRRL, which decreases the corresponding diffusion coefficient κe,single ∼�2/δt by a factor 30.
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Fig. 4 Enßlin and Vogt (2006). (a) Textbook picture of electrons moving along magnetic field lines in ther-
mal conduction process. (b) Actual motions of electrons in realistic turbulent plasmas where reconnection
and spontaneous stochasticity of magnetic field are present. (c) Numerical simulations of heat advection in
magnetized turbulence. From Cho and Lazarian (2004)

heat diffusion in turbulent magnetic field (b) and to heat advection by turbulent flows (c).
field, to heat diffusion in turbulent magnetic field and to heat advection by turbulent flows.
The relative efficiencies of the two latter processes depend on parameters of the turbulent
plasma. The observational data for two clusters are also shown and it is clear that for the
clusters of galaxies discussed, the turbulent advection of heat is the dominant process. The
dominance of turbulent motions gets even more prominent if one takes into account that
instabilities in the collisionless plasma of galaxies are likely to dramatically decrease the
mean free path of electrons.

In thermal plasma, electrons are mostly responsible for thermal conductivity. The
schematics of the parameter space for κparticle < κdynamic is shown in Fig. 5, where the
Mach number Ms and the Alfvén Mach number MA are the variables. For MA < 1,
the ratio of diffusivities arising from fluid and particle motions is κdynamic/κparticle ∼
βαMsMA(L/λ); see (6) and (8). The square root of the ratio of the electron to proton mass
α = (me/mp)

1/2, which provides the separation line between the two regions in Fig. 2,
is given by βαMs ∼ (λ/L)MA. For 1 < MA < (L/λ)1/3 the mean free path is less than
lA which results in κparticle being some fraction of κunmagn, while κdynamic is given by (7).
Thus κdynamic/κparticle ∼ βαMs(L/λ), i.e. the ratio does not depend on MA (horizontal line
in Fig. 5). When MA > (L/λ)

1/3 the mean free path of electrons is constrained by lA. In
this case κdynamic/κparticle ∼ βαMsM

3
A; see (7) and (5). This results in the separation line

βαMs ∼M−3
A in Fig. 5.

The application of the MHD approach to turbulent plasma has of course its limitations.
For instance, in terms of magnetic reconnection, it is shown in Eyink et al. (2011) that
the model of turbulent reconnection described in LV99 is applicable to current sheets if
the broadening of the current sheet introduced through the wandering of magnetic field
lines is larger than the Larmor radius of thermal ions. This makes the model not applicable
to magnetosphere, where more sophisticated, e.g. based on PIC simulations, modeling is
required.

4.2 Diffusion of Magnetic Fields in Turbulent Molecular Clouds

MHD turbulence induces not only mixing motions advecting heat, but it also induces the
transport of magnetic field and matter in molecular clouds. This process, first discussed in
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Fig. 5 Parameter space for particle diffusion or turbulent diffusion to dominate: application to heat transfer.
Sonic Mach number Ms is plotted against the Alfvén Mach number MA. The heat transport is dominated
by the dynamics of turbulent eddies is above the curve (area denoted “dynamic turbulent transport”) and
by thermal conductivity of electrons is below the curve (area denoted “electron heat transport”). Here λ is
the mean free path of the electron, L is the driving scale, and α = (me/mp)1/2, β ≈ 4. Example of theory
application: The panel in the right upper corner of the figure illustrates heat transport for the parameters for
a cool core Hydra cluster (point “F”), “V” corresponds to the illustrative model of a cluster core in Enßlin
and Vogt (2006). Relevant parameters were used for L and λ. From L06

Fig. 6 Reconnection diffusion: exchange of flux with entrained matter. Illustration of the mixing of matter
and magnetic fields due to reconnection as two flux tubes of different eddies interact. Only one scale of
turbulent motions is shown. In real turbulent cascade such interactions proceed at every scale of turbulent
motions. From Lazarian et al. (2012b)

Lazarian (2005) and Lazarian and Vishniac (2009), was later tested numerically in Santos-
Lima et al. (2010, 2012) and showed high efficiency for removing magnetic fields from
clouds and accretion disks. Lazarian et al. (2012a) showed that the process that they termed
“reconnection diffusion” can explain why in observations by Crutcher et al. (2010) the en-
velopes had a lower mass to flux ratio than the cloud cores. In contrast, the usually consid-
ered ambipolar diffusion process predicts the opposite situation.

The elementary process of reconnection diffusion is illustrated in Fig. 6, where the den-
sities of plasma along magnetic flux tubes belonging to different eddies are different. The
process of fast turbulent reconnection (LV99) creates new flux tubes with columns of en-
trained dense and rarefied plasmas. The situation is similar to the earlier discussed case with
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plasma moving along magnetic fields and equalizing the pressure within the newly formed
flux tubes. As a result, eddies with initially different plasma pressures exchange matter and
equalize the plasma pressure. This process can be described as the diffusion of plasma per-
pendicular to the mean magnetic field. In reality, for turbulence with the extended inertial
range, the shredding of the columns of plasmas with different density proceeds at all turbu-
lence scales, making the speed of plasma motion irrelevant for the diffusion. For the case of
strong turbulence, the diffusion of matter and magnetic field is given by (8). In the presence
of the gravitational potential, the matter gets concentrated towards the center of the potential
well. This was seen in the numerical simulations in Santos-Lima et al. (2010). The physical
justification of the process is based on the nature of the GS95 cascade and the LV99 model
of turbulent reconnection. The deep relation between the two is discussed in Eyink et al.
(2011).

4.3 Cosmic Ray Scattering, Acceleration and Perpendicular Diffusion

MHD turbulence plays an important role in accelerating energetic particles. First of all,
the second order Fermi acceleration can arise directly from the scattering of particles by
turbulence (Melrose 1968). Properties of MHD turbulence that we discussed above are es-
sential to understanding this process. If turbulence is injected at large scales, the anisotropy
of Alfvénic modes at small scales makes them inefficient for scattering and acceleration of
cosmic rays (Chandran 2000; Yan and Lazarian 2002).4 In this situation, fast modes were
identified in Yan and Lazarian (2002) as the major scattering and acceleration agent for cos-
mic rays and energetic particles in interstellar medium (see also Yan and Lazarian 2004,
2008). This conclusion was extended for solar environments in Petrosian et al. (2006) and
intracluster medium in Brunetti and Lazarian (2007). Turbulent magnetic field in the pre-
shock and post-shock environment are important for the first order Fermi acceleration asso-
ciated with shocks (Schlickeiser 2002). In particular, magnetic field enhancement compared
to its typical interstellar values is important in the pre-shock region for the acceleration of
high energy particles. The turbulent dynamo can provide a way of generating magnetic field
in the precursor of the shock. In Beresnyak et al. (2009) it was shown that the interactions
of the density inhomogeneities pre-existing in the interstellar medium with the precursor
generate strong magnetic fields in the shock precursor, which allows particle acceleration
up to the energy of 1016 eV.

While discussing heat transport by thermal electrons streaming along turbulent magnetic
fields, we have discussed the perpendicular diffusion that is also relevant for the turbulent
transport of cosmic rays perpendicular to the mean magnetic field. The relation between
the parallel and perpendicular diffusivities in this case is also given by (6); see Yan and
Lazarian (2008). The important factor in this equation isM4

A. This dependence follows from
the modern theory of MHD turbulence and it is very different from the dependence of M2

A
discussed in the literature (Jokipii 1974).

A stream of cosmic ray protons propagating parallel or antiparallel to a large-scale mag-
netic field can lead to important instabilities such as the Bell instability (Bell 2004). This is
reviewed extensively in a companion paper by Bykov et al. (2013). The combined presence

4The resonant scattering is happening on the magnetic scales of the order of the cosmic ray gyroradius. If
the Alfvénic eddies are strongly elongated, the particles interacts with many eddies within its radius and the
scattering effect is dramatically reduced. Scattering efficiency and the acceleration efficiencies are closely
related for the second order Fermi acceleration of cosmic rays by turbulence (see Schlickeiser 2002).

99 Reprinted from the journal



A. Brandenburg, A. Lazarian

of a cosmic ray current and a parallel magnetic field gives rise to a pseudoscalar in the prob-
lem, and hence to an α effect which can lead to large-scale dynamo action (Rogachevskii
et al. 2012). In the following, we discuss magnetic field amplification by dynamo action in
more detail.

5 MHD Turbulence with Dynamo-Generated Magnetic Fields

In this section we discuss the case where the magnetic field is produced self-consistently
by the action of turbulence through dynamo action. We discuss here mainly the results of
numerical simulations.

5.1 Definitions and Conventions

In the following we characterize turbulent flows by the Reynolds number, which quantifies
the ratio of advective to viscous accelerations, u ·∇u and ν∇2u, respectively. Here, u is the
velocity and ν is the kinematic viscosity. Throughout the remainder of this review, we define
the Reynolds number as

Re= urms/νkf, (9)

where urms = 〈u2〉1/2 is the rms velocity within some appropriate volume and kf is the
wavenumber of the energy-carrying eddies, which is also known as the integral or correla-
tion wavenumber. It can be defined through a weighted average of the inverse wavenumber
over the kinetic energy spectrum, EK(k, t), where k = |k| is the modulus of the wave vector
k, and t is time. The kinetic energy spectrum is normalized such that∫ ∞

0
EK(k, t)dk = 1

2
ρ0

〈
u2
〉
, (10)

where ρ0 = 〈ρ〉 is the volume average of the gas density ρ. For incompressible and weakly
compressible flows, it is customary to ignore fluctuations of ρ in the definition of EK(k, t).
In fact, there is no unique way of incorporating density. For supersonic turbulence, this is
very much a current research topic in its own right. We refer here to the papers of Kritsuk
et al. (2007), Galtier and Banerjee (2011), and Banerjee and Galtier (2013).

Returning to the case of incompressible or weakly compressible (subsonic) turbulence, a
formal definition of kf can be written as

k−1
f =

∫
k−1EK(k, t)dk

/∫
EK(k, t)dk. (11)

Note that kf = kf(t) is in general time-dependent, which can be important in studies of de-
caying turbulence. An important example is helical MHD turbulence, because it drives an
inverse cascade which manifests itself in a time-dependent decrease of kf(t); see Tevzadze
et al. (2012) and Kahniashvili et al. (2013) for recent examples. In most of the cases consid-
ered below we consider a time average of kf.

MHD turbulence is additionally characterized by the magnetic Reynolds number,

ReM = urms/ηkf, (12)

where η is the magnetic diffusivity. The ratio ReM/Re= ν/η= PrM is the magnetic Prandtl
number. Furthermore, a magnetic energy spectrum EM(k, t) can be defined such that∫ ∞

0
EM(k, t)dk = 1

2
μ−1

0

〈
B2

〉
, (13)
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where B is the magnetic field and μ0 is the vacuum permeability. Analogously to (11)
we can then also define a magnetic correlation wavenumber kM(t). The relative alignment
between u and B is characterized by the so-called cross helicity, 〈u · B〉, and its scale de-
pendence is characterized by the cross helicity spectrum EC(k, t) with the normalization∫
EC(k, t)dk = 〈u · B〉. This quantity is a pseudoscalar and changes sign for a mirror-

reflected image of the turbulence. Other important helicities are the kinetic helicity, 〈w · u〉,
with w =∇ × u being the vorticity, the current helicity, 〈J ·B〉, with J =∇ ×B/μ0 be-
ing the current density, and, in particular, the magnetic helicity, 〈A · B〉, with A being the
magnetic vector potential such that B =∇×A.

In some cases we also discuss the evolution of a passive scalar, whose concentration is
governed by a corresponding diffusivity κ . The relevant non-dimensional parameter is the
Péclet number, Pe= urms/κkf.

5.2 Dynamo Instability and Spectrum

In the absence of an imposed magnetic field, the zero-field limit is unstable to dynamo action
when the magnetic Reynolds number exceeds a critical value,

ReM > ReM,crit (dynamo instability). (14)

In practice, this means that the theory of Kolmogorov turbulence is not directly applicable
to most astrophysical flows when the gas is ionized and therefore electrically conducting.

In this section we restrict ourselves to non-helical isotropic turbulence, i.e., 〈w · u〉 	
kf〈u2〉. In that case, only random or turbulent magnetic fields can be expected. This possi-
bility was already anticipated by Batchelor (1950), but the relevant theory was only devel-
oped later by Kazantsev (1968). He assumed that the velocity field was given by a smooth
large-scale random flow and found that the resulting magnetic field has typical wavenum-
bers close to the resistive cutoff wavenumber, kη = 〈μ2

0J
2/η2〉1/4, and much larger than kf.

In fact, his work predicted a k3/2 spectrum for the magnetic field in the wavenumber range
kf < k < kη .

The first numerical solutions of such dynamos have been performed by Meneguzzi et al.
(1981) at a resolution of just 643 collocation points. Those where the “golden years” of
numerical turbulence research. For the first time, many of the ideas in turbulence could be
put to the test and, although the numerical resolution was still poor, it was clear that it could
only be a matter of time until all the newly emerging results will be confirmed at better
resolution.

In the following years, small-scale dynamo action emerged in several direct numer-
ical simulations (DNS). At first it appeared that kinetic helicity had only a minor ef-
fect in Cartesian simulations (Meneguzzi and Pouquet 1989; Kida et al. 1991; Nord-
lund et al. 1992). This was later understood to be an artefact of the lack of scale sepa-
ration, i.e., kf/k1 was not big enough (Haugen et al. 2004). Meanwhile, global convec-
tion simulations in spherical shells did produce large-scale magnetic fields (Gilman 1983;
Glatzmaier 1985). Remarkably, although there was general awareness of the concepts of
large-scale and small-scale dynamos, which was also clearly spelled out in an early re-
view of Vainshtein and Zeldovich (1972), the theory of Kazantsev (1968) was still not yet
widely cited in the West. This has changed by the late 1990s (e.g., Gruzinov et al. 1996;
Subramanian 1998; Kulsrud 1999), and by the early 2000s many groups investigated the
small-scale dynamo systematically (Cho and Vishniac 2000; Schekochihin et al. 2002,
2004a, 2004b; Haugen et al. 2003, 2004).

Although the resolution has improved significantly over the past two decades, some
important aspects of small-scale dynamos was evident already early on. In particular,
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Fig. 7 Magnetic, kinetic and
total energy spectra.
Re= ReM = 960 using 10243

meshpoints. Courtesy of Nils
Erland Haugen (Haugen et al.
2003)

Fig. 8 Magnetic and kinetic
energy spectra for runs with 5123

meshpoints and hyperviscosity
with hyperresistivity (solid line)
and Smagorinsky viscosity with
hyperresistivity (red, dashed
line). Note the mutual approach
of kinetic and magnetic energy
spectra before entering the
dissipative subrange. Adapted
from Haugen and Brandenburg
(2006)

Meneguzzi et al. (1981) and Kida et al. (1991) found that the magnetic energy spectrum
reaches a maximum at a wavenumber kM that is by a factor of ≈ 6 larger than kf, which
is where the kinetic energy has its maximum. This was an aspect that was later motivated
by the work of Subramanian (1998), who proposed that kM/kf should be of the order of
Re1/2

M,crit. This result was indeed borne out by all the DNS obtained so far. In Fig. 7 we repro-
duce the result of Haugen et al. (2003) using 10243 meshpoints. For larger values of PrM ,
ReM,crit increases, so kM also increases, making it harder to confirm the expected scaling
in that regime. Indeed, Schekochihin et al. (2004b) propose that at large values of PrM the
field shows folded structures. While Brandenburg and Subramanian (2005) confirmed the
presence of folded structures in a simulation with PrM = 50, they found them rather the ex-
ception and showed other cases where the field was not folded. Recent simulations by Bhat
and Subramanian (2013) confirmed that, after sufficiently many turnover times, kM/kf is of
the order of Re1/2

M,crit even when PrM = 50.
Note that, at the position where the magnetic energy spectrum peaks, the magnetic field

is in super-equipartition with the kinetic energy by a factor of 2–3. Initially, this was a
somewhat surprising result in view of the work of GS95, according to which one might have
expected equipartition. Subsequent work using large eddy simulations suggested that this
super-equipartition would not persist deeper into the inertial range, provided Re and ReM are
large enough. Indeed, a trend toward equipartition can be seen in the compensated energy
spectra of Haugen and Brandenburg (2006); see also Fig. 8, where a Smagorinsky subgrid
scale model was used for the momentum equation and hyper-resistivity in the induction
equation.
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5.3 Small-Scale Dynamo Action at Small Values of PrM

The question of what happens in the case of PrM 	 1 has always been on people’s mind.
Small values of PrM are characteristic of denser bodies such as stars, planets, and especially
liquid metals. Only in recent years a clearer picture has emerged of what happens in the
limit PrM→ 0. By comparing the onset of dynamo action, it became clear that ReM,crit grew
larger and larger as one approached the value PrM = 0.1 (Schekochihin et al. 2005). Crucial
insight was gained through a paper by Iskakov et al. (2007), who found that ReM,crit has
a local maximum at PrM = 0.1, and that it decreases again as PrM is decreased further.
Early work of Rogachevskii and Kleeorin (1997) did already predict an increased value of
ReM,crit in the limit of small values of PrM , but not really a local maximum. Boldyrev and
Cattaneo (2004) argue that the reason for an increased value of ReM,crit is connected with
the “roughness” of the velocity field, as quantified by the scaling exponent ζ in velocity
differences δu� ∼ �ζ over spatial separations �. In the diffusive subrange, ζ = 1, so the
velocity is smooth, but in the inertial range we have ζ ≈ 0.4, so velocity gradients diverge
and the velocity field is therefore called “rough.”

The connection with roughness also helped explaining the occurrence of a maximum
in ReM,crit as PrM goes through 0.1. Indeed, the reason for this is that near PrM = 0.1 the
resistive wavenumber is about 10 times smaller than the viscous one and thus right within the
“bottleneck” where the spectrum is even shallower than in the rest of the inertial range, with
a local scaling exponent ζ → 0, corresponding to turbulence that is in this regime rougher
still, explaining thus the apparent divergence of ReM,crit.

The physical reality of the bottleneck effect remains still a matter of debate, but the
work of Falkovich (1994) suggests that it is related to the fact that near the viscous cut-
off wavenumber the flow becomes harder to stir, and that triangle interactions between a
wavenumber in the bottleneck range with wavenumbers in the dissipative subrange expe-
rience a difficulty in disposing of their energy. It is claimed in Beresnyak and Lazarian
(2010) that the MHD turbulence while formally local, is more diffusive in terms of the in-
teractions involved. This property termed “diffuse locality”, may explain that the bottleneck
effect in hydrodynamics is much more prominent that in MHD. Thus, one may suspect
that even the highest resolution simulations would still not be showing the actual inertial
range, but are influenced by an extended bottleneck effect Beresnyak and Lazarian (2009).
This may be the reason why the numerically measured spectrum is a bit shallower than
the GS95 prediction. A numerical study in Beresnyak (2011) seems to support this conclu-
sion.

It has recently become possible to demonstrate that in the nonlinear regime, when the
magnetic field affects the flow, the hydrodynamic bottleneck effect tends to be suppressed
as the field strength becomes appreciable, so the divergence in the roughness disappears
and there is a smooth dependence of the saturation field strength on the value of PrM ; see
Brandenburg (2011a) for details. In Fig. 9 we show the saturation energy of small-scale
dynamos as a function of PrM using the data of Tables 1 and 2 of Brandenburg (2011a). It is
clear that the position PrM = 0.1 is no longer special and that dynamo action is possible for
small values of PrM as well. For ReM = 160 the value of Brms/Beq is still ReM -dependent,
but this may be an artefact of the dynamo being close to onset. For ReM = 220 the dynamo
is more clearly supercritical and, although there are only two data points, the results are now
more clearly consistent with Brms/Beq being independent of ReM .
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Fig. 9 Saturation field strengths
for small-scale dynamos as a
function of PrM for two values
of ReM . Note that for
ReM = 160 (open symbols) the
dynamo is close to onset and the
saturation field strength declines
with decreasing values of PrM ,
while for ReM = 220 (filled
symbols) the field strength
changes only weakly although
only two data points are available

Fig. 10 Visualization of Bx on
the periphery of the
computational domain for a run
with ReM = 600 and a resolution
of 5123 mesh points. Note the
clear anisotropy with structures
elongated in the direction of the
field (which lies in the xy plane).
Adapted from Brandenburg et al.
(2008a)

5.4 Helically Driven Turbulence

Eigenfunctions of the curl operator provide an ideal means of stirring the flow. In wavenum-
ber space, these take the form (Haugen et al. 2004)

f k =RRR · f (nohel)
k with Rij = δij − iσεijkk̂k√

1+ σ 2
, (15)

where σ is a measure of the helicity of the forcing and σ = 1 for positive maximum helicity
of the forcing function. Furthermore,

f
(nohel)
k = (k × ê)/

√
k2 − (k · ê)2 (16)

is a non-helical forcing function, where ê is an arbitrary unit vector not aligned with k; note
that |f k|2 = 1 and f k · (ik × f k)

∗ = 2σk/(1+ σ 2), so the relative helicity of the forcing
function in real space is 2σ/(1+σ 2). When σ = 0, the forcing function is non-helical, and so
is the resulting flow. This case is special, as was demonstrated on various occasions. Firstly,
helical turbulence introduces an α effect which means that a weak large-scale magnetic
field becomes destabilized and will be amplified. In Fig. 10 we show a visualization of one
of the field components on the periphery of a Cartesian domain with periodic boundary
conditions. Note the presence of both large-scale and small-scale components. Secondly, in
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Fig. 11 Decay of magnetic energy with and without initial helicity (left) and the approximately linear evo-
lution of 〈B〉−3/2 and 〈B〉−1 in the two cases (right)

the absence of forcing, a fully helical magnetic field decays more slowly than a non-helical
one. Specifically, we have (Biskamp and Müller 1999; Biskamp 2003)

〈
B2

〉
(t)= 〈B2〉(0)

(1+ t/τ )2/3 , (17)

where τ = √μ0ρ0〈A · B〉/〈B2〉3/2 is the typical decay time scale. In Fig. 11 we compare
results of two simulations of Kahniashvili et al. (2013), one with an initial magnetic helicity
and the other one without. Note the slower decay proportional to t−2/3 in the helical case
compared to the faster t−1 decay in the non-helical case. In both cases, time has been nor-
malized by τ = √μ0ρ0/kf0Brms, where kf0 = kf(t = 0) ≈ 15k1. The rms velocity is about
20 % of the Brms in the helical case and about 28 % in the non-helical case. The Reynolds
number based on kf(t), which decreases with time either like t−2/3 in the helical case, or like
t−1/2 in the non-helical case, increases from 50 to 100 during the coarse of both simulations.
Even if the magnetic field is initially not fully helical, the relative helicity will increase,
because magnetic energy decays faster than magnetic helicity; see Tevzadze et al. (2012).
These considerations are important for primordial magnetic fields generated during cosmo-
logical phase transitions, because the inverse cascade allow the fields to reach appreciable
length scales at the present time (Brandenburg et al. 1996; Banerjee and Jedamzik 2004;
Kahniashvili et al. 2010).

The α effect is the reason behind the large-scale dynamo effect leading to the global
magnetic field observed in many astrophysical bodies (Moffatt 1978; Parker 1979; Krause
and Rädler 1980). The resulting magnetic field is helical and its helicity has the same sign
as α. However, because of total magnetic helicity conservation, no net magnetic helicity can
be produced. Therefore the α effect produces magnetic helicity of opposite signs at large
and small length scales at the same time. In Fig. 12 we show magnetic and kinetic energy
spectra compensated by k1.5 together with compensated magnetic and kinetic helicity spec-
tra, normalized by k/2 and 1/2k, respectively. This normalization allows us to see whether
or not the realizability conditions, EM(k)≥ 2kHM(k) and EK(k)≥ 2HK(k)/k, are close to
being saturated. Note also that HM(k) changes sign and becomes negative at k/k1 = 1 (thin
line), and is positive at all larger values of k/k1 (thick line).

The case of homogeneous helical turbulence is a particularly interesting example, be-
cause accurate estimates can be made about the saturation field strength and the magnetic
helicity balance, for example. However, such circumstances are not usually found in realis-
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Fig. 12 Compensated time-averaged spectra of kinetic and magnetic energy (dashed and solid lines, respec-
tively), as well as of kinetic and magnetic helicity (dotted and dash-dotted lines, respectively), for a run with
ReM ≈ 600. Note that HM(k) changes sign and becomes negative k/k1 = 1 (indicated by a thin line), and is
positive at all larger values of k/k1 (indicated by a thicker line). Adapted from Brandenburg et al. (2008a),
where however HK(k) and HM(k) are compensated by k1.2 and k3.2, respectively

tic applications. The significance of homogeneity is that then the divergence of the magnetic
helicity fluxes vanishes and does not affect the magnetic helicity evolution, so we have

d

dt
〈A ·B〉 = −2ημ0〈J ·B〉. (18)

Furthermore, in a homogeneous system, 〈A ·B〉 is gauge-invariant, so in the steady state we
have

〈J ·B〉 = 0 (steady state). (19)

This is remarkable and applies even (and especially) in the case of helical forcing when
large-scale fields can be generated by the α effect.

For the rest of this review, it will be crucial to distinguish between large-scale and small-
scale magnetic fields. We do this by making use of the following decomposition:

U =U + u, B =B + b. (20)

In the previous sections of this review, there was no mean flow, so U = u, but from now on
we shall denote the full velocity by a capital letter. Likewise, the vorticity of U is given by
W =∇×U .

In rotating astrophysical bodies, a commonly used average is the azimuthal one. How-
ever, in the present case of fully periodic Cartesian domains, the resulting large-scale fields
can be described by planar averages, such as xy, yz, or xz averages. The resulting mean
fields, B , depend then still on z, x, or y, in addition to t . Examples of such fields are
those proportional to (sinkz, cos kz,0), (0, sinkx, coskx), and (cos ky,0, sinky), respec-
tively. All these examples obey

∇×B = kB (21)

and are thus eigenfunctions of the curl operator with eigenvalue k. In particular, it follows

then that J · B = kB2
/μ0 is uniform. This can only be compatible with (19), if there is

a residual (small-scale or fluctuating) magnetic field, b = B − B , which obeys 〈j · b〉 =
−〈J · B〉. Here, j = ∇ × b/μ0 is the corresponding current density. Assuming 〈j · b〉 =
εfkf〈b2〉/μ0, we find that B

2
/〈b2〉 = εfkf/k, which can exceed unity in cases of fully helical
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Fig. 13 Example showing the evolution of the normalized 〈B2〉 (dashed) and that of 〈B2〉+d〈B2〉/d(2ηk2t)

(dotted), compared with its average in the interval 1.2 ≤ 2ηk2
1 t ≤ 3.5 (horizontal blue solid line), as well as

averages over 3 subintervals (horizontal red dashed lines). Here, B is evaluated as an xz average, 〈B〉xz . For
comparison we also show the other two averages, 〈B〉xy (solid) and 〈B〉yz (dash-dotted), but their values are
very small. Adapted from Candelaresi and Brandenburg (2013)

forcing (εf →±1). We recall that the parameter εf is related to the helicity parameter σ
in the forcing function (15) via εf = 2σ/(1 + σ 2). Repeating this calculation for the late
saturation phase of a dynamo, we have

B
2

〈b2〉 ≈
εfkf

k

[
1− e−2ηk2(t−tsat)

]
, (22)

with a suitable integration constant tsat, having to do with just properties of the initial field
strength. This equation describes the late (t > tsat), resistively dominated saturation phase of
a helically driven dynamo of α2 type. By differentiating this equation again, we can find that
the final saturation field strength, Bsat = B rms(t→∞), obeys (Candelaresi and Brandenburg
2013)

B
2
sat ≈B

2 + dB
2
/d
(
2ηk2t

)
. (23)

This equation allows one to compute the value of Bsat based on the measured rate at which

B
2

increases. It is now routinely used to estimate Bsat without actually reaching the final
state; see Fig. 13 for an example.

5.5 Turbulent Mixing and Non-diffusive Transport

Turbulent flows are known to be capable of enhanced mixing. A prime example is the mixing
of a passive scalar concentration C(x, t), whose evolution is governed by the equation

∂C

∂t
=−∇ · (UC)+ κ∇2C. (24)

Loosely speaking, turbulent mixing can be modeled as an enhanced diffusivity in the corre-
sponding evolution equation for the mean passive scalar concentration C(x, t), which then
takes the form

∂C

∂t
=−∇ · (U C)+ κT∇2C, (25)

where κT = κ + κt is the sum of molecular (or atomic) and turbulent diffusivities.

107 Reprinted from the journal



A. Brandenburg, A. Lazarian

In a more precise formulation, κt becomes not only a tensor, κij , but also an integral
kernel that takes into account that on the right-hand side of (25) higher-order derivatives
of C in space and time appear. In particular, there can in principle also be a term of the
form ∇ · (γ CC) on the right-hand side which describes turbulent pumping or turbophore-
sis, and γ C is a vector. This term acts like advection, but without any material motion. (In
a kernel formulation, such a term could in principle be subsumed into the integral kernel.)
However, under isotropic conditions, γ C must vanish and the diffusivity tensor κij becomes
an isotropic tensor κtδij . Analogous equations can also be derived for the magnetic induc-
tion equation and the momentum equation. In both cases this can lead to physically new
effects such as the mean-field (or large-scale) dynamo instability and the negative effective
magnetic pressure instability (NEMPI), which will be discussed further below. The former
exists in isotropic turbulence, while the latter requires inhomogeneity and sufficiently strong
density stratification.

In the simulations presented in Sect. 5.4 we found the development of large-scale fields
of Beltrami type. Such fields do indeed emerge as eigenfunctions of the related mean-field
induction equation with constant coefficients,

∂B

∂t
=∇× (U ×B + αB − ηTμ0J ). (26)

Significant progress in this field has recently become possible through the numerical de-
termination of the full set of turbulent transport coefficients. This method is known as the
test-field method and involves the solution of additional evolution equations for the mag-
netic fluctuations arising from a given test field. One needs enough test fields to obtain all
tensor components. By allowing the test fields to attain suitable variability in space and time,
it is possible to determine then also the full integral kernel in spectral space.

The results obtained so far have shown that

α ≈ α0 ≡−εfurms/3 (27)

and

ηt ≈ ηt0 ≡ urms/3kf (28)

for ReM � 1. For ReM � 1, both coefficients increase linearly with increasing ReM (Sur et al.
2008). In the nonlinear regime, there can also be velocity fluctuations generated through
the presence of a mean field, but this requires what is known as magnetic background tur-
bulence, i.e., magnetic fluctuations that would be present even without a mean magnetic
field. This is in principle possible when there is small-scale dynamo action. This case can
be treated with a correspondingly modified test-field method (Rheinhardt and Brandenburg
2010).

In the following we state several important results obtained by using the test-field method.
We did already mention that for fully helical turbulence and large values of ReM , α and ηt

attain values of the order of ±urms/3 and urms/3kf, respectively. In turbulence, both co-
efficients possess a wavenumber dependence that is of the form of a Lorentzian propor-
tional to (1 + k2/k2

f )
−1, corresponding to an exponential integral kernel proportional to

exp[−(z − z′)kf]; see Brandenburg et al. (2008b). When the mean field is non-steady, the
memory effect can become important and this leads to a dependence of the form (1− iωτ)−1,
corresponding to a kernel proportional to exp(−|t − t ′|/τ) for t ′ < t , and 0 otherwise. Here,
τ ≈ (urmskf)

−1 is the correlation time.
In the limit � = 1/kf → 0 and τ → 0, the integral kernels become δ functions in space

and time. However, this approximation breaks down at the bottom of the solar convection
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Fig. 14 ReM -dependence of α
and η̃t . Both curves are
normalized by α0. Adapted from
Brandenburg et al. (2008a)

zone, where the resulting mean magnetic field in dynamo models often shows structures on
scales much smaller than � (Chatterjee et al. 2011). Furthermore, nonlocality in time is vio-
lated when the mean magnetic field is either growing or decaying. Ignoring this can lead to
discrepancies that are well detectable with the test-field method (Hubbard and Brandenburg
2009; Rädler et al. 2011). Finally, when the mean magnetic field depends strongly on both
space and time, the integral kernel in spectral space becomes approximately proportional to
(1− iωτ + �2k2)−1. This form has the advantage that it can easily be treated in real space
by solving an evolution equation in time with a positive diffusion term, i.e.,(

1+ τ ∂
∂t
− �2∇2

)
E i = αijBj + ηijkBj,k. (29)

Here, αij and ηijk are the usual α effect and turbulent diffusivity tensors for ω→ 0 and
k→ 0, and equal to αδij to ηtεijk in the isotropic case. This equation has been studied in
some detail by Rheinhardt and Brandenburg (2012). It is a special form of the telegraph
equation, which has been studied in similar contexts (Brandenburg et al. 2004; Chamandy
et al. 2013).

Using the quasi-kinematic test-field method, Brandenburg et al. (2008a) showed that in
the case of a saturated dynamo, both α and ηt remain weakly ReM -dependent; see Fig. 14.
Note that no fully asymptotic regime has been obtained yet, so it remains unclear when or
whether this will happen. It is clear, however, that α must approach ηtk1 at large ReM for the
system to be in the stationary saturated state. However, in view of the astrophysical impor-
tance of turbulent dissipation, the remaining weak dependence of ηt on ReM is expected to
disappear eventually.

6 Inhomogeneous MHD Turbulence

6.1 Density Stratification

Stratification refers to nonuniformity that is usually caused by gravity. As a consequence,
pressure increases in the direction of the gravity, and this causes similar changes in density
and/or temperature. The turbulence intensity can itself also be stratified. This usually comes
as a consequence of density stratification, but one can envisage circumstances in which the
forcing is nonuniform. Such non-uniformity affects turbulent transport–not just diffusive
but also non-diffusive transport, similar to the pumping velocity proportional to γ C , de-
scribed in Sect. 5.5. Both effects are astrophysically important. Stratification usually leads
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Fig. 15 Dependence of κxx/κt0
(open symbols) and κzz/κt0
(filled symbols) on the
normalized buoyancy frequency.
The dashed line shows that
κxx/κt0 ≈ 2.5 while the solid line
gives κzz/κt0 ≈ 0.09(τN)−3/2.
Adapted from Kitchatinov and
Brandenburg (2012)

to a suppression of diffusive transport. An example is shown in Fig. 15, where we show the
suppression of the vertical passive scalar diffusivity as a function of the stratification, which
is here measured by the normalized Brunt–Väisälä frequency,N , withN2 =−g ·∇s/cp and
s being the specific entropy. For details of this, see the work of Kitchatinov and Brandenburg
(2012).

Suppression of turbulent transport, for example, is critical for understanding the depletion
of primordial elements (e.g., lithium) by mixing with deeper layers in the stably stratified
lower overshoot layer of the convection zones of stars with outer convection zones. The
suppression is here caused mainly by the stabilizing entropy gradient [reversing the gradient
of s leads the negative values of N , corresponding the onset of convection with exponential
growth proportional to exp(ImNt)]. In the following, we shall focus on another manifesta-
tion of stratification, namely the expansion of rising structures as they ascent into less dense
surroundings. For that purpose, we make the assumption of an isothermal equation of state,
which is a simplification that leads to a constant pressure scale height and suppresses also
the stabilizing effect from the entropy gradient. For further discussion on this, see the pa-
pers by Brandenburg et al. (2012a) and Käpylä et al. (2012b) in the context of NEMPI; see
Sect. 5.5.

6.2 Stratified Turbulence with a Vertical Field

In the presence of stratification and an imposed magnetic field along the direction of strati-
fication, there is the possibility of producing another pseudoscalar called cross helicity. On
theoretical grounds, one expects (Rüdiger et al. 2011)

〈u · b〉 ∝ g ·B. (30)

More specifically, it turns out that

〈u · b〉 = −ηtB/Hρ, (31)

where Hρ is the density scale height. This does indeed turn out to be the case, as has been
shown using simulations of forced isothermal turbulence in the presence of gravity. The
result is shown in Fig. 16, where we plot 〈u · b〉 as a function of ReM .

6.3 Effects of Rotation

In the presence of stratification and/or rotation, MHD turbulence is subject to a range of new
effects. These phenomena are associated with the vectors g (gravity) and Ω (angular veloc-
ity), which introduce preferred directions to the flow. They do so in different ways, because
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Fig. 16 Dependence of the
normalized cross helicity on Rm
for various field strength
Bz/Beq < 0.1, Pm= 1,
kf/k1 = 2.2, and Hρk1 = 2.5.
The straight line denotes the fit
〈u · b〉/τg〈B〉 = 0.05 Rm

Fig. 17 Dependence of passive scalar pumping velocity, γ (C) , and passive scalar diffusivity κt on Peclet
number, Pe. The scale separation ratio is kf/k1 = 5

g is a polar vector (identical to its mirror image) while Ω is an axial vector (antiparallel to
its mirror image). This means that turbulent transport effects characterized by some effective
velocity must be proportional to another polar vector. This can then either be the vector g

or, in forced turbulence simulations, where it is possible to produce helical turbulence, it can
be the vector Ω̂ . In that case there is kinetic helicity, 〈w · u〉, which is a pseudoscalar, so
〈w · u〉Ω would also be a polar vector, allowing pumping even in the homogeneous case if
there is rotation and helicity.

In Fig. 17 we show such an example, where there is fully helical turbulence that is initially
isotropic, but because of rotation it becomes anisotropic and there is now a polar vector that
leads to turbulent pumping with the velocity

γ (C) ≈ 0.075〈w · u〉Ω/(urmskf)
2. (32)

A similar result has previously been obtained by Pipin (2008) and Mitra et al. (2009) for
shear flows, where the resulting mean vorticity vector acts as the relevant pseudovector.
However, these situations are somewhat artificial, because helicity does not normally occur
in the absence of additional stratification, so any pumping would still be indirectly associated
with the stratification vector, although it can now attain a direction proportional to Ω̂ or the
mean vorticity.

Owing to the presence of stratification and rotation, the turbulence attains helicity and
can then produce an α effect. This has been studied in great detail in the past using analytic
methods and, more recently, the test-field method. In Fig. 18 we show an example from
Brandenburg et al. (2012b), where the turbulence is governed by only one preferred direc-
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Fig. 18 Dependence of transport coefficients in a model with rotation and density stratification as a function
of the Coriolis number, Co= 2Ω/urmskf. The other relevant parameters are ReM ≈ 10, Gr= g/c2

s kf ≈ 0.16,
kf/k1 = 5, for ν = η= κ

tion, and Ω̂ and g are therefore assumed to be parallel. In that case, EEE can be represented in
the form

EEE =−α⊥B − (α‖ − α⊥)(ê ·B)ê− γ ê×B

− β⊥μ0J − (β‖ − β⊥)(ê ·μ0J )ê− δê×μ0J

− κ⊥K − (κ‖ − κ⊥)(ê ·K)ê−μê×K (33)

with nine coefficients α⊥, α‖, . . . ,μ.
Clearly, because of stratification and rotation, the turbulence is no longer isotropic, so

α will also no longer be isotropic. In the simplest case when both g and Ω are parallel, α
has components parallel and perpendicular to their direction. The α effect is of particular
interest, because it can lead to large-scale magnetic field generation. Another effect that is
known to lead to large-scale dynamo action is the Rädler or Ω × J effect (Rädler 1969).
Unlike the α effect, it exists already with just rotation and no stratification. Its astrophysical
relevance is however still to be demonstrated. Note also that in all practical situations there
must still be an additional source of energy, because Ω × J has no component along J and
does therefore not provide energy to the system.

6.4 Stratified Turbulence with an Imposed Magnetic Field

In the presence of an imposed magnetic field there is an important effect that deserves to
be mentioned. In mean-field parameterizations of the Reynolds stress, there are terms that
are quadratic in the mean magnetic field and contribute to a decrease of the Reynolds stress
if there is a weak magnetic field. This suppression was discussed by Rüdiger (1974) and
Rädler (1974) in connection with the understanding of the quenching of the α effect by a
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mean magnetic field. However, later it was understood that it also leads to a suppression of
the turbulent pressure and that this suppression is stronger than the explicitly added magnetic

pressure from the mean field, B
2
/2μ0. This means that the contribution of the mean field to

the total turbulent pressure,

ptot = pgas + pturb = pgas + p(0)turb +
[
1− qp

(
B

2
/B2

eq

)]
B

2
/2μ0, (34)

which is embodied by the last term, [1 − qp(B
2
/B2

eq)]B2
/2μ0, can be negative (Klee-

orin et al. 1989, 1990, 1993, 1996; Kleeorin and Rogachevskii 1994; Rogachevskii and

Kleeorin 2007). Here, qp(B
2
/B2

eq) is a non-dimensional quenching function describing
the suppression of the total stress, which consists of Reynolds and Maxwell stress. It is

only a function of B
2
/B2

eq, so even for a uniform B
2

it can show spatial variation if
B2

eq changes, for example as a result of density stratification. This allows the full depen-

dence of qp on B
2
/B2

eq to be probed in a single simulation (Brandenburg et al. 2012a;
Kemel et al. 2012). The effect of the Maxwell stress turns out the be weaker than that of
the Reynolds stress and it has the opposite effect, as was demonstrated by numerical calcu-
lations (Brandenburg et al. 2010).

In a stratified layer with a sub-equipartition magnetic fields this negative effective mag-
netic pressure can lead to an instability producing spontaneously magnetic flux concentra-
tions (Kleeorin et al. 1989, 1993; Rogachevskii and Kleeorin 2007). This has recently been
confirmed with DNS (Brandenburg et al. 2011b; Kemel et al. 2012) and is being discussed in
connection with explaining the spontaneous formation of active regions (Kemel et al. 2013)
and sunspots (Brandenburg et al. 2013). In Fig. 19 we show horizontal and vertical cuts
through a magnetic spot from the simulation of Brandenburg et al. (2013) in the presence
of an imposed vertical field. In the horizontal cut, again, strong fields correspond to dark
shades. The vertical cut is with a different color table where strong fields now correspond to
light shades. It shows that the magnetic field (in units of the local equipartition field strength)
decreases with height. Note also that the mean magnetic field fans out toward the bottom
of the domain. Applying this finding to the origin of sunspots, it suggest that, contrary to
common belief (cf. Brandenburg 2005), those structures may not be deeply anchored.

Fig. 19 Cuts of the vertical magnetic field in units of the equipartition field strength, Bz/Beq(z), through the
horizontal plane at the top boundary (left) and the vertical plane through the middle of the spot (right). Field
lines of the numerically averaged mean field are superimposed. Adapted from Brandenburg et al. (2013)
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6.5 Solar Dynamo and Magnetic Helicity Fluxes

One of the main applications of mean-field theory has always been to explain the Sun’s
global magnetic field, its 11 year cycle, and the migration of magnetic field from mid
to low latitudes, in addition, of course, eventually the formation of sunspots themselves.
In the last few years, several groups have engaged in tackling the problem of the Sun’s
global magnetic field by performing numerical simulations of rotating turbulent convec-
tion in spherical shells using either spherical harmonics (Miesch and Toomre 2009; Brown
et al. 2010, 2011), an implicit solver (Ghizaru et al. 2010; Racine et al. 2011), or finite
differences in spherical wedges (Käpylä et al. 2010, 2012a) to overcome the timestep
constraint at the poles. The results from all groups trying to model the Sun agree in
that they show equipartition-strength magnetic fields in the bulk of the convection zone
(rather than highly super-equipartition-strength magnetic fields just at the bottom of the
convection zone), with magnetic activity concentrated toward low latitudes and, in some
cases, cyclic reversals of the magnetic field direction, resembling the solar 22 year cy-
cle.

A major breakthrough has been achieved through the recent finding of equatorward mi-
gration of magnetic activity belts in the course of the cycle (Käpylä et al. 2012a); see
Fig. 20. These results are robust and have now been reproduced in extended simulations
that include a simplified model of an outer corona (Warnecke et al. 2013). Interestingly,
the convection simulations of all three groups produce cycles only at rotation speeds that
exceed those of the present Sun by a factor of 3–5 (Brown et al. 2011). Both lower and
higher rotation speeds give, for example, different directions of the dynamo wave (Käpylä
et al. 2012a). Different rotation speeds correspond to different stellar ages (from 0.5 to 8
gigayears for rotation periods from 10 to 40 days), because magnetically active stars all
have a wind and are subject to magnetic braking (Skumanich 1972). In addition, all sim-
ulations are subject to systematic “errors” in that they poorly represent the small scales
and emulate in that way an effective turbulent viscosity and magnetic diffusivity that is
larger than in reality; see the corresponding discussion in Sect. 4.3.2 of Brandenburg et al.
(2012a) in another context. In future simulations, it will therefore be essential to explore the
range of possibilities by including stellar age as an additional dimension of the parameter
space.

Fig. 20 (Left) Azimuthally averaged toroidal magnetic field as a function of time (in turnover times) and
latitude (clipped between ±60◦). Note that on both sides of the equator (90◦ − θ =±25◦), positive (yellow)
and negative (blue) magnetic fields move equatorward, but the northern and southern hemispheres are slightly
phase shifted relative to each other. (Right) Snapshot of the toroidal magnetic field Bφ at r = 0.98 outer radii.
Courtesy of Käpylä et al. (2012a)
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In support of our statement that a poor representation of the small scales in DNS emulates
artificially enhanced turbulent viscosity and turbulent magnetic diffusivity, let us recall that
ηt and α are scale-dependent. As discussed before in Sect. 5.5, they decrease with increasing
k in a Lorentzian fashion. The relative importance of Ω effect over the α effect depends on
the ratio of CΩ and a similar parameter Cα = α/ηtk characterizing the strength of the α
effect. Both CΩ and the ratio CΩ/Cα would be underestimated in a large eddy simulation in
which ηt(k)k and α(k) are too big, so one would need to compensate for this shortcoming
by increasing Ω to recover cyclic dynamo action.

As alluded to in Sect. 5.4, magnetic helicity fluxes play a major role in the dynamo by
alleviating the otherwise catastrophic quenching of the dynamo (Blackman and Brandenburg
2003). Recent work using a simple model with a galactic wind has shown, for the first time,
that this may indeed be possible. We recall that the evolution equation for the mean magnetic
helicity density of fluctuating magnetic fields, hf = a · b, is

∂hf

∂t
=−2EEE ·B − 2ημ0 j · b−∇ ·FFF f, (35)

where we allow two contributions to the flux of magnetic helicity from the fluctuating field
FFF f: an advective flux due to the wind, FFFw

f = hfUw, and a turbulent–diffusive flux due to tur-

bulence, modeled by a Fickian diffusion term down the gradient of hf, i.e., FFFdiff
f =−κh∇hf.

Here, EEE = u× b is the electromotive force of the fluctuating field. The scaling of the terms
on the right-hand side with ReM has been considered before by Mitra et al. (2010) and
Hubbard and Brandenburg (2010). They also drew attention to the fact that, even though
FFF f is gauge-invariant, the time average of ∇ ·FFF f is not, provided the system is statistically
stationary and ∂hf/∂t vanishes on average.

In Fig. 21 we show the basic result of Del Sordo et al. (2013). As it turns out, below
ReM = 100, the 2ημ0j · b term dominates over ∇ ·FFF f, but because of the different scal-
ings (slopes being −1 and −1/2, respectively), the ∇ · FFF f term is expected to becomes
dominant for larger values of ReM (about 3000). Unexpectedly, however, ∇ ·FFF f becomes
approximately constant already for ReM � 100 and 2ημ0j · b shows now a shallower scal-
ing (slope −1/2). This means that the two curves would still cross at a similar value. Our
data suggest, however, that ∇ ·FFF f may even rise slightly, so the crossing point is now closer
to ReM = 1000.

Fig. 21 Scaling properties of the
vertical slopes of 2EEE ·B ,
−2ημ0 j · b, and −∇ · F f. The
three quantities vary
approximately linearly with z, so
the three labels indicate their
non-dimensional values at
k1z= 1. The dotted lines show
the extrapolated initial scaling for
low ReM . Adapted from Del
Sordo et al. (2013)
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7 Solar Wind Observations

Solar wind observations provide a good way of determining the energy spectrum of MHD
turbulence. As already mentioned in Sect. 5.2, recent work by Boldyrev et al. (2011) pro-
vides an explanation of why the kinetic and magnetic energy spectra have slightly different
spectral indices in that the magnetic energy spectrum is slightly steeper (∝ k−1.6) than that
of the kinetic energy (∝ k−1.4). This was found previously by Podesta et al. (2007). Indeed,
looking again at Fig. 8, it is clear that different slopes of kinetic and magnetic energy spec-
tra is a consequence of the super-equipartition just below k = kf and the subsequent trend
toward equipartition for larger values of k.

Solar wind observations have long been able to provide estimates about the magnetic
helicity spectrum (Matthaeus et al. 1982). We recall that, even though the magnetic helicity
is gauge-dependent, its spectrum is not. Technically, this is because the computation of the
spectrum involves an integration over all space. In practice, this is not possible, of course.
However, by making use of statistical homogeneity and the Taylor hypothesis of the equiv-
alence of spatial and temporal Fourier spectra, Matthaeus et al. (1982) were able to express
the magnetic helicity spectrum as

H(kR)= 4 Im
(
B̂T B̂

�
N

)
/kR, (36)

where B̂T (kR) and B̂N(kR) are the Fourier transforms of the two magnetic field components
perpendicular to the radial direction away from the Sun, and (R,T ,N) refers to the com-
ponents of a locally Cartesian heliospheric coordinate system. Here, kR is the wavenumber,
which is related to the temporal frequency via ω = uRkR , where uR ≈ 800 km s−1 is the
wind speed at high heliographic latitudes. Note that in (36), the expression for H(kR) is
manifestly gauge-invariant.

Most spacecrafts have probed low heliographic latitudes, where the helicity is governed
by fluctuations around zero. In recent years, however, it has been possible to estimate the
magnetic helicity spectrum also at high heliographic latitudes using data from the Ulysses
spacecraft that flew in a near-polar orbit. However, even at high heliographic latitudes the
magnetic helicity is still strongly fluctuating and a clear sign of magnetic helicity can only
be seen by averaging the spectra over broad, logarithmically spaced wavenumber bins; see
Fig. 22. One can define the relative spectral magnetic helicity, 2μ0EM(k)/kHM(k), which
is a non-dimensional quantity between −1 and 1. It turns out that it is just a few per-
cent. Nevertheless, the magnetic helicity is negative at large scales (small wavenumbers,
k < 30 AU−1 corresponding to frequencies below 0.03 mHz) and positive at smaller scales
(large wavenumbers); see Brandenburg et al. (2011a). This agrees, at least qualitatively, with

Fig. 22 Magnetic energy and
helicity spectra, 2μ0EM(k) and
kHM(k), respectively, for two
separate distance intervals.
Furthermore, both spectra are
scaled by 4πR2 before averaging
within each distance interval
above 2.8 AU. Filled and open
symbols denote negative and
positive values of HM(k),
respectively. Adapted from
Brandenburg et al. (2011a)
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earlier results by Smith and Bieber (1993) that at low frequencies the magnetic helicity is
negative in the northern hemisphere. At much higher frequencies (beyond 100 mHz), posi-
tive magnetic helicity in the northern hemisphere has now also been found by Podesta and
Gary (2011).

When comparing with numerical simulations, it should be noted that virtually all ob-
served spectra are based on one-dimensional measurements, while those of numerical sim-
ulations are based on the full three-dimensional velocity field. The two are related to each
other via

E1D
M (kR)=

∫ ∞

kR

E3D
M (k)d ln k, (37)

H 1D
M (kR)=

∫ ∞

kR

H 3D
M (k)d ln k. (38)

This transformation is well known for the energy spectrum (cf., Tennekes and Lumley 1972;
Dobler et al. 2003), and was recently generalized to the case with helicity (Brandenburg
et al. 2011a). The resulting one- and three-dimensional spectra agree in the case of pure
power laws, but near the dissipative cutoff wavenumbers there is a sharp departure from
power law behavior. This is significant in view of the fact that energy spectra of three-
dimensional simulations indicate the presence of a so-called bottleneck effect (Falkovich
1994). This corresponds to an uprise of the compensated energy spectrum, k5/3EK(k), near
the dissipative cutoff wavenumber kν = 〈w2/ν2〉1/4. This bottleneck effect is much weaker
or absent in one-dimensional spectra (Dobler et al. 2003; Beresnyak and Lazarian 2009).
The bottleneck might therefore be a real effect. Although it happens at such small scales
that is should not be astrophysically significant, it does play a role in three-dimensional
simulations and can lead to effects whose astrophysical significance needs to be assessed
carefully in view of the fact that the growth rate of small-scale dynamos depends on the
shape of the spectrum at the resistive scale; see Sect. 5.3.

8 Concluding Comments

The last decades have been marked by important advances in our understanding of MHD
turbulence. To a substantial degree this happened as numerical simulations became capable
of producing high resolution MHD cubes. Therefore, MHD turbulence became a theory that
can be tested. As a result of both analytical and numerical studies, as well as observational
measurements of turbulence, the GS95 model of MHD turbulence has been established as
the most promising model. While we believe that the model is not complete in detail (e.g.
in terms of intermittency), it is able to describe the astrophysically important properties
of turbulence, for instance, the scale dependence of local anisotropy important for cosmic
ray propagation, and the magnetic field wandering important for heat transfer and magnetic
reconnection.

The physical ideas of the GS95 model have been extended and applied to successfully de-
scribing compressible MHD turbulence. It has been shown that the low coupling of fast and
Alfvén modes allows the independent treatment of the Alfvénic cascade, which is very im-
portant; see Sect. 3.2. Indeed, it allows one to use the GS95 scaling for describing Alfvénic
modes in moderately compressible fluids, which is of major astrophysical significance.

However, there are many issues that require further studies. Those include the properties
of highly compressible, highly supersonic MHD turbulence, scaling and properties of fast
modes etc. Last but not the least, more work is required for the highly debated subject of
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imbalanced turbulence. The corresponding studies call for extensive numerical efforts to
test the existing theories. We hope that many of these currently controversial issues will
be solved in the near future. This has important applications for turbulent dynamos of all
sorts. It is now clear that nonlinear turbulent dynamos work also at small magnetic Prandtl
numbers, even though the excitation conditions for kinematic dynamos become prohibitively
high at low magnetic Prandtl numbers of around 0.1. As discussed in Sect. 5.3, the reason
for this has meanwhile been identified as the bottleneck effect in turbulence.

Large-scale dynamos are affected by similar subtleties. They are in particular subject to
the possibility of catastrophic quenching, which means that dynamos and their underlying
turbulent transport coefficients remain dependent on the magnetic Reynolds numbers. As-
trophysical dynamos are believed to be independent of ReM , but we now know that most
dynamos in DNS are probably not yet in that regime, but there is not much doubt that such
a regime exists that is independent of the magnetic Reynolds number. In practice, this is
accomplished by magnetic helicity fluxes. Regarding solar and stellar dynamo theory, the
reason for equatorward migration of magnetic activity belts is still not understood. This is
an example where simulations might now lead the way toward explaining the observed solar
behavior, but more progress is needed to fully understand the physics behind the behavior
seen in simulations.
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Abstract Energetic nonthermal particles (cosmic rays, CRs) are accelerated in supernova
remnants, relativistic jets and other astrophysical objects. The CR energy density is typically
comparable with that of the thermal components and magnetic fields. In this review we dis-
cuss mechanisms of magnetic field amplification due to instabilities induced by CRs. We
derive CR kinetic and magnetohydrodynamic equations that govern cosmic plasma systems
comprising the thermal background plasma, comic rays and fluctuating magnetic fields to
study CR-driven instabilities. Both resonant and non-resonant instabilities are reviewed, in-
cluding the Bell short-wavelength instability, and the firehose instability. Special attention is
paid to the longwavelength instabilities driven by the CR current and pressure gradient. The
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1 Introduction

Acceleration of cosmic rays (CRs) in the Galaxy by the first order Fermi mechanism is
believed to be very efficient. Most of the theoretical studies of shock acceleration agree
on its potential to convert, under favorable conditions, 50 % or more of shock mechanical
energy into the CR energy. Observational estimates of the supernova remnant (SNR) shock
power require, on the average, a 15–30 % conversion efficiency to maintain the observed CR
energy against losses from the Galaxy (see, e.g., Berezinskii et al. 1990; Drury et al. 1989).
However, this acceleration mechanism is fast enough only if it is self-sustained; accelerated
particles must be scattered across the shock at an enhanced rate (to gain energy rapidly)
by magnetic irregularities amplified by the particles themselves. Relying on the background
magnetic irregularities (interstellar medium [ISM] turbulence) would result only in a very
slow acceleration.

Fortunately, freshly accelerated CRs indeed comprise enough free energy to drive plasma
instabilities thus bootstrapping their own acceleration (see, e.g., Zweibel 1979). While they
are accumulated in a relatively thin layer near a shock front, their pressure gradient is built
up. Furthermore, they stream through the inflowing plasma so that their pitch-angle distri-
bution is anisotropic. They also provide an electric current and induce a return current in the
upstream plasma.

Instabilities driven by the above sources of free energy may loosely be categorized as
follows. First, an ion-cyclotron type, resonant instability (driven by the CR anisotropy) am-
plifies Alfven and magnetosonic waves, with no major changes to their dispersive properties
and the macroscopic state of the medium near the shock. However, the amplified waves
make the CR pressure and current to build-up rapidly through an enhanced CR scattering
and energy gain. Second, there is a non-resonant firehose type instability driven by the CR
pressure anisotropy. In contrast to the resonant instability, the firehose instability changes the
Alfven wave dispersive properties by making the growing mode aperiodic. So does the cur-
rent driven non-resonant instability. The renewed interest to this instability has been sparked
by Bell (2004), who revealed its potential to strongly amplify the background magnetic
field. Indeed, a formal analytic solution in which the instability driver is balanced by the
nonlinearity indicates that the instability saturates only at very high amplitudes, δB � B0

(see, e.g., Bell and Lucek 2001; Bell 2005; Marcowith et al. 2006; Caprioli et al. 2008;
Vladimirov et al. 2009; Malkov et al. 2012). Finally, the CR pressure gradient in the shock
precursor drives acoustic perturbations. All these instabilities should be treated on a unified
basis, as they are driven by the anisotropic inhomogeneous CR plasma component near a
shock front. An attempt of such treatment is presented below. However a complete nonlinear
study of these phenomena is a formidable task, yet to be accomplished.

While the above instabilities, clearly associated with collisionless shocks, will be central
to the present review, CRs are also known to drive instabilities crucial to their confine-
ment regardless of the way they are accelerated. For example, a sufficiently dense CR cloud
released into the ISM will drive Alfven waves which, in turn, will scatter the CRs, thus
delaying their escape (see, e.g., Ptuskin et al. 2008; Ohira et al. 2011; Malkov et al. 2013;
Yan et al. 2012). Moving further out to the CR confinement in the galaxy, the so-called
Parker instability is known to be important, in addition to the Alfven wave self-generation
by escaping CRs.

The diffusive shock acceleration (DSA) mechanism is based on repeated shock cross-
ings with a ∼us/c particle energy gain per cycle (see Krymskii 1977; Bell 1978; Blandford
and Eichler 1987; Berezhko and Krymskiı̆ 1988; Jones and Ellison 1991). While doing
so, particles diffusively escape from the shock up to a distance Lp ∼ κ(p)/us . Here κ is
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the momentum dependent diffusion coefficient and us is the shock velocity. One should
expect then an extended (∼Lp) shock precursor populated by accelerated protons and elec-
trons so that synchrotron radiating electrons may make it visible. High-resolution X-ray
observations have revealed thin X-ray synchrotron filaments and fast evolving clumps in
synchrotron emitting supernova shells. The filaments are much thinner than Lp because
the TeV regime electrons are confined in a narrow layer around the shock. Most likely
they are limited by fast synchrotron cooling due to the X-ray emission in a highly ampli-
fied magnetic field (see for review Cassam-Chenaï et al. 2007; Reynolds 2008; Vink 2012;
Helder et al. 2012). The synchrotron emission clumps with a year time scale variability ob-
served with Chandra observatory by Uchiyama et al. (2007) can be associated with strong
intermittency of the amplified magnetic fields (Bykov et al. 2008). Moreover, a quasi-regular
set of strips of synchrotron emission resolved with Chandra in Tycho’s SNR by Eriksen et al.
(2011) potentially can be used to study a specific angular dependence and the spectral prop-
erties of nonlinear mechanisms of magnetic field amplification by CR-driven instabilities
(Bykov et al. 2011).

According to the widely accepted view, the particle diffusion coefficient κ should
be close to the Bohm value, κ ∼ crg(p)/3, which requires strong magnetic fluctuations
δBk ∼ B0 at the resonant scale k ∼ 1/rg(p). The high level of fluctuations is achieved
through one of the instabilities driven by accelerated particles. A number of CR driven
instabilities have been suggested to generate magnetic field fluctuations. The first one is
the well known ion cyclotron resonant instability of a slightly anisotropic (in pitch angle)
CR distribution (see, e.g., Sagdeev and Shafranov 1961; Zweibel 1979; Schlickeiser 2002;
Amato 2011). The free energy source of this instability is potentially sufficient to generate
magnetic field fluctuations needed to scatter CRs ahead of the shock (see, e.g., Bell 1978;
McKenzie and Voelk 1982).

(δB/B0)
2 ∼MAP

cr/ρu2
s , (1)

where MA� 1 is the Alfvenic Mach number, P cr is the CR pressure, ρ is the gas density
and us is the shock velocity. However, the actual turbulence level was shown to remain
moderate, δB ∼ B0 as this is a resonant kinetic instability that is usually suppressed by a
quasilinear isotropisation or particle trapping effects easily (see, e.g., McKenzie and Voelk
1982; Achterberg and Blandford 1986; Zweibel 2003).

The second instability, is a nonresonant instability driven by the CR current. The advan-
tage of this instability seems to be twofold. First, it cannot be stabilized by the quasilinear
deformation of the CR distribution function since in the upstream plasma frame the driving
CR current persists, once the CR cloud is at rest in the shock frame. Second, it generates a
broad spectrum of waves, and the longest ones were claimed to be stabilized only at the level
δB� B0, due to the lack of efficient stabilization mechanism at such scales (see, e.g., Bell
2004). Within the context of the CR acceleration, this instability was studied by Achterberg
(1983) (see also Shapiro et al. 1998), but the fast regime of the nonresonant instability was
found by Bell and Lucek (2001) and Bell (2004), and therefore the instability is often re-
ferred to as Bell’s instability. Bell (2004) pointed out that in the instability is driven by a fixed
CR return current through the Ampere force jcr × B. It should be noted, however, that the
dissipation of the return current due to the anomalous resistivity still needs to be addressed.
The effect of a finite plasma temperature on the instability was studied by Zweibel and Ev-
erett (2010). Actually, as we will show below, both the resonant and the Bell instabilities are
interconnected, they are driven by the CR drift relative the background plasma. Moreover,
in the case of the modes propagating along the mean magnetic fields the two instabilities
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are simultaneously influencing the same modes. The dispersion relations of the modes are
strongly influenced by the presence of the CR current are markedly different from the stan-
dard MHD modes. The dispersion relations of the modes strongly influenced by the presence
of the CR current are markedly different from the standard MHD modes. The dispersion re-
lation in the longwavelength regime (where the mode wavelengths are larger than the bulk
CR gyroradii) can be also strongly modified by the ponderomotive forces induced by Bell’s
turbulence. The longwavelength instability has two regimes (Bykov et al. 2011b, 2012). The
first regime is prominent in the intermediate range where the mode wavelength is above the
CR gyroradii but below the CR mean free path. It is discussed in Sect. 4.4 and is associated
with a dynamo type instability driven by the nonzero helicity, which is, in turn, produced by
the short scale CR-driven turbulence. The intermediate wavenumber range is rather narrow
in the case of the Bohm-type CR diffusion. The modes with wavelengths larger than the
CR mean free path are subject of non-resonant long-wavelength instability caused by the
ponderomotive force acting on the background plasma that is induced by Bell’s turbulence.
We discuss the long wavelength instability below in Sect. 4.5.

The third instability is an acoustic instability (also known as Drury’s instability) driven
by the pressure gradient of accelerated CRs upstream (Dorfi and Drury 1985; Drury and
Falle 1986; Drury and Downes 2012; Schure et al. 2012). The pressure gradient is clearly
a viable source of free energy for the instability. So, among the macroscopic quantities
varying across a strong shock, the pressure jump is the most pronounced one in that it does
not saturate with the Mach number, unlike the density or velocity jumps.

The acoustic instability has received somewhat less attention than the first two. Moreover,
in many numerical studies of the CR shock acceleration, special care is taken to suppress it.
The suppression is achieved by using the fact that a change of stability occurs at that point in
the flow where ∂ lnκ/∂ lnρ �−1 (for both stable and unstable wave propagation directions,
of course, if such point exists at all). Here ρ is the gas density. Namely, one requires this
condition to hold identically all across the shock precursor, i.e., where the CR pressure
gradient ∇P cr �= 0. Not only is this requirement difficult to justify physically, but, more
importantly, an artificial suppression of the instability eliminates its genuine macroscopic
and microscopic consequences, as briefly discussed below.

Among the macroscopic consequences an important one is the vorticity generation
through the baroclinic effect (misalignment of the density and pressure gradients ∇ρ ×
∇P �= 0, e.g. Ryu et al. 1993; Kulsrud et al. 1997). Here ∇P may be associated with a
quasi-constant macroscopic CR-gas pressure gradient ∇P cr , generally directed along the
shock normal. Variations of ∇ρ are locally decoupled from P cr , unlike in the situation
in a gas with a conventional equation of state where P = P (ρ) and where the baroclinic
term vanishes. The vorticity generation obviously results (just through the frozen in con-
dition) in magnetic field generation, so that the field can be amplified by the CR pressure
gradient. More importantly, this process amplifies the large scale field, required for accel-
eration of high energy particles. Furthermore, the amplification takes place well ahead of
the gaseous subshock. The both requirements are crucial for improving high energy par-
ticle confinement and making the shock precursor shorter, in agreement with the observa-
tions. Large scales should be present in the ambient plasma as a seed for their amplifica-
tion by the acoustic instability and could be driven (or seeded) by wave packet modula-
tions. Apart from that, they result from the coalescence of shocks generated by the insta-
bility, and from the scattering of Alfven waves in k-space by these shocks to larger scales
(Malkov and Diamond 2006, 2009; Diamond and Malkov 2007). Note that the Bell instabil-
ity is essentially a short scale instability (the maximum growth rate is at scales smaller
than the gyro-radii of accelerated particles). At larger scales the magnetic field growth
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rate is dominated by the modified resonant and the longwavelength nonresonant instabil-
ities (Bykov et al. 2011b). It should be noted that vorticity (and thus magnetic field) can
be efficiently generated also at the subshock (see, e.g., McKenzie and Westphal 1970;
Bykov 1982, 1988; Kevlahan 1997; Kulsrud et al. 1997; Giacalone and Jokipii 2007;
Beresnyak et al. 2009; Fraschetti 2013). This would be too late for improving particle con-
finement and reducing the scale of the shock precursor. A more favorable for acceleration
scenario is the above discussed field amplification in the CR shock precursor.

Now the question is which instability dominates the CR dynamics? Given the finite pre-
cursor crossing time, it is reasonable to choose the fastest growing mode and consider the
development of a slower one under conditions created by the fast mode after its saturation.
The Bell instability is likely to be efficient at the outskirt of the shock precursor where the
CR current is dominated by the escaping CRs of the highest energies. The pressure gradient
and the pitch angle anisotropy are strong enough to drive the acoustic and resonant insta-
bility in the shock precursor (see, e.g., Pelletier et al. 2006). Recall that the anisotropy is
typically inversely proportional to the local turbulence level which is usually decrease with
the distance from the shock

Within the main part of the shock precursor, both the CR-pressure gradient and CR cur-
rent are strong, so that the nonresonant CR-driven instabilities are likely to be the strongest
candidates to govern the shock structure. In fact, these instabilities are coupled, not only
by the common energy source but also dynamically. But first, it is important to identify
conditions under which one of the instabilities dominates.

2 Cosmic Plasmas with Cosmic Rays: the Governing Equations

In this section we discuss the governing equations for MHD-type flows of a cold background
plasma interacting with cosmic rays. In most cases the cosmic ray particles are not subject
to binary Coulomb or nuclear interactions with the background plasma particles. The inter-
action between the two components is due to both regular and fluctuating electromagnetic
fields produced by the CRs. The momentum equation for the background plasma, including
the Lorentz force associated with these fields is given by

ρ̃

(
∂ũ
∂t
+ (̃u∇ )̃u

)
=−∇p̃g + 1

c
j̃× B̃+ e(̃np − ñe)Ẽ, (2)

where B̃ is the magnetic field induction, Ẽ—the electric field, ũ—the bulk plasma velocity,
p̃g—the plasma pressure, j̃—the electric current carried by the background plasma. We
assume quasi-neutrality for the whole system consisting of background plasma protons of
number density ñp , electrons of number density ñe, and cosmic rays of number density ñcr .
For simplicity we consider cosmic-ray protons only such that ñp + ñcr = ñe , and typically
ñcr 	 ñp .

The magnetic field is assumed to be frozen into the background plasma

Ẽ=−1

c
[̃u× B̃]. (3)

Both the background electric current j̃ and the electric current of accelerated particles j̃cr

are the sources of magnetic fields in Maxwell’s equations, where the Faraday displacement
current was omitted for the slow MHD-type processes

∇ × B̃= 4π

c

(̃
j+ j̃cr

)
. (4)
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Then, for the quasi-neutral background plasmas, using Eqs. (2), (3) and (4), one can write
the induction equation and the equation of motion of the background plasma in the form
used by Bell (2004), Bykov et al. (2011b) and Schure and Bell (2011)

∂B̃
∂t
=∇ × (̃u× B̃), (5)

ρ̃

(
∂ũ
∂t
+ (̃u∇ )̃u

)
=−∇p̃g + 1

4π
(∇ × B̃)× B̃− 1

c

(̃
jcr − eñcr ũ

)× B̃. (6)

The microscopic CR-dynamics can be described by a kinetic equation for the single-
particle distribution function f̃ that has the form

∂f̃

∂t
+ v · ∂f̃

∂r
+ eẼ · ∂f̃

∂p
− ec

E
B̃ · Ôf̃ = 0, (7)

where the CR particle energy is E , Ô is the momentum rotation operator (see, e.g., Toptygin
1983; Bykov et al. 2012). There are no Coulomb collisions in the kinetic equation (7), but
the microscopic electromagnetic fields are fluctuating in a wide dynamical range due to col-
lective plasma effects. The coarse grained distribution function of the CR particles f = 〈f̃ 〉
obeys the equation that can be obtained by averaging the microscopic equation Eq. (7) over
an ensemble of appropriate short-scale fluctuations

∂f

∂t
+ v · ∂f

∂r
+ eE · ∂f

∂p
− ec

E
B · Ôf = I [f,f ′]. (8)

Here f̃ = f + f ′, B̃ = B + b′, Ẽ = E + E′, B = 〈B̃〉, E = 〈Ẽ〉—are the averaged fields,
and therefore 〈b′〉 = 0, 〈E′〉 = 0. The ensemble of fluctuations can be of external origin or
produced by the same population of charged particles we only assumed at this point that the
collision operator

I
[
f,f ′

]=−e
〈
E′ · ∂f

′

∂p

〉
+ ec

E
〈
b′ · Ôf ′

〉
, (9)

is a functional of the averaged distribution function f and can be expressed through the
statistical momenta of the fluctuating field. The collision operator describes the momentum
and energy exchange between CRs and the background plasma and therefore it must be
accounted for in the averaged governing equations for both the CRs and background plasma.

The momentum exchange rate is the first moment of Eq. (9)
∫

pI [f ]d3p =−e〈n′crE′〉+ 1

c

〈
j′cr × b′

〉
, (10)

where n′cr , j′cr—are the fluctuating parts of the CR number density and the CRs electric
current defined by

n′cr = e
∫
f ′d3p, (11)

j′cr = e
∫

v(p)f ′d3p, (12)

where v(p)—is the CR particle velocity, and 〈f ′〉 = 0.
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Then, by averaging the last term in Eq. (6), one can get

1

c

〈
(̃jcr − encr̃u)× B̃

〉= 1

c

(
jcr − encru

)×B− e〈n′crE′〉+ 1

c

〈
j′cr × b′

〉
, (13)

where ncr, jcr—are the averaged CR number density and their electric current, j̃cr = jcr +
j′cr, ñcr = ncr + n′cr. Note that Eq. (10) and the last two terms on the right hand side of
Eq. (13) are coincident. Therefore, we conclude that the CR scattering due to the stochastic
electromagnetic fields accounted for in the kinetic equation Eq. (8) by the collision operator
must be simultaneously included into the equation of motion of the background plasma
using Eq. (13).

The averaged induction equation Eq. (5) can be expressed as

∂B
∂t
=∇ × (u×B), (14)

and the averaged equation of motion Eq. (6) for the background plasma

ρ

(
∂u
∂t
+ (u∇)u

)
= −∇pg + 1

4π
(∇ ×B)×B− 1

c

(
jcr − encru

)×B

−
∫

pI [f ]d3p, (15)

where pg—is the averaged pressure of background plasma. Note that Eqs. (14) and (15)
is also valid for CRs consisting of electrons and positrons, with ncr being the difference
between the positron and the electron number densities, while jcr—the total electric current
of the particles.

In a few cases, namely, for weakly fluctuating magnetic fields or, for strong magnetic
fluctuations but at scales smaller than the CR gyroradii, some closure procedures exist to
reduce the collision operator I [f,f ′] to I [f ] (see, e.g., Toptygin 1983; Bykov et al. 2012). It
is instructive, nevertheless, to derive the force density

∫
pI [f ]d3p for the most simple case

of I [f ]. The simplest form of the collision operator is the relaxation time approximation in
the rest frame of the background plasma

I [f ] = −ν(f − fiso), (16)

where fiso—is the isotropic part of the momentum distribution f , and ν is the collision
frequency due to CR particle-wave interactions (e.g., Bykov et al. 2011b). This approach
usually implies that the scatterers have no mean (or drift) velocity relative to the rest frame of
the background plasma. This is not always true, if the plasma instabilities that are producing
the magnetic field fluctuations are highly anisotropic. However, it can be used to illustrate
the importance of the momentum exchange between CRs and the background plasma.

Using the parameterisation ν = aΩ , where Ω = ecB0
E , B0 is the mean magnetic field, and

a—is the CR collisionality parameter, from Eq. (16), one can obtain

∫
pI [f ]d3p =−aB0

c
jcr. (17)

This is the force density in Eq. (15).
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3 Instabilities Driven by Anisotropic CR Distributions: the Kinetic Approach

Consider incompressible modes propagating along the mean homogeneous magnetic field
B0 in the rest frame of the background plasma. The linear dispersion relation can be ob-
tained by the standard perturbation analysis of Eqs. (14), (15) and (8), assuming the small
perturbations of magnetic field b, plasma bulk velocity u and the CR distribution f to be
∝ exp(ikx − iωt). The unperturbed anisotropic CR distribution, that is the source of the
instability free energy, can be represented as

f cr0 = ncrN(p)

4π

[
1+ 3βμ+ χ

2

(
3μ2 − 1

)]
, (18)

where μ = cos θ , θ—is the CR particle pitch-angle, ncr—CR number density. The multi-
pole moments of the CR angular distribution are parameterized by β (the dipole) and χ
(the quadrupole). We assume below β ≤ 1 and χ ≤ 1. The unperturbed state can be a
steady state of a system with CRs where both the anisotropy and the spectral distribu-
tion N(p) are determined by the energy source and sink as well as the magnetic field ge-
ometry through the kinetic equation Eq. (8) with some appropriate boundary conditions.
The most interesting application of the formalism is related to diffusive shock acceleration
model (see, e.g., Blandford and Eichler 1987; Malkov and Drury 2001; Bykov et al. 2012;
Schure et al. 2012). In that case the normalized power-law CR spectrum is appropriate:

N(p)= (α − 3)p(α−3)
0

[1− ( p0
pm
)α−3]pα , p0 ≤ p ≤ pm, (19)

where α—is the spectral index, p0 and pm—are the minimal and maximal CR momenta,
respectively. In the DSA applications it is convenient to express the dipole anisotropy pa-
rameters through the shock velocity us as β = us

c
.

Then dispersion equation has the form:

ω2 = v2
a

{
k2 ∓ k

[
(1± ia)

(
k0A0(x0, xm)+ 4πencrχ

B0
A1(x0, xm)

)
− k0

]}
, (20)

where va = B0√
4πρ

, k0 = 4π
c

jcr0
B0

, j cr0 = encrus, x = kcp

eB0
, x0 = kcp0

eB0
, xm = kcpm

eB0
,

A0,1(x0, xm)=
∫ pm

p0

σ0,1(p)N(p)p
2dp (21)

σ0(p)= 3

4

∫ 1

−1

(1−μ2)

1∓ xμ± ia dμ, (22)

σ1(p)= 3

4

∫ 1

−1

(1−μ2)μ

1∓ xμ± ia dμ, (23)

where the ± signs correspond to the two possible circular polarizations defined by b =
b(ey ± iez), with the x-axis along the mean field B0. The functions A0,1(x0, xm) are ex-
pressed in elementary functions in the Appendix. In the collisionless limit a→ 0 the con-
tribution of the pole to the imaginary part of Eq. (22) describes the well known resonant
instability (e.g., Zweibel 1979; Amato 2011), while the real part (the principal part of the
integral) is responsible for the instability discovered by Bell (2004) (see also Achterberg
1983).
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The kinetic approach we used here to derive the dispersion equation allows us to unify
the instabilities due to both the dipole and quadrupole-type CR anisotropy. The finite mean
free path of the CRs is characterized by the collisionality parameter a. The approach used
above allows one to study the instabilities driven by the CR anisotropy for arbitrary re-
lations between the mode wavelength, the CR mean free path and the CR gyroradii. It is
instructive to demonstrate the transition between the collisionless case (i.e. a = 0), where
the CR mean free part is much larger than the mode wavelength, and the opposite case with
the collisionality parameter a→ 1 (Bohm’s diffusion limit). In the collisionless limit (i.e.
a = 0) the instabilities due to dipole type anisotropy (χ = 0) were discussed by Bell (2004),
Pelletier et al. (2006), and Amato and Blasi (2009). The firehose instability of a highly rel-
ativistic plasma without a dipole anisotropy was discussed by Noerdlinger and Yui (1968).
Schure and Bell (2011) derived a dispersion equation for the mono-energetic particle distri-
bution instead of the power-law distribution in Eq. (19) used here, and the dipole-type initial
anisotropy (i.e. χ =0). The firehose instability of the anisotropic CR pressure with nonzero
χ was studied by Bykov et al. (2011a).

4 Growth Rates of Incompressible Modes Propagating Along the Mean Magnetic
Field

In Fig. 1 we illustrate the growth rates derived from Eq. (20) for a particular choice of
parameters of the CR distribution functions typical for the upstream distribution of CRs
accelerated by the diffusive acceleration at a shock of velocity us

c
= 0.01, with α = 4, and

pm
p0
= 100. The DSA spectrum may span many decades, but we choose the two-decade

range of the particle spectrum to model the instability far upstream of the shock where the
longwavelength fluctuation amplification is the most efficient. The CR distribution function
and the CR current normalizations are fixed here by the dimensionless parameter k0rg0 =
100, where rg0 = cp0

eB0
.To estimate the normalization of the CR distribution we assumed that

about 10 % of the shock ram pressure is converted into the CR energy. For the CR spectrum
of the index α = 4 the fraction of CRs above the momentum p0 is ∝ pm/p0, while rg0 ∝ p0.
Therefore the spatial dependence of the key governing parameter of the Bell instability k0rg0

depends basically on the energy dependent CR anisotropy. The bulk of the CRs are confined
in the accelerator and therefore would have anisotropy about us/c (apart from the particles
at the very end of the CR spectrum escaping from the system).

4.1 Nonresonant Shortwavelength Instability

It is instructive to consider the short-scale CR-current driven modes produced by Bell’s
instability as an asymptotic case of the general Eq. (20), for different wavenumbers k in
the collisionless case a = 0, following Bell (2004) and Bykov et al. (2011a). In Fig. 1, we
illustrate the growth rate dependence on the collisionality parameter.

In the wavenumber range k0rg0 > krg0 > 1, corresponding to the instability discovered
by Bell (2004), the growth of the right hand polarized mode (panel a in Fig. 1) is much faster
than the left hand mode (panel b in Fig. 1). This results in fast helicity production. In the
collisionless limit the right hand mode has the growth rate

γb = va
√
k0k − k2. (24)

Equation (24) follows from Eq. (20), neglecting the response of the CR current on the mag-
netic fluctuations, i.e., A0(x0, xm)→ 0 and A1(x0, xm)→ 0. The weak CR-current response
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Fig. 1 The growth rates for the two circularly polarized modes. The right hand polarized mode (panel a)
and the left hand mode (panel b) are derived from Eq. (20). We illustrate the growth rate dependence on
the collisionality parameter a. Dotted line corresponds to a = 0.01, dashed line—a = 0.1, and dot-dashed
line—a = 1. The quadrupole anisotropy is χ = 6(us/c)

2. Note that in the bottom panel the dashed and dotted
lines are very close
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is the main cause of the Bell-type instability. Indeed, the CR current induces the compen-
satory reverse current in the background plasma and if the current is not responding to a
magnetic field variation, then the magnetic fluctuation is growing due to the Ampere force.
The CR current only weakly responds to the magnetic field fluctuations with wavenumbers
k0rg0 > krg0 > 1, and they grow. From Eq. (24) one may see that γb ∼ k 1

2 for k	 k0.

4.2 The Resonant Instability

In the collisionless case for the wavenumber regimes xm > 1, but x0 < 1, the resonant contri-
bution dominates the pole in the integrand in Eq. (22). Therefore, the resonant mode growth
can be seen in Fig. 1 in the regime 0.01< krg0 < 1, where both circular polarization modes
are growing with the very close rates ∝ k for α = 4 (compare panels a and b in Fig. 1).
Collisions do not change the mode growth drastically for a < 0.1, but in the limit of strong
collisions with a = 1 the left hand mode grows slower than the right hand polarized mode.
This may also result in helicity production.

4.3 A Nonresonant Longwavelength Instability: the Firehose Mode

In the longwavelength regime where xm = kcpm
eB0

	 1, within the collisionless case, the dis-
persion relation in Eq. (20) can be approximated, following Bykov et al. (2011a), as

ω2 = v2
ak

2

{
1∓ rg0

5

[
k0xm ± 4πencrχ

B0

ln pm
p0

(1− p0
pm
)

]}
. (25)

As it follows from Eq. (25), in the regime dominated by the dipole CR anisotropy (χ→ 0)
only the left-polarized mode is growing with the rate ∝ k 3

2 (see Schure and Bell 2011). For
a finite quadrupole-type CR anisotropy χ at small enough wavenumbers the modes of both
circular polarizations are growing again with the very close rates ∝ k (see in Fig. 1). The
instability due to the quadrupole-type CR anisotropy corresponds to the well known firehose
instability in a plasma with anisotropic pressure. Indeed, the CR pressure anisotropy derived
from the CR distribution Eq. (18) is

P cr
‖ − P cr

⊥ =
3

5
χP cr , (26)

where

P cr = 1

3
ncr

∫ ∞

0
v(p)N(p)p3dp. (27)

The dispersion relation for the modes produced by only the quadrupole-type anisotropy of
CR distribution can be obtained from Eq. (25) if one neglects the dipole-type contribution
xm→ 0. Then, it is reduced to the standard hydrodynamic dispersion relation of the firehose
instability

ω=±
√
v2
a −

P‖ − P⊥
ρ

k, (28)

where P‖ − P⊥—is the pressure anisotropy along the mean magnetic field direction (see,
e.g., Blandford and Eichler 1987; Treumann and Baumjohann 1997). The dispersion relation
Eq. (28) is justified for the modes with the wavenumbers above the CR ion gyroradii. The
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dependence of the growth rates of the firehouse instability on the collisionality parameter
can be seen in Fig. 1. It should be noted that the growth rates of the firehose modes of both
polarizations in the regime krg0 < 1 are declining functions of the collisionality parameter.
Their growth rates would be equal in the case of lack of the CR current. Contrary, the growth
rates of the current driven modes are different for the two polarizations. The growth rate of
the right hand polarized CR-current driven mode is sensitive to the collisionality parameter
(see Schure and Bell 2011).

4.4 A Nonresonant Long-Wavelength Instability: the Cosmic-Ray Current Driven Dynamo

Bell’s instability results in the fast growth of short-scale modes with wavelengths shorter
than the gyroradius of the cosmic-ray particles and in the presence of CR-current it may
produce strong short-scale turbulence (e.g., Bell and Lucek 2001; Bell 2004; Zirakashvili
and Ptuskin 2008; Zirakashvili et al. 2008; Reville et al. 2008; Vladimirov et al. 2009;
Rogachevskii et al. 2012). Moreover, the shortscale turbulence is helical, and at the
wavenumbers below 2k0 its kinetic energy density dominates over the magnetic energy den-
sity making a favorable condition for a pure α-dynamo effect (see Bykov et al. 2011b). The
strong short-scale turbulence influences the background plasma dynamics on scales larger
than the CR gyroradii. Bykov et al. (2011b) derived the mean field dynamic equations av-
eraged over the ensemble of short-scale motions for plasma systems with CR-current. The
averaged equation of motion can be presented as

∂V
∂t
+ (V∇)V = − 1

ρ
∇Pg −

〈
(u∇)u〉+ 1

4πρ

〈
(∇ × b)× b

〉

+ 1

4πρ

(
(∇ ×B)×B

)− 1

cρ

((
jcr − encrV

)×B
)

−
∫

pI [f ]d3p, (29)

where V is the mean velocity of the plasma. The magnetic induction equation for the mean
magnetic field B reads

∂B
∂t
= c∇ × E +∇ × (V×B)+ νm�B. (30)

Here E = 〈u× b〉 is the average turbulent electromotive force and νm is the magnetic diffu-
sivity. The averaged equations Eqs. (29) and (30) are designed to be applied to the dynamics
of modes with scales larger than rg0, i.e., CR particles are magnetized on these scales.

The ponderomotive forces 〈(u∇)u〉 and 1
4πρ 〈(∇ × b)× b〉 in Eq. (29) describe the mo-

mentum exchange of the background plasma with the Bell mode turbulence. The averaged
turbulent electromotive force E results in the magnetic induction evolution. It is important
that in the case under consideration the ponderomotive forces in Eq. (29) depend on the
CR current through the Bell mode turbulence moments. To express the electromotive and
ponderomotive forces through the CR current (Bykov et al. 2011b) followed the mean field
closure procedure similar to the approach proposed by Blackman and Field (2002) in the
dynamo theory (see for a review Brandenburg 2009a). The closure procedure is introduced
by the parameter τcor. The correlation time τcor which is the relaxation time of triple correla-
tions and is approximately equal to the turnover time of the Bell turbulence. The dependence
of the electromotive force and the ponderomotive force on the CR current is determined by
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the kinetic coefficients αt and κt , correspondingly. The kinetic coefficients are determined
by the r.m.s. amplitude of Bell’s turbulence 〈b2

B〉 and τcor. The short scale turbulence pro-
duced by the Bell mode instability is helical and therefore there is also a contribution to the
electromotive force ∝ αtB resulting in the α-dynamo effect. Then, the dispersion equation
for the modes of wavelengths longer than rg0 in a plasma with anisotropic relativistic CRs
can be derived from Eqs. (29) and (30) by the standard linear perturbation analysis:

ω2 − k2v2
a ∓ωik

αt

4πρ

[
1

2

(
k0A0(x0, xm)+ 4πencrχ

B0
A1(x0, xm)

)
+ 3

2
k0

]

± kv2
a

(
1+ κt

B0

)[(
k0A0(x0, xm)+ 4πencrχ

B0
A1(x0, xm)

)
− k0

]

+ iakv2
a

(
k0A0(x0, xm)+ 4πencrχ

B0
A1(x0, xm)

)
= 0. (31)

The dispersion relation Eq. (31) was derived for the systems where the unperturbed
CR-current is directed along the unperturbed magnetic field, and the short scale turbulence
consists of Bell’s modes. It is convenient to introduce two dimensionless parameters NB =√
〈b2
B
〉

B0
—Bell’s turbulence r.m.s. amplitude, and the dimensionless mixing length ξ , instead

of the correlation time τcor. The mixing length is defined here as 2πξ/k0 = τcor
√〈v2〉 ≈

τcor

√
ξ 〈b2

B〉/(4πρ). Then αt ≈ 〈b2
B〉τcor ≈ 8π2√ξNBvak−1

0 ρ and κt = πNBB0.
In Fig. 2 we illustrate the long wavelength mode growth derived from Eq. (31) for ξ = 3.

The corresponding mixing length is close to the scale of the maximal growth rate of the short
scale Bell’s instability. The α-dynamo effect dominates the growth rate of a polarized mode
shown in Fig. 2 (panel b) in the intermediate wavenumber regime a < krg0 < 1. One should
have in mind that in the case of Bohm’s CR diffusion a ∼ 1 and therefore the intermediate
wavenumber regime is rather limited. It should be noted that the helicity of the unstable,
long-wavelength mode studied above is opposite to that of the short-scale Bell mode. This
provides, at least in principle, the possibility of balancing the global helicity of the system by
combining short and long-wavelength modes. Care must be taken however, since numerical
models indicate a high saturation amplitude of the Bell mode making a nonlinear analysis
necessary to address the helicity balance issue. We will discuss some nonlinear simulations
below in Sect. 5.

4.5 The Cosmic-Ray Current Driven Instability in the Hydrodynamic Regime

The nonresonant modes in a hydrodynamic regime, where the wavelength is longer than
the mean free path, i.e., krg0 < a, are unstable, as it follows from Eq. (31) (see, for details,
Bykov et al. 2011b). Both circular polarizations in panels a and b in Fig. 2 grow with the
same rate given by

γ ≈
√
πNB

2

√
kk0ava. (32)

The transition from the intermediate wavenumber regime a < krg0 < 1, dominated by the
dynamo effect discussed in Sect. 4.4, where the mode growth rate can be approximated by

γ ≈ 4π
√
ξNBvak, (33)
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Fig. 2 The growth rates of the longwavelength modes of two circular polarizations. The right hand polarized
mode (panel a) and the left hand mode (panel b) are propagating along the mean magnetic field as function of
the wavenumber. The dotted line curves are derived from the dispersion equation Eq. (31) for the collisionality
parameter a = 0.1, the dimensionless r.m.s. amplitude of Bell’s turbulence NB = 1, and the mixing parameter
ξ = 3. The dashed curves given for comparison are the growth rates derived from Eq. (20) which are shown
in Fig. 1
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to the hydrodynamical regime with krg0 < a where the growth rate is ∝ k1/2 according to
Eq. (32), is clearly seen in Fig. 2 (panel b). Note that for the mode polarization shown
with the dotted line in the panel a of Fig. 2, no dynamo-type instability occurs, but the
hydrodynamical regime instability is present. This mode grow fast in the short wavelength
regime krg0 > 1 due to Bell’s instability.

The effect of the short-scale turbulence on the hydrodynamic regime instability enters
Eq. (31) through the turbulent coefficient κt/B0. The turbulent ponderomotive force is
large enough in both the intermediate and hydrodynamical regimes, and the CR current
response in the long-wavelength regime can no longer be neglected. The current cannot be
treated as a fixed external parameter, as is normally done for the short-scale Bell instability,
and therefore the MHD models of the Bell turbulence that assume a constant CR-current
(see, e.g., Bell and Lucek 2001; Zirakashvili and Ptuskin 2008; Zirakashvili et al. 2008;
Reville et al. 2008; Vladimirov et al. 2009; Rogachevskii et al. 2012) cannot be di-
rectly applied to the nonlinear models of the longwavelength instabilities discussed above.
Particle-in-cell simulations with very limited dynamical range performed by Riquelme and
Spitkovsky (2009, 2010) indicate the importance of the CR backreaction effect on the
CR-driven instabilities. Therefore the nonlinear dynamics of the long-wave CR-driven tur-
bulence in a wide dynamical range remains to be investigated. In the next section we illus-
trate the nonlinear evolution of the short scale turbulence driven by a fixed CR current, using
high resolution MHD simulations.

5 Numerical Solutions of the Bell–Dynamo Instability

Significant insights have been possible through high-resolution direct numerical simulations
(DNS) and large eddy simulations (LES) of the Bell instability and its subsequent satura-
tion. In this section we describe some of the main results and, in particular, the connection
with the dynamo instability. The simulations have been carried out in a Cartesian domain of
size L3, so the smallest wavenumber in that domain is k1 = 2π/L. The system is character-
ized by the non-dimensional parameter

J = 4π

c

j cr

k1B0
. (34)

In the ideal case (νM = 0), the Bell instability is excited when J > 1 and the normalized
wavenumber of the fastest growing mode is k/k1 = J /2. The normalized growth rate of this
fastest growing mode is γb/vA0k1 = J /2. In Fig. 3 we reproduce the results of numerical
simulations of Bell (2004) for J = 2 using 1283 mesh points and Zirakashvili et al. (2008)
for J = 16 using 2563 mesh points. These simulations confirmed the analytically expected
linear growth rates. Interestingly, the saturation of the instability was never perfect. Instead,
the magnetic field still continued to grow at a slow rate. Rogachevskii et al. (2012) have
argued that this slow growth after the end of the exponential growth phase of the instability
is the result of a mean-field α effect. The purpose of this section is to elaborate on this
possibility.

We begin by discussing first the recent DNS of Rogachevskii et al. (2012) for J = 80
and J = 800 at a resolution of 5123 mesh points and discuss also new results for J = 800 at
a resolution of 10243 mesh points. In all cases, explicit viscosity ν and magnetic diffusivity
νM are used, so the fastest growing modes in those cases have somewhat smaller wavenum-
bers than in the ideal case. This is quantified by the Lundquist number Lu = va/νMk1 and
the ideal case corresponds then to Lu→∞. For example, Rogachevskii et al. (2012) used
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Fig. 3 Numerical solutions of the Bell instability for J = 2 using 1283 mesh points (left hand side, Bell
2004) and J = 16 using 2563 mesh points (right hand side, Zirakashvili et al. 2008). Note the continued
growth of the magnetic field at the end of the linear growth phase at t ≈ 10 on the left and t ≈ 1 in the right.
Courtesy of Tony Bell (left panel) and Vladimir Zirakashvili (right panel)

Fig. 4 Time evolution of EM(k, t) for J = 80 (left) and J = 800 (right) at resolutions 5123 and 10243,
respectively. The solid lines refer to the initial spectra proportional to k4 for small values of k and the red and
blue lines represent the last instant of EM and EK , respectively. The straight lines show the k4 and k−5/3

power laws

Lu= 80, in which case the fastest growing mode has kz/k1 ≈ 21 for J = 80 while for
J = 800 it has kz/k1 ≈ 63. The DNS show that most of the power is at somewhat larger
wavenumbers; see Fig. 4, where we show magnetic energy spectra for both cases.

In Fig. 5 we show the temporal evolution of spectral magnetic energyEM and the spectral
kinetic energy EK at selected wavenumbers. These curves show an exponential growth at
early times, followed by a slower growth at later times. At the wavenumbers of the Bell
mode, the growth rate from linear theory is reproduced. At smaller wavenumbers, the growth
is at first slower, and then it is even faster than the growth rate of the Bell mode. This is a
consequence of mode coupling (Rogachevskii et al. 2012). Comparing with Fig. 4, we see
that after some time a k4 energy spectrum is established. Such an energy spectrum is also
known as Batchelor spectrum and can be derived under the constraints of solenoidality and
causality (Durrer and Caprini 2003). When the k4 spectrum is established, the growth of
spectral energy at small wavenumbers is no longer described by linear theory, but follows
the growth of the Bell mode.

In Fig. 6 we show visualizations of Bx/B0 on the periphery of the computational domain
for J = 80 using 5123 mesh points and J = 800 using 10243 mesh points at two different
times. One clearly sees that at early times, the magnetic field shows a layered structure

Reprinted from the journal 140



Microphysics of Cosmic Ray Driven Plasma Instabilities

Fig. 5 Time evolution of EMk1/v
2
A0 for J = 80 (left) at wavenumbers k/k1 = 1 (solid line), 5 (dotted),

and 21 (dashed) and J = 800 (right) at wavenumbers k/k1 = 1 (solid line), 10 (dotted), and 63 (dashed).
The short straight lines show the growth of the energies for the Bell (dashed) and dynamo (solid) instabilities

Fig. 6 Visualization of Bx/B0 on the periphery of the computational domain J = 80 using 5123 mesh
points (upper row) and J = 800 using 10243 mesh points (lower row) with Lundquist number Lu = 80 in
both cases

with a high wavenumber in the z direction. At later times, the magnetic field breaks up and
becomes turbulent. In both cases, larger scale structures develop, as one also sees from the
energy spectra in Fig. 4.

It should be pointed out that, owing to the persistent growth of magnetic and kinetic
energy, the Reynolds numbers grow eventually beyond the limit of what can be resolved
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at a given resolution. Unlike some of the earlier LES, where numerical effective viscosity
and diffusivity keep the small scales resolved, in the DNS of Rogachevskii et al. (2012)
this is not the case and the numerical code (in this case the PENCIL CODE1) eventually
‘crashes’. The point when this happens can be delayed by using higher resolution. This is
why we show here the results for J = 800 at a resolution of 10243 mesh points, where the
simulation can be carried out for about 0.126 Alfvén times, compared to only 0.09 Alfvén
times at a resolution of 5123 mesh points used in Rogachevskii et al. (2012). Remeshing the
10243 run to 20483 mesh points, we were able to continue until 0.142 Alfvén times, after
which we were unable to continue the run due to a disk problem.

The Bell instability is driven by the simultaneous presence of an external magnetic field
B0 and an external current jcr, giving therefore rise to a pseudo-scalar jcr ·B0; here, B0 is an
axial vector while jcr is a polar vector. In stellar magnetism, the presence of a pseudo-scalar
is caused by rotation Ω (an axial vector) and gravity g (a polar vector). This property is
generally held responsible for the production of magnetic fields by what is known as the α
effect. As explained in Sect. 4.4, the α effect denotes the presence of a tensorial connection
between a mean electromotive force E = u× b and a mean magnetic field via

E i = αijBj + ηijkBj,k + · · · , (35)

where higher order derivatives (indicated by commas) of the mean magnetic field are also
present. If the tensors αij and ηijk were isotropic and the evolution characterized by just two
quantities, α = δijαij /3 and ηt = εijkηijk/6, the growth of the mean magnetic field would
occur at the rate

γdynamo = αk− ηT k2, (36)

where ηT = ηt + νM is the total (turbulent plus microphysical) magnetic diffusivity and the
fastest growth occurs at wavenumber k = α/2ηT with the growth rate γmax = α2/4ηT .

In stellar dynamos, where the magnetic Reynolds number is very large, the actual growth
is dominated by small-scale dynamo action, so Eq. (36) is in practice not obeyed, unless
the small-scale dynamo is not excited, for example at low magnetic Prandtl numbers (Bran-
denburg 2009b). However, in the present case the magnetic energy spectra show that at late
times, magnetic power moves gradually to larger scales. This is why we now ask whether
this can be explained by the α effect.

Rogachevskii et al. (2012) have shown that in the case of jcr and B0 pointing in the z
direction, the large-scale mean magnetic field is a function of x and y and can be written in
terms of two scalar functions A‖(x, y, t) and B‖(x, y, t) with

B(x, y, t)=∇ × (ẑA‖)+ ẑB‖, (37)

where ẑ= (0,0,1) is the unit vector in the z direction. These functions obey the mean field
equations

∂A‖/∂t = αAB‖ + ηA∇2A‖, (38)

∂B‖/∂t = αBJ ‖ + ηB∇2B‖, (39)

where J ‖ = −∇2A‖ is the xy dependent part of the mean current density in the z direction.
We consider a homogeneous system, so the coefficients αA, αB , ηA, and ηB are constant and

1http://www.pencil-code.googlecode.com.

Reprinted from the journal 142

http://www.pencil-code.googlecode.com


Microphysics of Cosmic Ray Driven Plasma Instabilities

we can seek solutions of a form proportional to exp(λt + ik · x). In this case, the dynamo
growth rate is still described by Eq. (36), provided we substitute

α→ αeff = (
αAαB + ε2

ηk
2
)1/2

and ηt → ηeff
t = (ηA + ηB)/2, (40)

where εη = (ηA − ηB)/2 quantifies the anisotropy of the turbulent diffusivity.
To determine these coefficients from the DNS, we use the so-called test-field method

of Schrinner et al. (2005), which was originally used in spherical coordinates. The imple-
mentation in Cartesian coordinates is described in Brandenburg (2005) and especially in
Brandenburg et al. (2012), where the mean magnetic field was allowed to depend on all
three spatial coordinates, and not just on one, as was assumed in Brandenburg (2005). Un-
der the assumption that the turbulence is governed by only one preferred direction, which is
here the case, the number of coefficients reduces to 9, and homogeneity reduces this number
further to 5, so in the present case we have

E = α⊥B⊥ + α‖B‖ − β⊥J⊥ + β‖J‖ −μẑ×K⊥, (41)

where J=∇ ×B characterizes the antisymmetric part of the magnetic derivative tensor and
Ki = (Bi,j +Bj,i)ẑj /2 the symmetric part. We have followed here the notation of Branden-
burg et al. (2012), except that there the two α coefficients were defined with the opposite
sign. Comparing with the coefficients used in Eqs. (38) and (39), we find that αA = α‖,
αB = α⊥, ηA = β‖, and ηB = β⊥ −μ/2. In Fig. 7 we show the time dependence of the var-
ious parameter combinations. In the early kinematic phase (tvA0k1 < 0.08), the root mean
square velocity, urms, as well as α‖ and α⊥ grow exponentially. At later times, α‖ continues
to grow, while α⊥ remains small and approximately constant. The other turbulent transport
coefficients also grow exponentially in the kinematic phase, and at later times β‖, ηt , and εη
continue to grow, while β⊥ and μ remain small and can even become negative. The resulting
effective dynamo number, which is proportional to the product α‖α⊥, reaches values well
above the critical value of unity. The estimated and actual growth rates agree roughly and
have a value of around 10 in units of ηtk1.

6 Instabilities Driven by the Nearly Isotropic CR Distributions

In many astrophysical objects the CR mean free path due to the particle scattering by mag-
netic fluctuations carried by the background plasmas is below the characteristic scale sizes
of the plasma flow. In that case the angular distribution of the CRs is nearly isotropic with
a small anisotropic part (i.e. both β 	 1 and χ 	 1 in Eq. (18)). Then one can use the
diffusion approximation that assumes

f cr(r,p)= 1

4π

[
Ncr(r,p)+ 3

vp
pJcr (r,p)

]
, (42)

where the diffusive current of CRs is

J crα =−καβ∇βNcr − p

3

∂Ncr

∂p
uα, (43)

καβ is the momentum-dependent CR diffusion tensor. Then the kinetic equation Eq. (8)
reduces to the advection-diffusion equation for the isotropic part of CR distribution
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Fig. 7 Time evolution of the model parameters for J = 800 and Lu= 80 using 10243 mesh points. (a) Ex-
ponential growth and subsequent near-saturation of urms, α‖, and α⊥ (all normalized by vA0) in linear-log-
arithmic representation. (b) Evolution of α‖ and α⊥ (normalized by vA0) in double linear representation,
showing that α⊥ is much smaller than α‖ . (c) Evolution of β‖, β⊥ , and μ (normalized by vA0/k1). (d) Evo-
lution of ηt and εη (normalized by vA0/k1). (e) Evolution of Cα (negative values are shown as dotted lines),
and (f) growth of the fasted growing mode

Ncr(r,p, t)

∂Ncr

∂t
=∇ακαβ∇βNcr − (u∇)Ncr + p

3

∂Ncr

∂p
∇u, (44)

where u(r, t) is the bulk velocity of the background plasma (see, e.g., Toptygin 1983). It is
assumed here for simplicity that the scatterers are carried with the plasma bulk velocity,
though it is possible to account for the scatterers drift velocity (see, e.g., Skilling 1975).
The advantage of this approach is that it is valid for collision operators I [f ] more general
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than just the simple relaxation time approximation given by Eq. (16). In the diffusion ap-
proximation the exact form of the collision operator determines the form of the diffusion
tensor and its momentum dependence. Therefore, the results obtained within the diffusion
approximation are valid for different collision operators.

To explore the effect of CRs on the background plasma one should calculate the first
moment of the kinetic equation Eq. (8) for CRs that is the momentum exchange rate between
the CRs and the background plasma:

∂Pα

∂t
+∇αP cr +∇βΠ ′

αβ =
[

1

c

(
jcr − encru

)×B+
∫

pI [f ]d3p

]
α

, (45)

where P cr is the CR pressure, the CR momentum density

P(r, t)=
∫

pf d3p, (46)

and the reduced CR momentum flux density Π ′
αβ is defined by

Π ′
αβ =

∫
pαvβf d

3p− P crδαβ . (47)

In the diffusion approximation for the steady state (e.g., in the shock rest frame) the first
and the third terms in the left hand side of Eq. (45) are small and then Eq. (15) can be
reduced to

ρ

(
∂u
∂t
+ (u∇)u

)
=−∇(pg + P cr

)+ 1

4π
(∇ ×B)×B. (48)

The equation can be applied to longwavelength perturbations. It should be supplied with the
continuity equation:

∂ρ

∂t
+∇(ρu)= 0, (49)

the energy equations for the background plasma:

∂pg

∂t
+ (u∇)pg + γgpg∇u= 0, (50)

the MHD induction equation

∂B
∂t
=∇ × (u×B), ∇B= 0, (51)

and the equation for CR-pressure variations

∂P cr

∂t
+ (u∇)P cr + γcrP cr∇u=∇ακαβ∇βP cr , (52)

where καβ is the CR diffusion tensor averaged over the CR distribution function, γg and
γcr—are the adiabatic indexes of the plasma and CRs, respectively.

145 Reprinted from the journal



A.M. Bykov et al.

7 Acoustic Instability Driven by the CR Pressure Gradient

It was found by Drury (1984), Dorfi and Drury (1985), Drury and Falle (1986) and Drury and
Downes (2012) that the force density in Eq. (48) associated with the CR pressure gradient
that does not depend on the density of the background plasma results in a specific instability.
The effect of magnetic field on the instability was studied by Berezhko (1986) and Chalov
(1988b). The analytical study of the instability can be performed for the modes with the
wavenumbers below the scale size of the CR pressure gradient L ∼ P cr/|∇P cr |. In the
generic case of the diffusive shock acceleration L ∼ (c/us) × rg/a. Following Drury and
Falle (1986) and Chalov (1988b) for the wavenumber range kL > 1, but krg/a < 1 the
mode growth and damping can be derived from the continuity equation for the wave action.

The mode growth rate Γ in the simplified geometry where the CR pressure gradient is
directed along the unperturbed magnetic field was derived using a standard linear analysis
of Eqs. (48)–(52) by Chalov (1988a), who obtained the following expression

Γ = v2
m − v2

a

2v2
m − (v2

s + v2
a)

{
−γcrP

cr
0

ρ0

k2

κ0‖k2
‖ + κ0⊥k2

⊥

v2
m − v2

a

k2‖
k2

v2
m − v2

a

± ∇P
cr
0

ρ0vm

k‖
k

[
1+ ςκ0‖k2

κ0‖k2
‖ + κ0⊥k2

⊥

v2
m − v2

a

k2‖
k2

v2
m − v2

a

]}
. (53)

Here vs is the sound speed of the background plasma, P cr
0 is the unperturbed CR pressure,

∇P cr
0 is the gradient of the unperturbed CR pressure, k‖ and k⊥ are the components of the

mode wavevector parallel and transverse to the unperturbed magnetic field, respectively, and
κ0‖, κ0⊥ are the components of the averaged CR diffusion tensor. It is assumed that the CR
diffusion tensor components scale with the background plasma density as κ‖,⊥ ∼ ρς . The
phase velocity of the mode is

vm =
[
v2
s + v2

a ±
1

2

√
(
v2
s + v2

a

)2 − 4v2
s v

2
a

k2
‖
k2

] 1
2

. (54)

The first term in Eq. (53) is the wave damping rate due to the irreversible stochastic Fermi II
CR acceleration effect (Achterberg 1979; Bykov and Toptyghin 1979; Ptuskin 1981), while
the second and the third terms describe the growth/damping of the modes due to the acoustic
instability studied by Drury and Falle (1986). A more general treatment with an arbitrary
direction of the unperturbed magnetic field was performed by Chalov (1988b). He accounted
for the response of the CR diffusion tensor to both the density and magnetic field variations
and found that the latter does not change the character of the angular dependence of the
growth rate significantly. A similar angular dependence of the long-wave mode growth rate
due to the CR current driven instability (discussed above in Sect. 4.5) was found by Bykov
et al. (2011b).

In the space plasma with the modest level of the magnetic field fluctuations the local
CR diffusion is anisotropic. For magnetized CR particles (a	 1) the diffusion parallel to
the mean magnetic field dominates over the CR diffusion transverse to the mean field, i.e.,
κ0‖ � κ0⊥. The growth rate of the acoustic instability in the anisotropic system is maximal
for the modes propagating nearly transverse to the mean magnetic field (ϑ→ π

2 ). Here ϑ is
the angle between the mode wavevector and the mean magnetic field.
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Fig. 8 The characteristic angular dependence of the growth rate of the acoustic instability Eq. (53) for
a = 0.3 (the dashed curve), a = 0.2 (the dotted curve), a = 0.1 (the dot-dashed curve), a = 0.05 (the rare
dot curve)

The angular dependence of the growth rate Eq. (53) can be approximated by

G0(ϑ)= cosϑ

cos2 ϑ + κ0⊥
κ0‖ sin2 ϑ

, (55)

where we used
k‖
k
= cosϑ , k⊥

k
= sinϑ . The anisotropy of the CR diffusion is determined

by the CR particle magnetization (e.g., Toptygin 1983), that is the inverse collisionality
parameter a, and therefore, κ0⊥

κ0‖ ∝ a2. The maximal growth rate is therefore achieved for

the mode propagating at cosϑmax = a, where Gmax(ϑmax) = 1
2a . The angular dependence

of the growth rate of the acoustic instability is illustrated in Fig. 8 for various values of
collisionality parameter a.

The linear perturbation analysis discussed above is based on the diffusion approxima-
tion of the CR dynamics in Eqs. (48)–(52) and, therefore, it is valid for the modes of the
wavenumbers above the mean free path of the CRs. A numerical model of the acoustic in-
stability in the nonlinear regime was performed recently by Drury and Downes (2012), who
found a significant amplification of magnetic field. The authors assumed a fixed CR diffu-
sion gradient with no response of the CR pressure to the fluctuations, that may affect the
model results.
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8 Self-Confinement of CRs Near Their Acceleration Sites

Apart from being a central issue for the acceleration in SNR shocks, the CR-driven instabil-
ities are fast becoming an integral part of CR escape models. One common difficulty with
the observational verification of the proton escape is that, in contrast to electrons, they likely
remain invisible until they reach some dense material in SNR surroundings. Only there gen-
erate they enough π0 mesons in collisions with other protons and the mesons in turn decay
into gamma photons which may be detected. Not surprisingly, the escape of CRs from an
SNR is a hot topic of today research in gamma-ray astronomy.

The backbone of the DSA is a self-confinement of accelerated particles by scattering off
various magnetic perturbations that particles drive by themselves while streaming ahead of
the shock. Most important of them were discussed at some length in this review. Logically,
this process should also control the ensuing propagation of CRs, before their density drops
below the wave instability threshold. Strictly speaking the CR release (escape) from the
accelerator should be treated together with the acceleration, as it does not occur at once for
all the particles. But this would be a combination of two difficult enough problems and most
of the progress in CR escape was made by considering it separately from acceleration.

Remarkably, even within this limited approach, and under rather loose formulation of the
problem, no consensus on the escape mechanism has been reached so far; the dividing lines
seem to run across the following issues: (i) does the escape occur isotropically or along the
local magnetic field? (ii) does the scattering by the background MHD turbulence control the
CR propagation alone or self-excited waves need to be included? (iii) if so, is a quasilinear
saturation of self-excited waves sufficient or nonlinear processes of wave damping are cru-
cial to the particle propagation? (iv) if they are, which particular mechanism(s) should be
employed?

Starting with (i–ii) we note that most of the early models, and some of the recent ones
that target specific remnants, assume isotropic CR propagation from a point source impeded
only by the background turbulence (one may call them test particle models, e.g. Aharonian
and Atoyan 1996; Gabici et al. 2009; Ellison and Bykov 2011; Gabici 2011). It should be
noted, however, that e.g., Rosner and Bodo (1996) and Nava and Gabici (2013) adopted a
field aligned propagation while Drury (2011) included the finite radius of a SNR shock in
the CR escape description. Given the topic of the present short review, however, we focus in
this section on models that explicitly include the self-excited waves. Brief reviews of other
aspects of CR propagation in the galaxy were given recently by Gabici (2011) and Ptuskin
(2012).

The role of self-confinement effects in the CR escape, their subsequent propagation and
how these phenomena are treated in different models, can be best demonstrated by writing
the following equations that self-consistently describe the CR diffusion and wave generation

d

dt
PCR(p)= ∂

∂z

κB

I

∂PCR

∂z
(56)

d

dt
I =−va

∂PCR

∂z
− Γ I. (57)

Here va is the Alfvén velocity, κB is the CR diffusion coefficient in Bohm regime, κB =
crg/3, and the time derivative is taken along the characteristics of unstable Alfvén waves,
forward propagating along the field (z-direction):

d

dt
= ∂

∂t
+ va

∂

∂z
(58)
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Eq. (56) above is essentially a well-known convection-diffusion equation, written for the
dimensionless CR partial pressure PCR instead of their distribution function f (p, t). We
normalized it to the magnetic energy density ρv2

a/2:

PCR = 4π

3

2

ρv2
a

vp4f, (59)

where v and p are the CR speed and momentum, and ρ—the plasma density. The total CR
pressure is normalized to d lnp, similarly to the wave energy density I :

〈δB2〉
8π

= B2
0

8π

∫
I (k)d lnk = B2

0

8π

∫
I (p)d lnp

Eq. (57) is a wave kinetic equation in which the energy transferred to the waves equals the
total work done by the particles, (u + va)∇PCR, less the work done on the fluid, u∇PCR

(Drury 1983) (we neglect the bulk flow velocity u, here and in Eq. (58) assuming that the
active phase of acceleration ended by this time). The above interpretation of the wave gener-
ation indicates that it operates in a maximum efficiency regime. A formal quasilinear deriva-
tion of this equation assumes that the particle momentum p is related to the wave number
k by the ‘sharpened’ resonance condition kp = eB0/c instead of the conventional cyclotron
resonance condition kp‖ = eB0/c (Skilling 1975), (note that here k = k‖). We assume that
∂PCR/∂z≤ 0 at all times, so that only the forward propagating waves are unstable. The latter
inequality is ensured by the formulation of initial value problem symmetric with respect to
z= 0, so we consider the CR escape into the half-space z > 0 with the boundary condition
∂PCR/∂z= 0 at z= 0.

Papers on CR self-confinement discussed below use equations that are largely similar to
Eqs. (56)–(57) but different assumptions are made regarding geometry of particle escape
from the source (see (i) above), the character and strength of wave damping Γ (iv), and the
role of quasilinear wave saturation (iii). Fujita et al. (2011) and Yan et al. (2012) utilize the
isotropic escape models (in this case ∂/∂z should be replaced by ∂/∂r , etc.) while Ptuskin
et al. (2008) and Malkov et al. (2013) assume that particles propagate predominantly along
the local large-scale field. Note that Yan et al. (2012) considered the escape from an active
accelerator (in Eq. (58), one should include the flow bulk velocity, va→ va +u in this case)
and, in addition, they introduce a step-wise increase in CR diffusivity at a certain particle
momentum above which particles escape the accelerator. These assumptions make it difficult
to compare their results with those of the remaining three papers. In these, Fujita et al. (2011)
presented the results of numerical integration of Eqs. (56)–(57) (in a spherical symmetry)
with neglected damping term Γ . The results indicate a considerable delay of diffusion from
the source due to a self-confinement.

However, in the regions where magnetic perturbations are weak, i.e. I 	 1, the field
aligned CR transport is appropriate, as the perpendicular diffusion is suppressed, κ⊥ �
I 2κ‖ 	 κ‖ � κB/I . Taking into account the condition IISM 	 1, such regime appears in-
evitable far away from the source and at late times when particles are spread over a large
volume and the waves are driven only weakly. At earlier times and close to the region of the
initial localization of CRs, an estimate κ⊥ ∼ κ‖ ∼ κB appears to be adequate. Both analyti-
cal models by Ptuskin et al. (2008) and Malkov et al. (2013), however, do not embrace the
general case and rely on the assumption κ⊥ 	 κ‖ thus considering a field-aligned escape. At
the same time, they are different in further simplifications made, that lead to rather different
results, both quantitatively and qualitatively.
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Ptuskin et al. (2008) neglect dI/dt on the l.h.s of Eq. (57) thus balancing the driving
term with the damping term on its r.h.s and assume a Kolmogorov dissipation for Γ ,

Γ = kva
√
I/(2CK)

3/2 (60)

with CK ≈ 3.6 and k � 1/rg(p) being the resonant wave number. Therefore, only one equa-
tion (56) needs to be solved which lead to the following self-similar solution (in notations
and normalization used in Eqs. (56)–(57))

PCR = 4 · 3−3/2

t ′3/2
√
σ + (kz)4/t ′6 (61)

where the dimensionless time t ′ = (κBk
2/2CK)t , σ = Γ 8(1/4)/π236η4, and Γ is the

gamma function. The single important parameter this solution depends on is the integrated
(along the field line) CR partial pressure

η= 2k

∞∫
0

PCRdz (62)

Therefore, the CR density decays at the source as ∝ t−3/2 and the flat-topped, self-confined
part of the CR distribution spreads as z∝ t3/2, both pointing at the superdiffusive CR trans-
port. The reason is clearly in a very strong wave damping due to the Kolmogorov dissi-
pation. For the same reason this solution does not recover the test particle asymptotic re-
sult PCR ∝ t−1/2 exp(−z2/4DISMt), physically expected in z, t→∞ limit in the interstellar
medium with the background diffusion coefficient DISM.

An alternative choice of damping mechanism is the Goldreich and Sridhar (1997) MHD
spectrum, which seems to be more appropriate in I � 1 regime under not too strong MHD
cascade (Farmer and Goldreich 2004; Beresnyak and Lazarian 2008; Yan et al. 2012). The
damping rate in this case is

Γ = va
√
k

L
(63)

where L is the outer scale of turbulence which may be as large as 100pc. Not only is this
damping orders of magnitude (roughly a factor

√
rg/L ) lower than the Kolmogorov one

but, as it does not depend on I and can be considered as coordinate independent, it allows
for the following (‘quasilinear’) integral of the system of Eqs. (56) and (57):

PCR(z, t)= PCR0

(
z′
)− κB

va

∂

∂z
ln
I (z, t)

I0(z′)
(64)

Here PCR0(z) and I0(z) are the initial distributions of the CR partial pressure and the wave
energy density, respectively, and z′ = z− vat . Substituting PCR in Eq. (57) and neglecting
slow convection with va in Eq. (58), we arrive at the following diffusion equation for I

∂I

∂t
= ∂

∂z

κB

I

∂I

∂z
− Γ I − va ∂PCR0

∂z
.

The equation is supplemented with the boundary condition I→ IISM , for |z| →∞. Outside
of the region where PCR �= 0, the last term on the r.h.s. may be neglected. The second term
may be eliminated by replacing I exp(Γ t)→ I ,

∫ t
0 exp(Γ t)dt→ t . However, if Γ is taken
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Fig. 9 Spatial distribution of CR partial pressure (as a function of ζ = z/√avat , multiplied by v3/2
a

√
at/κB )

shown for integrated values of this quantity Π = 3.6; 6.7; 10.1 and for the background diffusivity
DISM = 104. Exact analytic solutions are shown with the solid lines while the interpolations given by
Eq. (65) are shown with the dashed lines. For comparison, a formal test particle solution for Π = 10.1 is
also shown with the dot-dashed line. Note the three characteristic zones of the CR confinement: the inner-
most flat top core, the scale invariant (1/ζ ) pedestal, and the exponential decay zone

in the form of Eq. (63), it is fairly small due to the factor
√
rg/L	 1. We may simply neglect

it. The solution for I and PCR(z, t)may be found in an implicit form (see Malkov et al. 2013
for details). However, there exists a very accurate convenient interpolation formula that can
be represented as follows

PCR = 2κB(p)

v
3/2
a
√
Lct

[
ζ 5/3 + (DNL)

5/6
]−3/5

e−ζ
2/4DISM (65)

where Lc is the size of the initial CR cloud, ζ = z/
√
vaLct , and DNL = C(Π)DISM×

exp(−Π), with Π being a normalized integrated pressure

Π = va

κB

∞∫
0

PCRdz

and DISM is the normalized background diffusivity

DISM = κB

vaLc
I−1

ISM

while C ∼ 1, for Π � 1 and C ∼Π−2, for Π 	 1.
The representation of the solution given in Eq. (65) is convenient in that the func-

tion
√
tPCR(ζ ) does not depend on t , so that the solution can be shown for all t, z

with only one curve, Fig. 9. To summarize these results, the self-regulated normalized
(PCR = vaLcPCR/κB(p)) CR partial pressure profile PCR comprises the following three
zones (Π � 1): (i) a quasi-plateau (core) at small z/

√
t <
√
DNL of a height ∼(DNLt)

−1/2,
which is elevated by a factor ∼Π−1 exp(Π/2)� 1, compared to the test particle solution
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because of the strong quasi-linear suppression of the CR diffusion coefficient with respect
to its background (test particle) value DISM: DNL ∼ DISM exp(−Π) (ii) next to the core,
where

√
DNL < z/

√
t <

√
DISM, the profile is scale invariant, PCR ≈ 2/z. The CR dis-

tribution in this “pedestal” region is fully self-regulated, independent of Π and DISM for
Π � 1, (iii) the tail of the distribution at z/

√
t >

√
DISM is similar in shape to the test

particle solution in 1D but it saturates with Π � 1, so that the CR partial pressure is
∝ (DISMt)

−1/2 exp(−z2/4DISMt), independent of the strength of the CR source Π , in con-
trast to the test-particle result which scales as ∝Π . Because of the CR diffusivity reduction,
the CR cloud half-life is increased and the cloud width is decreased, compared to the test
particle solution.

Depending on the functions Π(p) and DISM(p), the resulting CR spectrum generally
develops a spectral break for the fixed values of z and t such that z2/t ∼ DNL(p) ∼
DISM exp(−Π).

9 Summary

Cosmic rays, being a highly non-equilibrium component, often comprise an energy den-
sity that is comparable to the ram pressure of energetic plasma flows and magnetic fields
in astrophysical sources with high energy release such as supernova remnants, fast stellar
winds, and astrophysical jets of different scales. CRs may also play a role in the global
dynamics of interstellar gas in galaxies, in particular, they may support galactic winds. In
the presence of gravitation, the buoyancy of CRs and magnetic field at galactic scales may
result in the magnetic Parker instability (Parker 1966, 1967; Shu 1974; Ryu et al. 2003;
Hanasz et al. 2009). The local CR diffusion is an important factor for the Parker instability
to occur.

The microphysical instabilities discussed above lay the groundwork for detailed sim-
ulations of the global interstellar matter dynamics. In this review we addressed the re-
cent progress in understanding of the CR-driven instabilities with special attention to non-
relativistic shocks. We started with a quasi-linear analysis of the growth rates of the instabil-
ities driven by anisotropic and inhomogeneous CR distributions. Time dependent nonlinear
simulations are needed to draw conclusions about the saturation level and the spectra of
magnetic fluctuations produced by the non-equilibrium CR distributions. We used numeri-
cal simulations to illustrate the nonlinear dynamics of magnetic fluctuations. The CR-driven
instabilities are shown to be crucial for modeling particle acceleration sources and the CR
escape from the sources into the interstellar matter.
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Appendix

The dispersion equation (20) can be expressed in the elementary functions by evaluating
Eqs. (22) and (23) as

σ0(p) = 3

2x2
+ 3

8x

(
1− 1

x2
+
(
a

x

)2)
�1 − 3a

2x3
�2

∓ i
{

3

4x

(
1− 1

x2
+
(
a

x

)2)
�2 − 3a

2x2
+ 3a

4x3
�1

}
, (66)

σ1(p) = ∓ 1

x
± 3

2x3
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2x

(
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x

)2

± 3

8x2

(
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x2
+ 3

(
a

x

)2)
�1

± 3a

4x2

(
1− 3

x2
+
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a

x
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�2 −
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{

3

4x2

(
1− 1

x2
+ 3
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a

x

)2)
�2 − 3a

x3

− 3a

8x2

(
1+

(
a

x

)2

− 3

x2

)
�1

}
, (67)

�1(x) = ln

[
(x + 1)2 + a2

(x − 1)2 + a2

]
, (68)

�2(x) = arctg

(
x + 1

a

)
+ arctg

(
x − 1

a

)
, (69)
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Abstract Understanding transport of thermal and suprathermal particles is a fundamental
issue in laboratory, solar-terrestrial, and astrophysical plasmas. For laboratory fusion ex-
periments, confinement of particles and energy is essential for sustaining the plasma long
enough to reach burning conditions. For solar wind and magnetospheric plasmas, transport
properties determine the spatial and temporal distribution of energetic particles, which can
be harmful for spacecraft functioning, as well as the entry of solar wind plasma into the mag-
netosphere. For astrophysical plasmas, transport properties determine the efficiency of par-
ticle acceleration processes and affect observable radiative signatures. In all cases, transport
depends on the interaction of thermal and suprathermal particles with the electric and mag-
netic fluctuations in the plasma. Understanding transport therefore requires us to understand
these interactions, which encompass a wide range of scales, from magnetohydrodynamic to
kinetic scales, with larger scale structures also having a role. The wealth of transport studies
during recent decades has shown the existence of a variety of regimes that differ from the
classical quasilinear regime. In this paper we give an overview of nonclassical plasma trans-
port regimes, discussing theoretical approaches to superdiffusive and subdiffusive transport,
wave–particle interactions at microscopic kinetic scales, the influence of coherent structures
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and of avalanching transport, and the results of numerical simulations and experimental data
analyses. Applications to laboratory plasmas and space plasmas are discussed.

Keywords Transport ·Wave–particle interaction · Laboratory plasmas · Space plasmas ·
Anomalous diffusion

1 Introduction

This paper addresses the problems of nonclassical, nondiffusive transport and of the cou-
pling between particles and fields on an extended range of scales. We give an overview of
these problems in laboratory plasmas and in space and astrophysical plasmas, and examine
the inter-relationships, with the aim of assisting the exchange of novel ideas and techniques.
In magnetized, nearly collisionless plasmas, the main contribution to transport comes from
the influence of electric and magnetic turbulence on the particle motion, either in the form
of drift velocities perpendicular to the background magnetic field, or because of resonant
effects such as pitch-angle scattering, or because of the field-line random walk due to low
frequency magnetic fluctuations. In addition, if turbulence influences transport, then trans-
port influences the equilibrium plasma structure and hence dynamical processes such as
particle acceleration that may depend on this structure. Plasma fluid or kinetic instabilities
can modify the spectrum of electromagnetic fluctuations, for example by means of a non-
linear cascade, feeding further energy into turbulence. Thus, a complex coupling between
plasma turbulence and transport, combining fluid and kinetic properties, arises. Due to the
complexity of the problem, transport is sometimes considered from a test-particle perspec-
tive, as distinct from a fully self-consistent treatment. In the last two decades, a number
of transport regimes different from the classical quasilinear regime have gained increasing
attention. These include anomalous transport regimes including subdiffusion and superdif-
fusion (Zumofen et al. 1989), diffusive but non-quasilinear regimes such as percolation (e.g.,
Zimbardo et al. 2000a, 2012), and avalanching transport as well as the influence of coherent
structures. Due to the broadness of these topics, we do not give a systematic coverage of the
fields of transport and wave–particle interactions, but rather highlight a number of current
approaches.

The topics addressed in this review all illustrate the fact that space and laboratory plasmas
are complex systems in the technical sense (Dendy et al. 2007). That is, their phenomenol-
ogy is governed by the interaction of multiple physical processes, each of which operates
within a distinct range of length scales and time scales. These processes are nonlinearly
coupled, and together span a very wide dynamic range. As an example, let us consider a
plasma environment which is characterized by the presence of suprathermal particles, i.e.
with energy larger than characteristic bulk plasma temperatures, possibly generated by tur-
bulent acceleration, external sources, or, in the case of fusion devices, nuclear reactions.
Understanding the nature of the transport of suprathermal particles is a key challenge for the
description of a wide range of plasma systems, ranging from magnetically confined plasmas
for fusion to space plasmas. In particular, this subject is receiving much attention in fu-
sion research since, in future fusion reactors, additional heating will be needed to reach the
burning regime, which will create strong suprathermal ion components, for example via the
injection of energetic neutral beams (NBI). When burning conditions are reached, the ma-
jority of the heating will come from the fusion-generated, highly-energetic alpha particles.
Good confinement of the slowing-down alpha particles and of the NBI-generated fast ions
is therefore crucial. Despite its importance, the interaction between highly energetic ions
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and small-scale turbulence has not been extensively investigated to date. One of the reasons
is that, in present fusion devices, suprathermal ions do not play a crucial role. The other
more fundamental reason is that, as the suprathermal ions usually have a gyroradius that is
larger than the turbulence scale, their interaction with turbulence is expected to be relatively
weak. Gyro-averaging effects would then weaken or almost entirely suppress the interac-
tion of alphas with turbulence, leading to subdiffusive transport. However, the question of
how complete this suppression becomes in different regimes is still open. In addition, the
results in Günter et al. (2005) indicate that a significant redistribution of suprathermal ions
can be induced by turbulence. So far, no direct measurements of fluctuation induced fast-ion
transport in toroidal devices have been performed. Thus there exists a strong need for exper-
imental data with which to compare and validate the relevant theoretical models and numer-
ical simulations. For these reasons, theoretical and experimental studies of suprathermal ion
transport in turbulent plasmas are currently operating on basic plasma physics experiments,
which allow a relatively simple experimental environment with easy access for diagnostics
and well established plasma scenarios. In this review, among other examples, we will de-
scribe experimental and theoretical efforts to understand suprathermal particle transport in
the TORPEX device (Fasoli et al. 2006, 2010).

In the solar wind, understanding transport is important for predicting the arrival of solar
energetic particles (SEP) from the sun—one of the main concerns of space weather—and for
understanding how, when, and where solar wind plasma enters the magnetosphere. The ob-
servation of non-thermal, non-isotropic particle distribution functions in the solar wind calls
for a better understanding of wave–particle interactions and pitch-angle diffusion, possibly
in a nonlinear regime. Further, the transport properties influence cosmic ray acceleration
processes, notably diffusive shock acceleration. Both numerical and analytical studies show
transport depends both on magnetic fluctuation level and on the turbulence anisotropy (Pom-
mois et al. 1999; Zimbardo 2005). Here, too, the wave–particle interaction depends on the
gyroradius, so that a number of different transport regimes are obtained.

The organization of this review is as follows: in Sect. 2, we discuss the theoreti-
cal framework appropriate to describe nondiffusive transport, emphasizing the presence
of long-range correlation and non-Gaussian statistics. Concepts such as the continuous-
time random walk (CTRW) and fractional diffusion equations are briefly introduced. In
Sect. 3 we describe the study of wave–particle interactions by means of kinetic Vlasov
simulations: such self-consistent studies gives information on small scale turbulence dis-
sipation and on pitch angle scattering in the nonlinear regime. In Sect. 4, the effect
of finite Larmor radius is investigated with regard to transport in laboratory and so-
lar wind plasmas. We discuss results from Vlasov simulations and test-particle simula-
tions, where both subdiffusive and superdiffusive regimes are found in many cases. Sec-
tion 5 addresses the interaction between particle physics on the ion gyroscale, small-
scale turbulence which may retain features of underlying linear wave physics, and larger-
scale coherent nonlinear structures. In a typical laboratory plasma, this involves coupled
physics unfolding over three orders of magnitude in length scale, and many more in time
scale. Section 6 deals with avalanching transport, which typically arises (Dendy and He-
lander 1997) in physical systems where correlation exists on all length scales, leading
to scale-free phenomenology and non-Gaussian fluctuation statistics and emitted signals
(Dendy and Chapman 2006). In Sect. 7 we briefly discuss how the extension of diffu-
sive shock acceleration (the standard model for the acceleration of cosmic rays) (Fisk
and Lee 1980; Lee and Fisk 1982) to the case of superdiffusion leads to a new expres-
sion for the energy spectral index of accelerated particles. In Sect. 8 we give our conclu-
sions.
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2 Overview of Novel Transport Regimes

In nature, many systems exhibit complex and non-diffusive behavior. These systems usu-
ally share the characteristics of having many degrees of freedom that interact dominantly
via nonlinear interactions, and in an environment that fosters self-organization, memory ef-
fects, long-range correlations, and non-diffusive transport. By non-diffusive transport, we
mean transport processes in which fluxes are not trivially related to the local instantaneous
values of the gradients of the transported fields; instead a more complicated relation exists
between these quantities, which can include non-local kernels both in space and time. These
types of transport behavior have been observed both in space and laboratory plasmas, and a
substantial effort has been made to characterize these regimes and understand the physical
mechanisms that cause them. Examples are provided by the dynamics of solar flares (Lu and
Hamilton 1991), magnetic substorms in Earth’s magnetosphere (Klimas et al. 2000), and ra-
dial turbulent transport in fusion devices and basic plasma experiments (Carreras et al. 1996;
Newman et al. 1996; Fasoli et al. 2010) to name just a few.

2.1 Propagators of Non-diffusive Transport Equations

Many ways exist to characterize the complexity of transport. A relatively simple technique
is to define the Green function (or propagator) of the effective equation characterizing the
transport process. Say, for instance, that we consider the standard diffusive transport equa-
tion in one-dimension:

∂n

∂t
=D∂

2n

∂x2
. (1)

The propagator of this equation is provided by the temporal evolution of the initial con-
dition n(x,0) = δ(x − x0). It is well known that this Green function is n(x, t) = G((x −
x0)/

√
2Dt), where G(x) is the standard Gaussian distribution. Thus, the propagator is just

a Gaussian function whose variance increases linearly with time. This behavior is usually
called diffusive transport. However, in many cases it is possible to measure these propagators
directly: for example, by following the evolution in time of a spatially localized initial con-
centration of a tracer population. This means that we do not need to assume any form for the
transport equation in advance. In some cases, the inferred propagator is not a Gaussian with a
variance that grows linearly in time. Sometimes the variance of the propagator, although cor-
responding to a Gaussian distribution, increases faster than linear (i.e., σ 2 ∝ t2H ,H > 1/2).
We call this behavior superdiffusive transport. In other cases, σ 2 ∝ t2H ,H < 1/2, and we
speak of subdiffusion.

Another frequent occurrence in practice is that the shape of the observed propagator is
non-Gaussian. The central limit theorem, which lies at the heart of why Gaussian distribu-
tions are so frequently exhibited by physical processes, also provides alternative stable dis-
tributions in the case where some of its assumptions are relaxed. For instance, if one relaxes
the constraint of having a finite variance, the central limit theorem yields the so-called Lévy
distributions as the limiting distribution of the sum of stochastic processes (Samorodnitsky
and Taqqu 1994). In the case of symmetry with respect to x, Lévy distributions can be sim-
ply expressed as the inverse Fourier transform of their characteristic function, exp(−C|k|α),
where C is a scale parameter (e.g., Zaslavsky 2002). Clearly, for α = 2 we recover a Gaus-
sian, while for α < 2 Lévy laws decay algebraically as |x|−(1+α), with α ∈ (0,2), instead of
exponentially as Gaussians do. Lévy laws are usually a signature of the existence of trans-
port via avalanching processes, non-local interactions, and long-range correlations, whose
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characteristic size is not set by the underlying physical process, but by the size of the sys-
tem instead. This causes the divergence of the variance of the propagator. The empirical
identification of propagators corresponding to this class of distributions with fat tails—that
is an excess of large events compared to Gaussian—is usually a signature of non-diffusive,
avalanche-driven transport.

The transport exponents α and H are very useful to characterize transport. Their diffu-
sive values are α = 2 and H = 1/2, but values in the range α ∈ (0,2] and H ∈ (0,2] are
possible. The physical meaning of these exponents is rather different. In particular, α can be
related to the statistics of the underlying microscopic displacements that cause the overall
motion, in a view reminiscent of the random-walk or Langevin descriptions (Sanchez et al.
2006). On the other hand, H is related to the correlation or memory existent in the transport
process. For instance, for H < 1, the exponent β = αH is such that β = 1 implies a Marko-
vian microscopic process. Here, β appears in the exponent of the waiting time power-law
distribution, see below conversely β < 1 implies that the underlying microscopic transport
process is non-Markovian, at least in a Lagrangian way (Sanchez et al. 2006).

Several propagators of effective transport equations based on fractional differential equa-
tions, see below, are known either analytically or from series expansions (Mainardi et al.
1996; del-Castillo-Negrete et al. 2004b; Sanchez et al. 2008). Comparison between these
and empirically inferred propagators can help identify the best fractional transport equation
for a particular system.

2.2 Lagrangian Statistics and Correlations

There are other ways to measure the transport exponents, in addition to constructing the
propagators. For instance, when one has access to Lagrangian information concerning the
transport process (say, via tracer trajectories), it can be shown that α can be obtained from
the statistics of the Lagrangian displacements, whilst H can be obtained from the temporal
correlation of their ordered time series (Mier et al. 2008). Also called the Hurst exponent
in this context, H can be obtained by many different techniques such as the R/S rescaled
range analysis (e.g., Feder 1988), or the detrended fluctuation analysis among other methods
(Dendy and Chapman 2006).

It is also possible to relate these exponents to the correlation function of the Lagrangian
velocities or displacements, CL(τ) ≡ 〈v(t)v(t + τ)〉, where the angle bracket refers to an
ensemble average over Lagrangian trajectories. A homogeneous system is usually assumed,
so that the correlation function depends only on the time delay τ . In the diffusive case,
this function is related to the effective diffusivity of the process via the Taylor-Green-Kubo
(TGK) relation (e.g., Shalchi 2011),

D =
∫ ∞

0
CL(τ)dτ. (2)

It is also possible to infer from this relation when super- or sub-diffusion may occur depend-
ing on the velocities correlation function. Superdiffusion occurs if CL(τ) is not integrable,
which requires that

CL(τ)∼ τ−2(1−H) (3)

for large τ (Mandelbrot and van Ness 1968). Here we have purposely expressed the power-
law in terms of the Hurst exponent. Since H > 1/2 for superdiffusion, it follows that the
integral in Eq. (2) diverges, corresponding to the presence of long range correlations. On the
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other hand, subdiffusion requires that H < 1/2, which ensures that the integral in the TGK
relation is finite. However, a finite value would imply diffusive behavior, and it therefore
follows that the integral of CL(τ) must be exactly zero to yield subdiffusion. This implies
that the long-time behavior of the autocorrelation function, although correctly given by the
previous scaling in terms of the Hurst exponent, must be negative. This is a consequence of
the negative correlation that is always responsible for subdiffusive behavior. Indeed, it can
be shown (e.g., Feder 1988) that for H �= 1/2 the probability of past and future Lagrangian
displacements �xi is correlated, that is for H > 1/2 positive increments in the past imply
positive increments in the future—this is called a persistent process. Conversely, for H <

1/2 a positive increment in the past implies a negative increment in the future—this is an
antipersistent process.

In the case where the statistics of the Lagrangian velocities are Lévy-like (and charac-
terized with some exponent α, as we mentioned before), the TGK relation breaks down: the
integral diverges for any value of H due to the lack of a finite variance of the statistics of
the velocities. In a spatiotemporally finite system, however, the correlation function is still
meaningful, and many of the preceding statements remain valid, although CL(τ) will non-
trivially scale with the size of the system (Sanchez et al. 2006). It is however important to
note, in that case, and for a finite system,

CL(τ)∼ τ−(2−αH). (4)

2.3 Continuous-Time Random Walk Model

Yet another, particularly transparent and easily generalizable, microscale approach to de-
scribe the spreading of a population of particles is the continuous-time random walk
(CTRW) (Montroll and Weiss 1965). This approach consists of following the trajectories
of particles, the random walkers, through a sequence of steps. The CTRW is defined by
φ(�r,�t), which is the probability distribution function (PDF) for a random walker to
make a step of length �r that takes a time �t . The time taken to make a step is also called
the waiting time, because of models where the random walk is described as a consequence
of instantaneous jumps separated by a time �t . In the simplest (and initial) formulation, ho-
mogeneity in space and time is assumed, as well as separability of the jumping and waiting
processes. This means that

φ(�r,�t)= p(�r) ·ψ(�t), (5)

where p is known as the step-size distribution, and ψ as the waiting time distribution. We
note that it is not difficult to remove these constraints from the CTRW formulation (Shugard
and Reiss 1976; van Milligen et al. 2004). As shown by Montroll and Weiss (1965), the prob-
ability distribution φ(�x,�t) allows one to compute the time behavior of the mean-square

derivation by inserting the Fourier-Laplace transform ̂̃
φ into the Fourier-Laplace transform

of the propagator P (x, t), as given by the Montroll-Weiss equation (e.g., Ragot and Kirk
1997)

̂̃
P (k, s)= 1− ψ̃(s)

s

1

1− ̂̃
φ(k, s)

. (6)

Standard diffusive transport is recovered from the CTRW in the limit of long times and
large distances, if p and φ have finite mean and variances. This limit is exact if p is a Gaus-
sian law, and ψ an exponential. However, non-diffusive transport is exhibited by this simple
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CTRW realization if p is chosen to follow a power-law distribution known as a Lévy law.
Lévy laws are characterized by one exponent 0< α ≤ 2 that defines the asymptotic behavior
of the distribution: p(�x) ∼ |�x|−(1+α), for large argument. Here, we have assumed one-
dimensionality for simplicity. This asymptotic behavior guarantees a divergent variance for
the distribution of step-sizes. Similarly, for the waiting-time distribution it is a requirement
that ψ(�t)∼ (�t)−(1+β) for large argument, where 0< β ≤ 1. Again, this guarantees a di-
vergent mean waiting-time. A Gaussian p is recovered in the case α > 2, and an exponential
is recovered when β→ 1 (Samorodnitsky and Taqqu 1994).

The separable CTRW model is very useful for analyzing real transport situations. It can
be implemented by collecting sufficient statistics of step-sizes and waiting-times from the
motion of a population of particles or tracers. However is not always straightforward to
come up with a reasonable definition of what a step-size and a waiting-time should be.
Indeed, there are many cases in which particles are never at rest, for instance, when advected
by turbulence. It is then a question of intuition to choose these quantities correctly (e.g.,
Zimbardo et al. 2000b). Assuming this is done appropriately, it is straightforward to show
that the variance of the distribution of the tracers scales as:

σ 2 ∼ t2H , H = β/α. (7)

The transport exponent H again tells us whether diffusive (H = 1/2), superdiffusive (H >

1/2) or subdiffusive (H < 1/2) transport takes place in the system.
It is also interesting to note that, in the long-time, large-distance limit, the CTRW can

be shown to be well represented by the following transport equation under very general
conditions (Sanchez et al. 2005),

∂βn

∂tβ
=D ∂αn

∂|x|α , (8)

where the fractional derivatives require introduction. Fractional derivatives are a class of
integro-differential operators, which can be defined in a number of ways (e.g., del-Castillo-
Negrete et al. 2004a; Sanchez et al. 2005). The Riemann-Liouville definition is

∂μφ(x, t)

∂xμ
= aD

μ
x φ(x, t)=

1

Γ (m−μ)
∂m

∂xm

∫ x

a

φ(x ′, t)
(x − x ′)1+μ−m dx

′ (9)

and

∂μφ(x, t)

∂(−x)μ = bDμ
x φ(x, t)=

(−1)m

Γ (m−μ)
∂m

∂xm

∫ b

x

φ(x ′, t)
(x ′ − x)1+μ−m dx

′ (10)

where m− 1< μ <m, with integer m. The symmetric Riesz fractional derivative, used in
the rhs of Eq. (8) above, is given by

∂α

∂|x|α =−
1

2 cos(πα/2)

[
−∞D

α
x +∞Dα

x

]
. (11)

Fractional derivatives reduce to ordinary ones when μ is integer, while their integral form
makes them an appropriate tool to study non-local phenomena, long range correlations, and
scale-free transport. In fact, propagators for this family of equations (8) are known (Mainardi
et al. 1996), and this connects the CTRW approach with the transport exponents α and β
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described in Sect. 2.1. For instance, use of the Riesz fractional derivative in Eq. (8), for
β = 1 leads to a Fourier transform of the form

∂n̂(k)

∂t
=−D|k|αn̂(k) (12)

whose solution is the characteristic function of a Lévy distribution.
A commonly used non-Gaussian CTRW based on a probabilistic description involving a

Lévy random walk was introduced by Klafter et al. (1987). The difference from the CTRW
just described is that here, in the random walk of single particles of a given constant energy,
a large displacement �x is associated with a correspondingly long time �t ≡�x/v. Then,
in one dimension, the probability φ of a random walker making a free path of length �x
(forward or backward) in a time �t is given as

φ(�x,�t)=A|�x|−(1+α)δ(�x − v�t), |�x|>�x0. (13)

Here it is important to have coupling between free path length and free path duration, as
expressed by the delta function, in order to ensure the conservation of the particle energy,
i.e. constant velocity (note that Klafter et al. (1987) uses instead the notation μ ≡ 1+ α).
The constant velocity requirement may however be relaxed when considering, for instance,
the δE× B drift velocity induced by electric fluctuations if δE is a stochastic quantity. For
|�x|<�x0, a regular bell-shaped distribution of φ is assumed. For α < 2 in Eq. (13) (i.e.,
a Lévy law), the mean square value of �x, and hence the mean free path λ, is divergent:

〈
�x2

〉=
∫
�x2φ(�x,�t) d�xd�t→∞, α < 2. (14)

This means that the central limit theorem, which leads to normal diffusion for finite 〈�x2〉,
requires instead a Lévy distribution for the propagator, and the normal diffusion coefficient
is divergent. Therefore, this CTRW for α < 2 represents another way to describe anoma-
lous transport. By inserting Eq. (13) into Eq. (6), it can be shown that the transport regime
depends on the index α of the free path probability distribution,

σ 2(t)∝

⎧⎪⎨
⎪⎩
t2 0< α < 1,

t3−α 1< α < 2,

t α > 2

(15)

so that superdiffusion with H = (3− α)/2 is obtained for 1< α < 2 (Klafter et al. 1987).
For α < 1, ballistic transport is obtained; for α > 2, standard diffusion.

2.4 Examples

In the previous subsections we have discussed several possible nondiffusive behaviors, in-
cluding both subdiffusion and superdiffusion, as well as several models useful to diagnose
their presence in practical situations. In this subsection, we describe several examples in
which these non-diffusive dynamics are present.

We start with subdiffusive transport which, as mentioned, requires the existence of an-
tipersistent correlations. It is interesting to note that one natural and important case of an-
tipersistent correlations is found for plasma transport perpendicular to the average magnetic
field, when either collisions or pitch-angle scattering cause diffusive motion along the mag-
netic field, i.e., σ 2

z = 2D‖ t . In the presence of magnetostatic fluctuations, the magnetic field
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lines may diffuse in the perpendicular direction as σ 2
⊥ = 2Dm�z, and the resulting perpen-

dicular particle transport is (Rechester and Rosenbluth 1978)

σ 2
⊥ = 2Dm

√
2D‖t, (16)

which clearly is subdiffusive in time. This transport regime is called double diffusion in
laboratory plasmas (Krommes et al. 1983) and compound diffusion in astrophysical plas-
mas (Duffy et al. 1995; Kóta and Jokipii 2000; Zimbardo et al. 2009; Bitane et al. 2010;
Hornsby et al. 2010), and corresponds to H = 1/4. Physically, the antipersistence is due
to the fact that pitch angle scattering forces particles to trace back the magnetic field lines
(in the magnetostatic case), so that a positive perpendicular displacement is followed by a
negative one.

A further topical example of non-diffusive behavior is the transport of suprathermal ions
in a simple magnetized torus (SMT), in which plasmas are confined by a toroidal magnetic
field and a smaller vertical component. This magnetic geometry with open helicoidal field
lines incorporates the main ingredients for drift and interchange instabilities, namely pres-
sure gradients and magnetic field line curvature. By numerically integrating the trajectories
of suprathermal ions in simulated SMT turbulent fields, and by exploring wide ranges of par-
ticle energy and turbulence amplitude, it has been recently shown (Gustafson et al. 2012a)
that the ions have a complex motion, which in general cannot be considered diffusive. The
simulations show that suprathermal ion dispersion in the direction perpendicular to the av-
erage magnetic field starts with a brief ballistic phase followed by a turbulence interaction
phase, which shows the entire spectrum of suprathermal ion spreading: superdiffusive, dif-
fusive, or subdiffusive, depending on particle energy and turbulence amplitude (Gustafson
et al. 2012b).

Other interesting examples can be found in models of cosmic ray acceleration and trans-
port. Recalling normal diffusion implies that the diffusion coefficient D can be estimated
using the TGK relation to yield

D =
∫ ∞

0

〈
vx(0)vx(t)

〉
dt ≈ v2

xτ. (17)

Assuming that the mean free path λ= vτ is given by the mean collision (or correlation) time
τ times the velocity v = (v2

x + v2
y + v2

z )
1/2, we can estimate the diffusion coefficient as D �

1
3v

2τ = 1
3λv. On the other hand, in the case of superdiffusion the above integral diverges.

The divergence of D implies that λ also diverges, since the particle velocity is finite. In
particular, for high energy cosmic rays v ≡ c, so that the constant velocity model of Eq. (13)
is appropriate. This property has an immediate impact on models of cosmic ray acceleration
and transport, since the mean free path is a fundamental parameter for particle propagation,
the acceleration time, and the maximum reachable energy (e.g., Lagage and Cesarsky 1983a,
1983b; Bieber et al. 1994; Reames 1999). The divergence of D and of λ requires a non
Gaussian approach to transport and acceleration in these problems. Some success has been
achieved by applying the second CTRW construct introduced in Sect. 2.3, that incorporates
a coupling between step-size and waiting-times that depends on the particle velocity (Klafter
et al. 1987; Perri and Zimbardo 2012; Gustafson and Ricci 2012; Shlesinger et al. 1982).

3 Wave–Particle Interaction at the Kinetic Scales

Thus far we have considered the statistical description of nondiffusive transport. But what
are the physical reasons for random particle motions at the microscopic level? In either
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weakly collisional or collisionless plasmas, the transport is influenced by electric and mag-
netic fluctuations and by wave–particle interactions, which cause pitch angle scattering
and transverse particle drifts, and by low frequency magnetic fluctuations, which cause
field lines to trace a random walk (Jokipii 1966). The strength of these effects varies
with the particle species and energy, and with the properties of turbulence, so that a
large number of different transport regimes can arise, as shown by independent numeri-
cal simulations (Zimbardo et al. 2000a; Pommois et al. 2007; Shalchi and Kourakis 2007;
Gustafson et al. 2012b). Detailed study of wave–particle interactions is necessary to under-
stand transport. The portfolio of tools for such study in the kinetic regime has recently been
augmented by Vlasov simulations.

In a plasma system where the effects of particle collisions can be considered negligible
(such as the solar wind or, in many cases, laboratory plasmas), resonant wave–particle in-
teraction represents the main process by which particles and fields can exchange energy.
Wave–particle resonance is central to many physical phenomena including wave damping,
particle acceleration, growth of instabilities, generation of anisotropies and, in general, de-
parture from the local thermodynamic equilibrium configuration. In the framework of ki-
netic theory, the resonant wave–particle interaction is described by the Vlasov equation.
In the Vlasov description, complete statistical information about the plasma state is stored
in the particle distribution function that represents the probability density in phase space.
Analytical solutions of the combined Vlasov-Maxwell equations are known only in a few
simplified linear cases, while the nonlinear regime must be investigated numerically.

An important tool to investigate the complexity of the kinetic plasma dynamics is given
by the direct numerical simulations. One of the most adopted approaches is represented
by the Lagrangian Particle in Cell (PIC) methods (Birdsall and Langdon 1985). Within the
PIC approach, the equations of motion of a large number of macroparticles are numerically
integrated under the effect of the self-consistent electromagnetic fields. At each time step,
the macroscopic plasma variables (density, velocity and current) are obtained by collecting
the particles in each grid point of a uniformly spaced grid and then used for the integration
of the Maxwell equations for fields. The phase space particle distribution can be evaluated
in the same statistically way. In recent years, the PIC codes have been extensively used for
the description of the kinetic dynamics of turbulent space plasmas, particularly focusing
on many interesting physical aspects, like wave–particle interaction (Araneda et al. 2008),
particle heating (Araneda et al. 2009) and turbulence (Gary et al. 2008; Saito et al. 2008;
Parashar et al. 2010, 2011; Camporeale and Burgess 2011).

Nowadays, thanks to the impressive increase of the computational technology, the Eu-
lerian approach for the numerical solution of the Vlasov equation has become a valid al-
ternative to the PIC methods. A Eulerian Vlasov code (Mangeney et al. 2002; Valentini
et al. 2005, 2007) integrates numerically the Vlasov equation by time-advancing the par-
ticle distribution function on a uniform fixed grid in phase space under the effects of the
self-consistent electric and magnetic fields. The particle density, the mean velocity and the
current density needed for the solution of the Maxwell equations are evaluated at each time
step as the velocity moments of the distribution function.

Since the Eulerian Vlasov algorithms advance in time the six-dimensional array that con-
tains the particle distribution function, they are, in many cases, extremely demanding from
the point of view of both the execution time and the memory and data storage requirements.
However, while in general PIC codes are affected by an intrinsic statistical noise due to the
limited number of particles that can be launched in a typical simulation, Eulerian schemes
are essentially noise-free. This allows for a clean and precise description of the plasma dy-
namics even in situations where the PIC results are no longer reliable, like, for example, in
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the description of the high energy tails of the particle velocity distributions, in the analyses
of low density processes or in the study of the tail at short spatial scales of the solar-wind
turbulent cascade, where the energy level of the fluctuations is generally very low.

The numerical description of a Vlasov-Maxwell plasma system requires, in the most
general case, to perform simulations in a six-dimensional phase space configuration, for
both electrons and ions. Due to the large time scale separation between ion and electron
dynamics, full electron-ion Vlasov numerical experiments are out of reach of the presently
available computing resources. Nevertheless, significant analyses can be performed in phase
space configurations with reduced dimensionality or by focusing on the kinetic dynamics of
one particle species at a time. From this latter consideration, the so-called hybrid Vlasov-
Maxwell algorithm (Valentini et al. 2007) has been recently developed. Within this hybrid
model the Vlasov equation is numerically solved, through a Eulerian scheme, for the ion
distribution function, while the electrons are treated as a fluid. Although the kinetic descrip-
tion in this hybrid model is restricted only to the ion species, still the computational cost
of the hybrid Vlasov-Maxwell simulations is very high, especially when multi-dimensional
problems are treated. For this reason, a massive parallelization procedure, based on the use
of the Massage Passing Interface (MPI) protocol, has been performed so as to exploit the
power of contemporary high performance computation.

In the last years, the Eulerian hybrid Vlasov-Maxwell code has been extensively em-
ployed in 1D-3V (one dimension in physical space and three in velocity space) phase space
configuration, for the analysis of the kinetic effects on protons during the development of
the solar-wind turbulent cascade towards kinetic scales, along the direction of the mean
magnetic field (Valentini et al. 2008, 2010, 2011c; Valentini and Veltri 2009). The basic
idea behind this numerical research thread is to shed light on the physical mechanisms that
replace energy dissipation at short wavelengths in a system, like the solar wind, where colli-
sional viscosity is absent. In this range of short spatial scales, kinetic effects are considered
to be the best candidates in governing the system dynamics. Through the analysis of the
numerical results of these hybrid Vlasov-Maxwell simulations, a novel branch of electro-
static fluctuations, propagating at a frequency which is a small fraction of the proton plasma
frequency, has been identified. These waves, dubbed ion-bulk (IBk) waves (Valentini et al.
2011a, 2011b, 2011c), have acoustic type dispersion and phase velocity comparable to the
proton thermal speed. The excitation of these fluctuations was also obtained in laboratory
experiments with non-neutral plasmas (Anderegg et al. 2009). At variance with the well-
known ion-acoustic waves, the IBk fluctuations can survive against Landau damping (Lan-
dau 1946) even for values of the electron to proton temperature ratio of order unity, typical
values for the solar-wind environment (as well as for many other plasmas). For these rea-
sons, the IBk fluctuations seem to represent a very efficient channel to carry the solar-wind
energy coming from the large MHD scales towards small kinetic scales in the longitudinal
component of the energy spectrum.

These hybrid Vlasov-Maxwell simulations have also shown that the resonant interaction
of protons with these electrostatic fluctuations produces significant distortions in the longitu-
dinal proton velocity distribution with the generation of a field-aligned beam of accelerated
particles that stream at a typical speed close to the local Alfvén velocity. Figure 1(a) displays
the longitudinal x–vx (x being the direction of the ambient magnetic field) phase space con-
tour plot of the proton distribution function. This contour plot shows the generation of a
localized trapped particle region (delimited by the vertical white dashed lines) moving with
mean velocity close to the phase speed of the IBk waves. The presence of this trapped par-
ticle population affects the velocity distribution of protons. This is shown in the plot (b) of
Fig. 1, where the vx–vy level lines of the proton distribution function, integrated over vz and
averaged over x in the spatial region of trapped particles, are reported.
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Fig. 1 (a): Longitudinal x–vx phase space contour plot of the proton distribution function. This contour
plot displays the generation of localized trapped region. (b): Level lines of proton distribution function in the
velocity plane vx–vy . The generation of a well-defined field-aligned beam of protons is recovered (Valentini
et al. 2008)

The generation of these double peaked proton velocity distributions has been recovered
in many “in situ” spacecraft observations in the solar wind (Gurnett et al. 1979; Marsch et al.
1982a; Marsch 2006). These results show that non-Maxwellian distribution functions with
multiple peaks or bumps can be spontaneously created by the wave–particle interactions in
the kinetic regime. The generation of field aligned beams means that pitch-angle scattering
is not very effective, as it would smooth out the field aligned beams. This shows that a
population of particles can propagate along the magnetic field with little or no scattering,
thus creating the long “persistent” displacements which are at the basis of the Lévy random
walk and superdiffusive transport. Therefore the study of wave–particle interaction can give
information on the microphysics of nondiffusive transport regimes.

More recently, the 2D-3V version of the hybrid Vlasov-Maxwell code has been also used
to investigate the role of local kinetic effects in plasma turbulence, in the plane perpendicular
to an ambient magnetic field (Servidio et al. 2012). In these simulations, during the evolution
of turbulence, coherent structures and vortices appear in the bi-dimensional maps of the
inplane magnetic field. Nearby the regions of high magnetic stress, magnetic reconnection
events can occur locally as the results of the generation of small scales along the turbulent
cascade. Figure 2 displays the contour map of the proton temperature anisotropy, defined as
the ratio between perpendicular and parallel temperature, with respect to the direction of the
local magnetic field. The black/white lines indicate the isosurface of the magnetic potential
of the inplane magnetic field. It is clearly shown that, in the region of high magnetic stress,
the particle velocity distributions depart from the typical configuration of thermodynamical
equilibrium showing the generation of temperature anisotropy, both along and across the
local magnetic field.

At present, an updated version of the hybrid Vlasov-Maxwell code has been implemented
to take into account also the kinetic dynamics of alpha particles (Perrone et al. 2011) with the
purpose of providing a more realistic description of the solar wind. In fact the interplanetary
medium is constituted predominantly of protons, but a small amount of doubled ionized
helium is also present. In recent works, through the statistical analysis of the solar wind data
from the Helios spacecraft (Bourouaine et al. 2010, 2011a, 2011b), it has been pointed out
that the dynamics of alpha particles can present important signatures of kinetic effects, like
temperature anisotropy and heating, that in many situations are more evident than in the
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Fig. 2 Contour plot of the
proton temperature anisotropy
T⊥/T‖ . The black/white lines
indicate the isosurface of the
magnetic potential of the inplane
magnetic field; the different
colors of the contour lines
indicate the different direction of
rotation of the vortices (Servidio
et al. 2012)

case of protons. In 2011 the updated version of the hybrid Vlasov-Maxwell code (protons
and alphas) has been used in 1D-3V phase space configuration (Perrone et al. 2011) to
generalize the study of the role of kinetic effects in the longitudinal component of the solar-
wind turbulent spectra, including the kinetic dynamics of the alpha particles.

4 Finite Larmor Radius Effects and Nonclassical Transport in Turbulence

There are essentially two approaches to capturing the effects of finite Larmor radius on
particle transport in turbulent plasmas, whose relevance to a given physical situation depends
on the type of turbulence considered. If the underlying magnetic field is not laminar, in the
sense that the field lines deviate from each other or are braided together, it is essential to
capture these features in statistical terms, and combine them (Duffy et al. 1995; Hornsby
et al. 2010) with a model for particle orbits. For example, guiding centre drift combined
with finite Larmor radius excursion may transfer particles between locally neighboring field
lines which ultimately diverge substantially. Conversely large Larmor radius excursions may
average out the effects of small scale (sub Larmor radius) variations in magnetic field.

If the underlying magnetic field can be considered locally laminar, the gradients of pres-
sure and temperature within the plasma typically act as sources of free energy that can excite
electrostatic turbulence. This is usually the dominant source of particle and energy transport
in laboratory plasmas, and is expected to arise, beside electromagnetic turbulence, in space
and astrophysical plasmas wherever gradients are steep; in foreshock regions, for exam-
ple Kirk and Dendy (2001), Schmitz et al. (2002a, 2002b); Lee et al. (2005a, 2005b). The
effects of the resultant electrostatic turbulence on particle transport, given finite Larmor ra-
dius, can be captured in two ways. First, one can implant test particles in a simulation, whose
orbits respond to the ambient turbulent fields, but do not generate or act upon them. The en-
semble statistics are then calculated. This is particularly appropriate to situations where the
electrostatic turbulence can be modeled in quasi-fluid terms. For example, in Hasegawa-
Mima turbulence, the effect of finite Larmor radius on the transport of ions, whose guiding
centres drift with the E × B velocity, was first examined in Manfredi and Dendy (1996,
1997). These studies contribute to the understanding of the differential transport of fusion-
born alpha particles (3.5 MeV initial energy; large Larmor radius) compared to thermal ions
(10 keV; small Larmor radius) in magnetically confined plasmas. The approach to finite
Larmor radius adopted in Manfredi and Dendy (1997) is equivalent to multiplying the kth
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Fig. 3 Scaling of the diffusion coefficient against Larmor radius on a logarithmic scale (base 10) for four
values of the normalized amplitude: (a) a = 0.36; (b) a = 1.24; (c) a = 2.45; and (d) a = 4.6. The slope−0.5
line (dotted line) corresponds to the large amplitude scaling, while the slope−1 line (broken line) corresponds
to small amplitude scaling. In (d) the slope −0.35 is also indicated, which corresponds to a theoretical result
for large amplitude. The different regimes of small and large amplitude are clearly visible. Reprinted with
permission from Manfredi and Dendy (1997). Copyright (1997), American Institute of Physics

Fourier component, E(k), of the electrostatic field, by an effective amplitude J0(kρ), where
ρ is the Larmor radius and J0 is a Bessel function (Gustafson et al. 2008). The transport
depends also on the normalized strength a of the field, which scales as the ratio of its root-
mean-square amplitude and frequency; see Eq. (8) of Manfredi and Dendy (1997). Figure 3
(Fig. 14 of Manfredi and Dendy (1997)) shows the scaling of ion transport with Larmor
radius in Hasegawa-Mima turbulence at different amplitudes.

Subsequent investigations (Annibaldi et al. 2000, 2002) draw attention to the non-
Gaussian, strange kinetics statistical properties of the associated transport processes, arising
from the interplay between finite Larmor radius ion orbits with coherent nonlinear structures
in the turbulence. For example, Fig. 4 (corresponding to Figs. 13 to 15 of Annibaldi et al.
(2002)) provides clear evidence of subdiffusion, superdiffusion, and ballistic motion, in ad-
dition to normal diffusion, depending on the character of the Hasegawa-Mima turbulence
quantified by the plasma β and the magnitude of the Larmor radius. More sophisticated
models for electrostatic turbulence have subsequently been studied from the same perspec-
tive: for example, the Hasegawa-Wakatani model, in which electrostatic potential and den-
sity are treated as independent coupled variables, has recently been extended to incorporate
a gradient in the background magnetic field. The associated E×B transport of test particles
is studied in Dewhurst et al. (2009), and finite Larmor radius is incorporated in Gustafson
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Fig. 4 Top: Dependence of ion transport regimes on plasma inhomogeneity parameter β and the ratio of
system size L to Larmor radius ρ. Bottom: (Left) Dependence of transport on Larmor radius for β = 0 and
L = 120, for ρ = 0,5, and 10. Mean squared displacement divided by time reveals normal transport with
diffusion coefficient decreasing with ρ. (Right) Dependence of transport on Larmor radius for β = 0.2 and
L = 60, for ρ = 0,1, and 5. Mean squared displacement divided by squared time reveals ballistic transport
with coefficient decreasing with ρ. Reprinted with permission from Annibaldi et al. (2002). Copyright (2002),
American Institute of Physics

et al. (2008) and Dewhurst et al. (2010). The latter includes combinations of small-scale
turbulence with large scale coherent nonlinear structures, addressed below in Sect. 5. A key
physics point emerging from these studies is the centrality of the Weiss field Q, which is
proportional to the difference between squared stress and squared vorticity in the turbulence,
in governing the interaction between finite Larmor radius particles and coherent nonlinear
structures. This applies both to the spatial distribution of local concentrations of Q (positive
or negative), see for example Figs. 1 and 3 of Annibaldi et al. (2002) and Fig. 2 of Dewhurst
et al. (2010), and to the statistics of fluctuations in Q.

4.1 Test Particle Simulations of Transport in the Presence of Magnetic Turbulence

The transport of plasma particles in the presence of magnetic turbulence can be studied
by test particle numerical simulations. Making reference to the solar wind, the background
magnetic field is assumed to be constant (although plasma transport in nonhomogeneous
systems like the magnetosphere is also relevant (see, e.g., Zimbardo et al. 2010)), while the
turbulence properties are varied. In most numerical models, turbulence is represented by
a discrete number of modes, with different models having different degrees of anisotropy,
dimensionality (1D, 2D, or 3D), and spectral shape. In particular, turbulence anisotropy is
described either by the so-called slab turbulence, in which the turbulence wave vectors are
parallel to the background field B0, or by the so-called 2D turbulence, in which the turbu-
lence wave vectors are distributed only in the plane perpendicular to B0. Other turbulence
models, even nonaxisymmetric, have been developed.
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Anomalous transport corresponding to perpendicular subdiffusion was reported by Qin
et al. (2002a) in the case of slab turbulence, while parallel diffusion was found to be normal.
The perpendicular subdiffusion is a result of particles tracing back the field lines after pitch
angle diffusion, and is related to the so-called compound diffusion (Kóta and Jokipii 2000;
Webb et al. 2006) discussed in Sect. 2.4. The latter is dependent on the rate of expo-
nential separation of close field lines (e.g., Rechester and Rosenbluth 1978), which is
smaller for slab anisotropy and is larger for quasi 2D anisotropy (Zimbardo et al. 2009;
Bitane et al. 2010). If the exponential separation of field lines is fast enough, particles which
have been pitch angle back scattered will not trace back the original field line, and normal
diffusion results. This also means that the antipersistent correlations implied by compound
diffusion are destroyed by the stochasticity of field lines. Indeed, for a composite model
of slab plus 2D turbulence with 80 % of fluctuation energy in the 2D spectrum, Qin et al.
(2002b) have recovered diffusion also perpendicular to B0, in agreement with the fact that
the exponentiation of field lines is faster for 2D turbulence.

The influence of turbulence anisotropy on the structure of magnetic flux tubes has been
studied by Zimbardo et al. (2004) with a fully 3D spectrum where quasi-slab turbulence
is represented by a cigar-shaped distribution of wave vectors along B0, while the quasi-
2D turbulence is represented by a pancake-shaped distribution of wave vectors in the plane
perpendicular to B0. The axes of the constant amplitude ellipsoids in phase space are given
by the inverse of the correlation lengths l‖ and l⊥ (Zimbardo et al. 2000a), with l‖/l⊥ � 1
(	1) corresponding to the quasi-2D (quasi-slab) anisotropy. Zimbardo et al. (2004) have
shown that indeed the complexity of the magnetic flux tubes grows with l‖/l⊥ and with the
Kubo number, see Fig. 5.

Zimbardo (2005) and Zimbardo et al. (2006) studied the effect of turbulence anisotropy
on particle transport with the above 3D anisotropic numerical model. Here and in next sec-
tions, the anomalous transport exponent is indicated by γ ≡ 2H , where H is the Hurst
exponent. It is found that for quasi-slab turbulence, transport is anomalous, corresponding
to parallel superdiffusion with γ � 1.2, and to perpendicular subdiffusion with γ � 0.8. The
flatness of the distribution of field line positions is much larger than the Gaussian value of
3, confirming that anomalous diffusion is related to non-Gaussian statistics and heavy tailed
distributions. On the other hand, going to the isotropic case, parallel transport is superdif-
fusive with γ � 1.4, while perpendicular transport is normal. In the quasi-2D case, both
parallel and perpendicular transport are found to be normal, confirming the results of Qin
et al. (2002b). These results emphasize the importance of turbulence anisotropy. Parallel
superdiffusion with γ � 1.3 and perpendicular subdiffusion with γ � 0.75 were also found
by Shalchi and Kourakis (2007) by injecting test particles in a composite turbulence model
with 20 % slab turbulence and 80 % 2D turbulence, thus expanding the range of cases when
superdiffusion can be found. On the other hand, the transport regime also depends on the par-
ticle energy, in particular through the ratio between the particle Larmor radius ρ in the back-
ground magnetic field and the turbulence correlation lengths. Pommois et al. (2007) find that
for ρ/l⊥ = 0.001–0.01, parallel superdiffusion and perpendicular subdiffusion can be found,
while normal diffusion is obtained for ρ/l⊥ ∼ 0.1 (see Fig. 6). These results correspond to
the fact that the turbulence energy density scales as E(k) ∼ k−5/3, so that higher energy
particles, having larger Larmor radii, resonate with longer wavelength fluctuations which
have larger amplitude; correspondingly, pitch angle scattering is faster, and the long paral-
lel displacements which give rise to superdiffusion are no longer found. Therefore normal
diffusion results. Interestingly, from Fig. 6 one can see that for ρ/l⊥ ∼ 1 parallel superdif-
fusion is obtained again: this is because in the turbulence model considered by Pommois
et al. (2007) most of the fluctuation energy is at scales smaller than l⊥. In such a case, most
fluctuations are average out by the large Larmor radius, and pitch angle scattering is reduced.
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Fig. 5 Cross section of the magnetic flux tube structure of an initially circular flux tube, for different degrees
of turbulence anisotropy: (a) quasi-2D anisotropy; (b) isotropic turbulence; (c) and (d) quasi-slab anisotropy,
for two different ratios l‖/l⊥. Reprinted with permission from Zimbardo et al. (2004). Copyright 2004 by the
American Geophysical Union

Recently, Tautz and Shalchi (2010) have found that perpendicular transport is clearly
subdiffusive, with γ � 0.6, in the case of slab turbulence. Normal perpendicular diffusion
is almost recovered in the case of isotropic or two-component (slab + 2D) turbulence,
but a weakly subdiffusive behavior remains, corresponding to γ = 0.83–0.94. According
to Tautz and Shalchi (2010), perpendicular subdiffusion is the rule rather than the excep-
tion. An interesting recent study shows that perpendicular subdiffusion is obtained for mag-
netostatic slab turbulence, while the inclusion of wave time dependent electric and mag-
netic field leads to parallel superdiffusion as well as to particle energization (Tautz 2010;
Gustafson et al. 2012a). Such an energization is due to stochastic (second order) Fermi accel-
eration. A similar process has also been investigated by Perri et al. (2007) and by Perri et al.
(2011) in two-dimensional and three-dimensional numerical models where test particles in-
teract with time dependent electromagnetic fluctuations. The stochastic interaction leads to
superdiffusion in real space, diffusion in momentum space, and to a particle energization
characterized by both energy gains and energy losses, which are typical of a second-order
Fermi process. The consequences of occasional collisions for particle transport in magnetic
turbulence were quantified using a computational Vlasov-Fokker-Planck model by Hornsby
et al. (2010). This enables one to identify the connection to classic transport paradigms im-
portant for laboratory plasmas, such as quasi-linear and gyro-Bohm, and the extent to which
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Fig. 6 Anomalous diffusion exponent γ versus the ratio of Larmor radius ρ over turbulence correlation
length λ. Left panel: exponents γx and γy for transport in the plane perpendicular to the average magnetic
field. Right panel: exponent γz for transport parallel to the average magnetic field. The different symbols
denote different turbulence levels: plus signs, δB/B0 = 0.05; circles, δB/B0 = 0.1; crosses, δB/B0 = 0.2;
triangles, δB/B0 = 0.5; squares, δB/B0 = 1.0. Reprinted with permission from Pommois et al. (2007).
Copyright (2007), American Institute of Physics

these provide a reliable guide depending on the strength of the turbulence. All these results
agree with the main trend of the above quoted works, and we note that the various stud-
ies use substantially different numerical realizations of turbulence, so that the cases when
anomalous transport is obtained emerge as being independent of the numerical scheme.

4.2 Vlasov Simulations

Let us now turn to cases where the turbulence is fundamentally kinetic in nature, so that the
self-consistent evolution of particle dynamics, including finite Larmor radius, together with
fields is central to the model. It is still possible to adopt a test particle approach in such cases,
and to compute ensemble transport properties. This applies to Vlasov and particle-in-cell
(PIC) kinetic simulations of turbulence. For example, Fig. 16 of Manfredi et al. (1996) shows
diffusion coefficients inferred in this way from finite ion Larmor radius Vlasov gyrokinetic
simulations of ion temperature gradient-driven turbulence. A systematic analysis of fields
experienced by finite Larmor radius ions undergoing acceleration in PIC simulations of
turbulence at solar system and astrophysical shocks is given in Lee et al. (2005a, 2005b).

The role of kinetic effects in turbulent plasmas has became a subject of increasing interest
within space plasma physics. The interstellar medium is generally observed from spacecraft
measurements (Bruno and Carbone 2005; Marsch 2006) to be in a fully turbulent regime.
Along the turbulent cascade, nonlinear local couplings transfer energy from low to high fre-
quencies. At low MHD frequencies, the energy spectra of the magnetic fluctuations display
a slope in agreement with the Kolmogorov 5/3 law for fluid turbulence. When the energy
is transferred towards increasingly high frequencies (increasingly small scales), kinetic ef-
fects come into play, leading to significant changes in the spectral properties (Alexandrova
et al. 2009; Sahraoui et al. 2010). The first evident modification has been identified at length
scales of the order of typical ion kinetic scales, namely the inertial length and Larmor ra-
dius (Bale et al. 2005). For values of the plasma parameter βp (ratio between kinetic and
magnetic pressures) of order unity, typical of the solar wind plasma away from the Sun, the
inertial length and Larmor radius are comparable in size. Linked to these spectral changes,
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the signatures of finite Larmor radius effects have been also recovered from the analysis
of particle velocity distributions. Significant distortions and non-Maxwellian features have
been observed both for the proton and the alpha particle velocity distributions. For example,
in recent work by Bourouaine et al. (2010, 2011a, 2011b) the generation of temperature
anisotropy has been analyzed for the solar wind particle velocity distributions from the He-
lios spacecraft. It is found that more significant effects are visible for alpha particles than
for protons (Chen et al. 2011). In this case the cyclotron resonance predicts that alpha par-
ticles stay in resonance with the waves having a lower frequency than those that the protons
resonate with, and thus they can receive by absorption more wave energy for the turbulent
spectrum than protons (Miller 1998).

The hybrid Vlasov-Maxwell code, briefly described in Sect. 3, has been employed in
2D-3V phase space configuration to identify the role of kinetic effects in the range of spa-
tial scales close to the proton Larmor radius, in a plasma composed of kinetic ions (protons
and alpha particles) and fluid electrons in conditions typical of the solar-wind environment.
Here we discuss the numerical results for the kinetic dynamics of alpha particles and pro-
tons in decaying turbulence. The plasma dynamics is investigated in a doubly periodic x–y
spatial domain perpendicular to a background magnetic field (Perrone et al. 2013). In the
initial equilibrium the ion species have homogeneous densities and Maxwellian velocity
distributions. The equilibrium configuration is perturbed by a 2D spectrum of fluctuations
for the magnetic and proton velocity fields. Energy is injected with random phases and wave
numbers in the range 0.1 < kρp < 0.3, where k = 2πm/L, with 2 ≤ m ≤ 6. The rms of
the initial magnetic perturbations is δB/B0 � 0.3. Neither density disturbances nor parallel
variances are imposed at t = 0. The proton plasma beta is βp = 2vth,p2/V 2

A = 2 and the
electron to proton temperature ratio is Te/Tp = 1. For the alpha particles we set Zα = 2;
mα/mp = 4, n0,α/n0,p = 5 % and Tα/Tp = 1. With this choice, the alpha particle thermal
speed is vth,α = vth,p/2.

The statistical analysis is performed at a given instant of time at which the level of the
turbulent activity has attained its maximum value. During the evolution of turbulence, co-
herent structures and strongly sheared flows appear in the 2D pattern in physical space. In
Fig. 7 [panel (a)], the shaded contours of the out-of-plane total current density jz are repre-
sented together with the contour lines of the magnetic potential Az of the inplane magnetic
field. Different directions of rotation of the vortices in the contour lines of Az are indicated
by different colors (black and white). This figure shows that the current density becomes
very intense in between the magnetic islands, and reconnection events occur at the X-points
of Az, indicated in the figure by red crosses.

In order to quantify the kinetic effects on alpha particles and protons, generated when
the energy is transferred towards short scales along the turbulent cascade, the temperature
anisotropy for each ion species has been computed as the ratio between perpendicular and
parallel temperatures with respect to the local magnetic field: Ai = T (i)⊥ /T (i)‖ , where i stands
for protons and alpha particles, respectively. The temperature of each ion species can be
evaluated as the second order velocity moment of the particle distribution function, through
a direct integration in velocity space:

Ti = mi

3ni

∫
(v− ui)

2fid
3v (i = p,α) (18)

where fi is the ion distribution function, ni =
∫
fid

3v is the particle density and ui =∫
vfid3v/ni is the ion-bulk velocity. Even though the initial conditions of the simulations

are set up so as to have isotropic temperatures for both protons and alpha particles at t = 0
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Fig. 7 Panel (a): Contour plot of the out-of-plane total current density (jz). The isolines of the magnetic
potential Az are indicated by black/white lines. The positions of the X-points, where reconnection occurs, are
indicated by thick red crosses. Panel (b): PDF of the temperature anisotropy Ai of protons (blue-square line)
and alpha particles (red-triangle line) at the maximum of the turbulent activity (t = 40)

Fig. 8 Isosurfaces of the proton (a) and alpha particle (b) velocity distributions at two different spatial
locations, where Ap,Aα > 1. The direction of the local magnetic field is displayed as a red tube

(Ai = 1), it is found that, during the system evolution, the anisotropy indexAi can depart sig-
nificantly from unity for both ion species. To quantify this statement, the probability distri-
bution function (PDF) of Ai has been evaluated at the time when the simulated turbulence is
strongest. The results are shown in Fig. 7 [panel (b)] for protons (blue-square line) and alpha
particles (red-triangle line). Both ion species develop temperature anisotropy with respect to
the directions parallel and perpendicular to the local magnetic field. This anisotropy is sig-
nificantly more evident for alpha particles than for protons, and this corresponds with recent
solar-wind observations from the Helios spacecraft (Bourouaine et al. 2010, 2011a, 2011b).

The isosurfaces of the particle velocity distribution, evaluated at the spatial locations
where the anisotropy index reaches its maximum value, are plotted in Fig. 8 for protons
[panel (a)] and alpha particles [panel (b)]. In each panel, the direction of the local magnetic
field is displayed as a red tube. From this figure, it is evident that, while the proton veloc-
ity distribution remains quite close to the Maxwellian spherical shape, the alpha-particles
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Fig. 9 Electrostatic potential in the plane perpendicular to the magnetic field obtained from a generalized
Hasegawa-Wakatani model in three regimes: (Left) Small scale turbulence with damped zonal flows; (Centre)
Self-generated zonal flows dominate; (Right) Energy of zonal flows and of small scale turbulence constrained
to be equal. Reprinted with permission from Dewhurst et al. (2010). Copyright (2010), Institute of Physics

velocity distribution is evidently shaped by kinetic effects, displaying a certain elongation
with the formation of a bubble structure in the direction perpendicular to the local magnetic
field. These typical non-Maxwellian velocity distributions are common features of solar-
wind plasmas (Marsch et al. 1982a, 1982b; Bourouaine et al. 2010, 2011a, 2011b).

The numerical results described here suggest that Eulerian Vlasov simulations can pro-
vide a noiseless multi-ion description of collisionless plasmas in physical conditions close to
reality and represent an indispensable tool for the interpretation of the complex phenomenol-
ogy recovered in the solar-wind observations.

5 Non-diffusive Transport Arising from the Combination of Small Scale Turbulence
with Large Scale Coherent Nonlinear Structures

In well diagnosed laboratory plasmas, coexistence and interaction (Fujisawa 2011; Dia-
mond et al. 2011) between small scale drift turbulence (Tynan et al. 2009) and large scale
coherent nonlinear structures—zonal flows (Diamond et al. 2005), streamers (Yamada et al.
2008), and other objects that exhibit long range correlation (Inagaki et al. 2011)—is an
established feature which is central to the phenomenology of the global system (Wagner
2007). Approaches to modelling this span the zero-dimensional Lotka-Volterra predator-
prey paradigm (Malkov and Diamond 2009), nonlinear few-wave coupling (Manfredi et al.
2001), and large scale numerical simulations, which however are challenged by the need to
incorporate a wide range of physically relevant lengthscales.

It is therefore interesting to include finite Larmor radius test particle dynamics in a
plasma model which can incorporate the coexistence and interaction of small scale tur-
bulence and coherent nonlinear structures. Figure 9 shows three regimes of electrostatic
turbulence in the generalized Hasegawa-Wakatani model of Dewhurst et al. (2009), with
small scale turbulence coexisting with zonal flows in the right-hand panel. The correspond-
ing transport properties of ensembles of test particles that have finite Larmor radius ρ of
different sizes, obtained in Dewhurst et al. (2010), are shown in Figs. 10 and 11. In Fig.
10, for convenience we quantify the mean squared spatial dispersion in terms of a diffusion
coefficient, however Fig. 11 emphasizes that the transport is not necessarily diffusive. Fur-
thermore, where it is diffusive, the rate of transport is substantially different between the
cases where small scale turbulence is dominant and where it coexists with zonal flows. It is
evident that the transport properties are sensitive, in particular, to the size of Larmor radius ρ
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Fig. 10 Test particle diffusion coefficients, as functions of Larmor radius ρ, in the different turbulence
regimes of Fig. 9. Directions of axes are perpendicular (x) and parallel (y) to the dominant orientation of
zonal flows, where they exist. Crosses indicate results when all the test particles share the same Larmor radius
ρ; circles indicate results when the Larmor radii are distributed around a most probable value ρ. Reprinted
with permission from Dewhurst et al. (2010). Copyright (2010), Institute of Physics

Fig. 11 Test particle dispersion in the x (top) and y (bottom) directions, as functions of time, for three
different values of Larmor radius ρ. The three vertical pairings correspond to the three turbulence regimes of
Fig. 9. (Left) normal diffusion; (Centre) subdiffusion in x and superdiffusion in y; (Right) normal diffusion
at rates substantially lower in x and higher in y than in the (Left) case. Reprinted with permission from
Dewhurst et al. (2010). Copyright (2010), Institute of Physics

relative to typical scale of the small scale turbulent vortices (ρ = 3) and the half-wavelength
between zonal flows (ρ = 8) (Hauff and Jenko 2008).

Another useful test-bed is found in the injection of suprathermal ions into turbulence pro-
duced in an simple magnetized torus (SMT). Here, in Fig. 12, we present three simulated,
representative examples of transport for an injected beam of mono-energetic ions (Gustafson
and Ricci 2012): subdiffusion at E = 250, diffusion at E = 25, and superdiffusion at E = 5,
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Fig. 12 Radial positional
dispersion σ 2 for turbulent
suprathermal ion transport for
three different injection energies
[E = 5 (red, topmost curve),
E = 25 (black, middle curve) and
E = 250 (blue, lower curve)]
showing representative examples
of superdiffusion, diffusion, and
subdiffusion, respectively. We
express σ in terms of ρs , the ion
sound radius for the SMT
plasma, and t in terms of Ω , the
suprathermal ion Larmor
frequency. Reprinted with
permission from Gustafson and
Ricci (2012). Copyright (2012),
American Institute of Physics

Table 1 Measured power law
exponent for σ 2(t), p(�r) and
�r(�t)

γ ± 0.1 μ± 0.1 ν ± 0.1

1.4 3.0 0.7

1.0 3.5 0.9

0.3 3.5 0.15

where E ≡mv2
0/(2Te) is the initial ion energy normalized to the plasma electron tempera-

ture, Te . For these cases, the turbulence amplitude in the SMT is such that ξ = 0.8, where
ξ ≡ e δφ/Te and δφ is the standard deviation of the amplitude of the electrostatic poten-
tial. In Fig. 12, the mean square deviation of particle radial positions, σ 2 ∼ tγ , is shown
as a function of time. The value of γ is determined by best-fitting the growth of σ 2 with
a power-law curve during the turbulence interaction regime (described below). The values
of γ for the three different cases are summarized in Table 1. Error in the fitted values is of
order ±0.1. The significant differences in the values of γ for different energies result from
the interplay of turbulent diffusion, gyroaveraging, and geometrical effects. Essentially, the
spreading is superdiffusive when both gyroaveraging and vertical ∇B drifts are small, while
the spreading becomes subdiffusive, γ → 0, when vertical drift averaging becomes domi-
nant over turbulent diffusion, as described in more detail in Gustafson et al. (2012b). Note
that periodic oscillations in σ 2(t)≡ 〈�r2(t)〉 are caused by the ion gyromotion.

The SMT study thus establishes that suprathermal ion spreading can be subdiffusive, dif-
fusive, or superdiffusive depending on the ion energy and turbulence amplitude. In previous
works, superdiffusion and subdiffusion have been used to model transport in plasmas, see
e.g. Rechester and Rosenbluth (1978), del Castillo-Negrete (1998), Pommois et al. (2001),
Ruffolo et al. (2003), Hauff et al. (2007), Sanchez et al. (2008), Burillo et al. (2009). The
coexistence of the three regimes was also observed in Abdullaev (2000). The SMT simu-
lations show that the diffusion approximation is valid only locally, or, stated otherwise, the
effective local suprathermal ion diffusivities can show strong time dependence. For exam-
ple, they can be significantly different from thermal ion diffusivities computed for similar
turbulent plasmas in Ricci and Rogers (2009).
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The assumption of coupled step sizes, �r , and step durations, �t in the CTRW frame-
work, see Sect. 2.3, determines γ as a function of the two parameters ν and μ = α + 1
(Klafter et al. 1987). In particular μ can be found from the step-size PDF, p(�r)= ∫

φd�t ,
and ν is inferred from the relation between �t and �r . The SMT results from TORPEX
simulations give superdiffusive and diffusive values of ν half the magnitude of those found
by Zimbardo et al. (2000b). This is sensible, since that study of magnetic turbulence used
a constant, unidirectional accelerating electric field, leading to larger �r for a given �t .
The analytical predictions of the dependence of γ on ν and μ presented in Klafter et al.
(1987) succeed in predicting the character of the SMT transport with gratifying accuracy
(see Table 1). For example, the subdiffusive γ is predicted by Klafter et al. (1987) to be
γ = νμ′ − 1� 0.4 with μ′ = μ− 1+ 1/ν, in close agreement with the observed γ = 0.3.
Similarly, all three examples of suprathermal ion transport match predictions of the Klafter
walk theory (Gustafson and Ricci 2012).

Having reviewed the theory and modeling of suprathermal ion transport in turbulent plas-
mas for the SMT configuration, we discuss here how it can be extended to the interpretation
of TORPEX experimental data and show an exploratory comparison between experiments
and simulations. TORPEX is an SMT (1 m major radius, 0.2 m minor radius) characterized
by low plasma densities (ne ≈ 1016–1017 m−3) and temperatures (Te ∼ 5–20 eV). TORPEX
is equipped with an extensive set of diagnostics allowing high-resolution measurements of
plasma parameters and wave fields throughout the plasma cross-section. Plasmas of differ-
ent gases can be produced and sustained by microwaves in the electron cyclotron frequency
range, f = 2.45 GHz. A number of turbulence regimes have been characterized experi-
mentally and validated numerically (Ricci and Rogers 2010; Ricci et al. 2009, 2011) for
TORPEX. Here, a scenario with Bt = 74 mT and Bv = 2 mT is used, resulting in a SMT
with vertical magnetic field line return distance �D ≈ 17 cm, which is dominated by an
ideal interchange mode with wavenumbers k‖ ≈ 0, and, k⊥ ≈ 37 m−1. This scenario, similar
to those extensively studied in Furno et al. (2008a, 2008b), Müller et al. (2007), Theiler et
al. (2008, 2009), Diallo et al. (2008), Podestà et al. (2008), Labit et al. (2011), Furno et al.
(2011) using electrostatic probes, is characterized by the presence of a region on the low-
field side where coherent structures are observed to propagate radially outward resulting in
intermittent non-Gaussian transport of particles, heat, momentum and current.

Suprathermal Li6+ ions are injected using a miniaturized ion source, such that Li6+ ion
currents up to 10 µA can be obtained (Plyushchev et al. 2006). The source is motorized
and can be continuously moved over a toroidal distance of 50 cm between each discharge.
Ion energy and current density profiles are measured using a miniaturized gridded energy
analyzer (GEA), which consists of two identical GEAs facing opposite directions for back-
ground noise subtraction. Each detector has small dimensions (15 mm in diameter, 70 mm
in length and in inlet diameter of 8 mm), and is able to measure fast ion currents as small
as 0.1 µA. Synchronous detection is used to increase the signal-to-noise ratio by modulat-
ing the emitter bias voltage at a given frequency (∼1 kHz). The GEA detector is installed
on a two-dimensional moving system, which enables reconstruction of the ion current den-
sity profile with a spatial precision of 5 mm over almost the entire poloidal cross section at
each toroidal position. In the series of experiments described here, Li6+ ions with energy of
∼70 eV� Te are injected horizontally in the coherent structure region. The time average
electron density at the injection location is ≈5× 1015 m−3 and the standard deviation of the
floating potential time series, indicating the level of fluctuations, is ≈1 V. Figure 13 shows
an example of a fast ion current density profile at a toroidal distance of ≈ 54 cm from the
source. The red cross indicates the position of the injection, showing the displacement of the
beam spot due to the vertical drift. Measurements are made with and without plasma, in the
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Fig. 13 Experimental current
density profile of fast ions with
energy E = 70 eV measured at
∼54 cm from the fast ion source.
The position of the fast ion
source is indicated by the red
cross

presence of magnetic fields. The radial spatial variances of the fast ion current profiles as a
function of the toroidal angle are shown in Fig. 14.

To interpret the experimental data, trajectories of tracer Li6+ ions are integrated in a sim-
ulated turbulent electrostatic field driven by the ideal interchange, which is calculated from
2D implementation of the drift reduced Braginskii fluid equations (Gustafson et al. 2012a).
Turbulence simulations are performed with different values of the particle and heat sources
in order to match experimental profiles. At the injection point, the fluctuation level of the
floating potential is higher in the simulation than in the experiment. In order to match the
potential fluctuations, the simulated plasma potential fluctuations, are rescaled. Tracer Li6+

ion trajectories are computed using source parameters based on measurements done with-
out a magnetic field, and 10000 particles are launched with initial parameters modeled with
Gaussian distributions. A synthetic diagnostic, mimicking the detector, computes 3D (Bovet
et al. 2012; Gustafson et al. 2012a) profiles of the fast-ion current density for comparison
with the experimental data. Figure 14 displays the radial variance of the beam profiles along
the toroidal direction obtained with the synthetic diagnostic, from the simulations, and from
experimental measurements. They show remarkable agreement. The oscillations of the vari-
ance of the beam due to the Larmor motion of the particles are clearly evident. The turbulent
broadening of the beam is revealed by the radial variance of the beam which increases as a
function of the distance from the source. Numerical simulations at later times indicate that,
in these conditions, fast ions undergo subdiffusive transport with γ ≈ 0.78. The same fig-
ure also shows the variance of the beam profiles of simulated data for Li6+ energy ≈50 eV,
revealing a transition to a superdiffusive regime with γ ≈ 1.2. Experimental measurements
continue to investigate this new regime.
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Fig. 14 Radial σ 2 as a function
of the toroidal distance computed
with the synthetic diagnostic for
E = 70 eV and E = 50 eV from
numerical simulations.
Experimental data for the case
E = 70 eV are also shown
revealing good agreement with
the simulations

5.1 Shock Waves

Shock waves are distinctive large scale nonlinear structures which are observed both in lab-
oratory plasmas and in the solar wind. In space and astrophysical plasmas, shock waves are
considered to accelerate particles and cosmic rays, which then propagate both upstream and
downstream of the shock. Clearly, such a propagation is influenced by the magnetic turbu-
lence in the medium (Giacalone 2004, 2011). A relevant example where particle transport
can be studied in situ is that of particles accelerated at shock waves in the solar wind: the
energetic particles reach energies of order of 1–10 MeV, and are clearly distinguishable from
the background plasma. This gives the possibility to distinguish between diffusive and non-
diffusive transport by studying the energetic particle profiles upstream of the shock. Indeed,
Perri and Zimbardo (2007, 2008a) have shown that while in the case of normal diffusion the
flux of energetic particles upstream of the shock corresponds to an exponential decay, in the
case of superdiffusion one has a power law decay. In particular, Perri and Zimbardo (2007,
2008a, 2009a) have shown that electron transport upstream of the shocks associated with
corotating interaction regions (CIRs) detected by the Ulysses spacecraft in the solar wind at
4–5 AU is superdiffusive, with γ � 1.1–1.7. Also, ion transport upstream of CIR shocks is
found to be normal in most cases, although a slightly superdiffusive case with γ � 1.1 is
found at a CIR shock detected by Voyager 2 at 6.9 AU. The more decidedly superdiffusive
behavior of electrons has been ascribed to the fact that electrons have smaller gyroradii then
ions, and therefore the resonant interaction with turbulence happens at larger wavenumbers,
where the wave power is less: this favors weak pitch angle scattering and hence superdiffu-
sion (Perri and Zimbardo 2007, 2008a). On the other hand, analyzing the Voyager 2 data for
low energy particles, Perri and Zimbardo (2009b) have shown that ion transport upstream
of the solar wind termination shock at 84 AU is superdiffusive, too, with γ � 1.3. Perri
and Zimbardo (2009b) have interpreted this result as due to the decrease of the magnetic
fluctuation amplitude, which causes weaker pitch angle scattering.
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Recently Sugiyama and Shiota (2011), using ACE data, have found superdiffusive proton
transport with γ � 1.3 upstream of a shock at 1 AU driven by a coronal mass ejection. They
also find that the level of magnetic fluctuations is not so small for the event considered (in
contrast to what can be assumed for the heliopause termination shock at 84 AU), therefore
pitch angle scattering should not be so weak. Sugiyama and Shiota (2011) propose that su-
perdiffusion is due to the fact that the wave particle interaction falls into a nonlinear regime,
where the quasilinear pitch angle diffusion coefficient no longer applies. In other words,
quasilinear theory overestimates the pitch angle diffusion rate. Thus the experimental ob-
servation of superdiffusion gives information on the efficiency of wave particle interactions
in the nonlinear regime, too, and this compares well with the results of Vlasov simulations
reported in Sect. 3.

6 Avalanching Transport Conditioned by Critical Gradient Instablities

The exploitation of thermonuclear fusion plasmas as a mean of producing electricity re-
quires one to confine the thermal energy a hot plasma of temperature T � a few tens of KeV
and density n� 1020 m−3 for a relatively long time τ � a few seconds. As it is well known,
this plasma must exceed the Lawson condition n · τ > 3 · 1020 s/m3 to reach ignition. Mag-
netically confined plasmas, such as those in a tokamak, attempt to reach these conditions by
trapping the plasma inside a set of closed, toroidal magnetic surfaces nested around a mag-
netic axis. Tokamaks and stellarators are realizations of this idea. However, the large radial
gradients in pressure, temperature and density that these plasmas must sustain act as free-
energy sources for many instabilities. These drive the turbulence which dominated the radial
transport inside all these devices. The control of these losses is essential for the success of
the fusion program. Traditionally, they have been quantified by using effective transport co-
efficients, obtained from direct measurement or from theoretical models with varying degree
of complexity. However, there is much evidence to suggest that radial turbulent transport in
these devices can behave in a very non-diffusive manner. This reduces confidence in the ex-
trapolation of these coefficients to parameter regimes outside our current range of operation,
which is necessary when designing new and larger devices.

Adoption of the sandpile paradigm (Bak et al. 1988; Dendy and Helander 1997, 1998;
Helander et al. 1999; Dendy et al. 2007) in studies of global energy confinement and trans-
port in laboratory and space plasmas is driven by both observational and theoretical consid-
erations. The essence of the sandpile paradigm reflects everyday intuition, as follows. The
system is fuelled, for example by the addition of grains at its centre. Local redistribution of
sand arises when a critical gradient is exceeded. This may trigger redistribution at neighbor-
ing points, and so on progressively, giving rise to avalanching transport events, after which
the gradient in affected regions is reset to a value below critical. The probability distribu-
tion of the frequency of occurrence of avalanches as a function of their magnitude may be
scale-free, for example power-law, implying the existence of correlations on all scales. This
portfolio of basic ingredients—energy fuelling, energy storage, and energy release through
potentially large scale impulsive events that are conditioned by a critical gradient—maps
well to the basic physics of macroscopic plasma systems. For example, a planetary mag-
netosphere can be viewed as a plasma and energy storage system, driven by the solar wind
and subject to impulsive energy release events in the magnetotail and at the dayside mag-
netopause, which occur when critical gradients associated with the reconnection process
are exceeded. Sandpile models have proven successful for magnetospheres (Chapman et al.
1998, 1999; Watkins et al. 1999, 2001) and for accretion disks (Dendy et al. 1998), as has a
similar approach to reconnection in the solar corona (Hughes et al. 2003).
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Fig. 15 Tokamak-like enhanced confinement, edge pedestals, and edge-localized pulses of energy loss in a
sandpile model. (Left) Time averaged height profiles of a 512-cell sandpile for three different values of the
model’s sole control parameter; inset are edge profiles. (Right) Time sequence and magnitude of energy loss
events for the corresponding regimes. Reproduced from Chapman et al. (2001a). Copyright (2001) by the
American Physical Society

Empirical support for the application of the sandpile paradigm can arise from direct
observation of avalanche events in experiments, and in numerical simulations thereof, to-
gether with the identification of event statistics that are power law or otherwise strongly
non-Gaussian. Such observations are widespread in space and laboratory plasma systems
(Dendy and Chapman 2006; Dendy et al. 2007). The primary benefit from the application of
the sandpile paradigm arises from the fact that it can model global phenomenology which is
otherwise prohibitively difficult to capture or explain. In particular, many real plasmas are
complex systems in the technical sense. That is, their global phenomenology emerges from
the interaction of multiple plasma physics processes, operating across a very broad range
of lengthscales and timescales, coupled nonlinearly together. Examples of global plasma
phenomenology, on which the sandpile paradigm sheds light, include: in fusion plasmas
(Chapman et al. 2001a, 2001b, 2003; Graves et al. 2002), the existence of different classes
of energy confinement regime (Wagner 2007), linked to impulsive energy loss events, see
Fig. 15; and in space plasma, the measured distribution of ionospheric current flows that
are ultimately driven by impulsive energy release events in the magnetotail (Chapman et al.
1998).

Carreras et al. (1996), Newman et al. (1996) were the first authors to propose a dynam-
ical model to try to explain the extensive experimental evidence of non-diffusive behavior
in tokamaks, notably in the so-called L-mode discharges. This regime of operation is char-
acterized by very stiff profiles, whose shape is rather independent of the location of the
heating sources, and in which superdiffusive propagation of hot and cold pulses is usually
observed. They conjectured that the plasma profiles (of pressure, density and temperature)
were probably lying in the neighborhood of their critical values for the onset of instabilities,
pushed there by the constant external heating. In such a near-marginal state, it is not rare
that modes excited at a certain position can propagate radially, in an avalanche-like manner,
as the transport induced by the local turbulence suppresses it by flattening the local profile
at the price of steepening the profiles in neighbor locations, that can in turn go unstable and
propagate the avalanche. In this way, the radial transport in the tokamak in these plasmas
acts very much like the sandpile used to proposed the concept of self-organized criticality in
the 1980s (Bak et al. 1987).
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Multiple simulations of plasma turbulence in near-marginal conditions have indeed ex-
hibited this behavior since the seminal work by Carreras et al. (1996). There, the statistics
of the avalanches observed were studied, and it was found that they exhibited strong power-
laws, very reminiscent of those reported by Bak et al. (1987) in their sandpile studies. More
recently, del-Castillo-Negrete et al. (2004b) showed, using the propagator method sketched
in Sect. 2, that the radial propagators obtained for tracers in near-marginal cylindrical in-
terchange turbulence clearly exhibited non-Gaussian shape (α ∼ 0.75) and superdiffusive
behavior (H ∼ 0.66). Consistent with these results, Mier et al. (2008) showed that the statis-
tics of Lagrangian radial displacements in cylindrical dissipative-trapped-electron plasma
turbulence also exhibited strong non-Gaussian statistics (α ∼ 1) and superdiffusive behavior
(H ∼ 0.75).

More recently, it has also been discovered that non-diffusive transport may occur in fu-
sion plasmas whose profiles have gradients that are well above marginal values. This re-
quires the existence of a strongly radially-sheared, poloidal flow. These poloidal flows are
frequently self-induced by the turbulence via the Reynolds stresses, and contribute to limit
the amplitude of the turbulent fluctuations by taking energy from them and reducing the
radial size of turbulent eddies. Although this behavior had been known for some time, it
had been assumed that the net effect of the presence of these flows on transport was to re-
duce the effective transport coefficients, thus improving plasma confinement. Sanchez et al.
(2008) showed, however, that the presence of these radially-sheared poloidal flows causes a
selection of the sign of the axial vorticity which is consistent with the sign of the shear of
the flow. The dynamical consequence of this symmetry breaking is that transport is not only
reduced, but its nature also changes into a subdiffusive character. That is, Hurst exponents
obtained with the propagator method in this situation consistently yield values H < 0.5 in
the radial direction. The values of H are smaller as the shear in the poloidal flow decreases.
Simultaneously, transport along the poloidal direction becomes superdiffusive. The simulta-
neous observation of subdiffusion and superdiffusion in perpendicular directions is actually
common, and has also been observed in other situations. In addition to radial subdiffusion,
transport across these radially-sheared poloidal flows can also exhibit Lévy-like statistics.
They can be linked to a predator-prey interaction between turbulent fluctuations and the lo-
cal flow shear, which can translate into radial avalanches in spite of the fact that the overall
transport remains subdiffusive (Sanchez et al. 2011).

7 Implications of Nonclassical Transport for Astrophysical Plasmas

As shown above, nondiffusive transport has direct consequences for the confinement of
laboratory plasmas. In a similar way, the fact that energetic particles in space can propa-
gate superdiffusively has a number of consequences. For instance, solar energetic electrons
are usually considered to propagate either diffusively or “scatter-free” (Lin 1974), i.e., in a
ballistic way. However, superdiffusive propagation is also a possibility, and this influences
both the time of arrival of solar energetic particles, as well as their time profile (Lin 2005;
Perri and Zimbardo 2008b). A relevant application is that of particle acceleration at shocks:
indeed, the most popular acceleration theory is the so called diffusive shock acceleration
(DSA), which assumes normal diffusion (Fisk and Lee 1980; Dosch and Shalchi 2010). One
of the most important results of DSA is the spectral index s of the particle differential energy
spectrum, which for relativistic energies reads as

s = r + 2

r − 1
(19)
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where r = V1/V2 is the compression ratio at the shock, and V1 and V2 are the upstream
and the downstream plasma speeds, respectively. This theory has been extended to the case
of nondiffusive transport by Duffy et al. (1995) and by Kirk et al. (1996). They were mo-
tivated by the possibility of subdiffusive transport, corresponding to compound diffusion
described by Eq. (16), in the case of a nearly perpendicular shock. In particular, Kirk et al.
(1996) have shown that the energy spectral index of DSA is modified in the case of non-
diffusive transport, and that the change depends essentially on the scaling properties of the
propagator. For instance, in the case of normal diffusion one has the Gaussian propagator,
and the scaling variable is ξ = x/√4Dt . Duffy et al. (1995) and Kirk et al. (1996) were
concerned mainly with subdiffusion with γ < 1, so that ξ = x/(kt)γ/2. In the case of su-
perdiffusion described by a Lévy random walk, the propagator has power-law tails and the
scaling variable is ξ = x/(kt)1/(μ−1) (Zumofen and Klafter 1993), k being a constant with
proper physical dimensions. A superdiffusive shock acceleration (SSA) scenario has been
proposed by Perri and Zimbardo (2012), who have shown that in such a case the spectral
index of the differential energy spectrum for relativistic particles is given by

s = 6

r − 1

2− γ
3− γ + 1 (20)

and for nonrelativistic particles is given by

s = 3

r − 1

2− γ
3− γ + 1 . (21)

This spectral index recovers that of DSA in the limit of normal diffusion, γ = 1. Notice
that, while the spectral index in Eq. (19) depends only on the compression ratio of the
shock, the one obtained in the framework of SSA also depends on the exponent of the mean
square particle displacement. Therefore, spectral indices smaller than those of DSA can be
obtained for γ > 1. In other words, the assumption of superdiffusive propagation allows
one to explain the observation of very hard spectra for relativistic electrons at shell type
supernova remnants (Perri and Zimbardo 2012), as well as the harder-than-DSA spectrum
observed for MeV ions by the LECP onboard Voyager 2 at the heliospheric termination
shock (Decker et al. 2008). Indeed, Decker et al. (2008) find a differential flux spectral
index sJ of about 1.25 (the flux is proportional to the particle velocity, and for nonrelativistic
particle this yield an extra −0.5 in the flux spectra index). Assuming the compression ratio
r = 2, obtained by the Plasma Science Instrument, a spectral index sJ = s − 0.5 = 2 is
obtained from DSA. To recover the observed spectral index, a compression ratio of 3 would
be required by DSA. On the other hand, there is substantial uncertainty on the observed
compression ratio: taking into account the solar wind speed decrease observed roughly forty
days before the Voyager 2 termination shock crossing and using a two fluid model which
considers the energetic particle momentum flux, too, Florinski et al. (2009) have obtained a
compression ratio of about 2.4. Therefore it is possible to find a better agreement between
the spectral index observed at the termination shock and that foreseen by shock acceleration
assuming r = 2.4 and the spectral index in Eq. (21) obtained for nonrelativistic particles by
SSA. Using the superdiffusion exponent γ ∼ 1.3 ± 0.07 reported by Perri and Zimbardo
(2009b) at the termination shock, a differential flux spectral index of 1.38± 0.2 is obtained,
in reasonable agreement with the Voyager 2 observations when the error bars are taken
into account. Since different particle species can exhibit different transport properties (as
shown in Perri and Zimbardo 2007, 2008a), this suggests that the energy spectra, too, can be
characterized by different indices depending on the particle species considered. For instance,
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Fig. 16 Comparison between
the particle distribution function
f spatial profiles for particles
accelerated at a shock, in the case
of normal diffusion (black line)
and in the case of superdiffusion
(red line)

the recent PAMELA observations of Galactic cosmic rays show that hydrogen and helium
ions have slightly different spectral indices (Adriani et al. 2011), which could be due to
different transport regimes.

In addition, one has a change of perspective for the density profile of energetic particles
accelerated at the shock, see Fig. 16. That is, while normal diffusion leads to an exponential
decay upstream of the shock and to a constant density downstream, superdiffusion leads to
a power-law decay upstream and to a far downstream density n2 which is lower than the
density at the shock n0. The possible occurrence of this class of density profile should also
be investigated in the observational data, both in space and in astrophysical shocks.

Another observable effect was considered by Ragot and Kirk (1997) for the propagation
of relativistic electrons away from Coma cluster of galaxies. As the electrons are transported
away from the source they cool, and the spectrum softens. In particular, the expected spatial
dependence of the spectral index is sensitive to the kind of transport regime. Assuming that
the effects of particle acceleration are negligible in the outer part of the Coma cluster, Ragot
and Kirk (1997) find that superdiffusion can reproduce the observed rapid softening of the
spectrum with distance.

8 Conclusions

In this review we have examined some attributes of nondiffusive transport and wave–particle
interactions in both laboratory and space plasmas. We have considered the statistical descrip-
tion of anomalous diffusion, based on non-Gaussian random walks and long-range correla-
tions, as well as the use of fractional transport equations. We have also illustrated the results
of a number of numerical simulations, describing wave–particle interactions in the kinetic
regime, and particle or plasma transport in the presence of electric and magnetic turbulence.
These simulations show that nondiffusive transport can be found in many different plasmas.
These include laboratory devices for plasma confinement, electron and ion transport in solar
coronal loops, and energetic particle transport in the solar wind. Experimental indications
of superdiffusion are found for the propagation of particles accelerated at interplanetary
shocks, as in the case of co-rotating interaction regions and coronal mass ejections, and
for the propagation of relativistic electrons in the Coma cluster. Avalanching transport in
toroidal plasmas and superdiffusive acceleration at shocks has also been described.

We have discussed in some detail the suprathermal ion dynamics in the SMT config-
uration of the TORPEX device. Although this configuration is relatively simple, it con-
tains all the basic elements for suprathermal ion dynamics in a number of physical systems.
The framework established through study of the SMT scenario can be used for interpreting
suprathermal ion dynamics in fusion devices with high-energy neutral beams and alpha par-
ticle production, cosmic ray propagation, and solar wind interaction with the magnetosphere.
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Moreover, we expect that the results presented herein are relevant to suprathermal ion dy-
namics in other basic plasma physics configurations, where superdiffusive and subdiffusive
ion transport have recently been measured (Zhou et al. 2010, 2011), and in magnetically
confined plasmas, where it may be possible to model the interaction of energetic particles
with Alfvénic turbulence using the Lévy walk approach.

The examples considered show that nonclassical transport is fundamental to the most
important problems in plasma physics, ranging from plasma confinement in toroidal fusion
devices to energetic particle propagation and acceleration in space plasmas. Therefore, un-
derstanding the microphysics of nonclassical transport is a high priority across a variety of
plasmas.
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Abstract Most of our knowledge of the physical processes in distant plasmas is obtained
through measurement of the radiation they produce. Here we provide an overview of the
main collisional and radiative processes and examples of diagnostics relevant to the mi-
crophysical processes in the plasma. Many analyses assume a time-steady plasma with ion
populations in equilibrium with the local temperature and Maxwellian distributions of par-
ticle velocities, but these assumptions are easily violated in many cases. We consider these
departures from equilibrium and possible diagnostics in detail.

Keywords Microphysical processes

1 Introduction

Radiation is often the dominant cooling mechanism for optically thin astrophysical plasmas,
which means that it determines the energy budget. It also provides most of the diagnostics for
plasma parameters such as density, temperature and composition. It is therefore necessary to
understand the dominant collisional and radiative processes in the plasma in order to answer
astrophysical questions about the heating or energy dissipation in the plasma. In most cases,
the radiation arises from collisions between electrons and ions, but interactions of electrons
with a magnetic field or radiation field can also be important.

The subsections of the introduction briefly summarize the processes that dominate in
most astrophysical settings, including the wavelength ranges where they are observed and
their identifying signatures. In this section we emphasize radiative signatures relevant to
microphysical plasma processes, such as differences between electron and ion temperatures,
turbulence, and non-Maxwellian velocity distributions.
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The most detailed diagnostics for the physical parameters of plasmas and the micro-
physical processes taking place are generally based upon atomic and molecular lines and
continua. In Sect. 2 we turn to a discussion of radiative processes and the diagnostics that
are available. In Sect. 3 we present the theory of line formation in the coronal approxima-
tion and describe the dominant collisional and radiative processes. Section 4 comprises a
discussion of the factors that influence the charge state, including the key ionization and
recombination processes, the charge state in temperature equilibrium and the circumstances
under which the charge state can become decoupled from the local temperature. The micro-
physics that arise when the electron distributions exhibit strong departures from Maxwellian
are introduced in Sect. 5; we review the kinetic equations that describe the evolution of the
distribution function and the different formalisms that have been adopted for handling col-
lisions. In addition we address the consequences for the heat flux in terms of saturation and
de-localization, and for the excitation and ionization rate coefficients which affect the ion-
ization state and, in turn, the radiative losses. The optically-thin radiative loss function itself
is the subject of Sect. 6 together with its dependence on the ionization state and the electron
distribution. In Sect. 7 we return to a detailed review of the observational signatures and
diagnostics that provide evidence for the importance of non-equilibrium ionization and non-
Maxwellian electron distributions in the solar atmosphere. Finally, we present a summary of
our review and look to the future in Sect. 8.

1.1 Bremsstrahlung

Bremsstrahlung is continuum radiation produced by an electron when it is accelerated in
the electric field of an ion. The spectral shape is Pν ∼ exp(−hν/kT ). The mechanism is
well understood from basic electromagnetic theory (Rybicki and Lightman 1979), but rel-
ativistic corrections are needed for very high temperatures and photon energies (Nozawa
et al. 2009). Bremsstrahlung dominates the X-ray continua of many astrophysical sources,
though the continua due to radiative recombination and 2-photon processes should not be
ignored (Raymond and Smith 1977), and there could be a contribution from synchrotron
emission in young SNRs.

Bremsstrahlung emission in the X-rays generally arises from thermal plasmas, but
bremsstrahlung is also seen from beams of non-thermal electrons in solar flares (Kontar
et al. 2011). Bremsstrahlung emission is also referred to as free-free emission, particularly
when observed at longer wavelengths. For example, free-free emission is observed from
planetary nebulae and H II regions in the radio, and it is especially valuable as a measure of
the ionizing flux from the central star, because it is unaffected by reddening.

The signature of bremsstrahlung emission is a smooth continuum with an exponential
cutoff at hν ∼ kT . For normal astrophysical abundances it will be accompanied (and en-
ergetically dominated) by spectral line emission unless the temperature is so high that the
abundant elements are ionized to their bare nuclei.

1.2 Synchrotron and Cyclotron Emission

The emission from electrons gyrating in a magnetic field can be accurately predicted from
electromagnetic theory (Rybicki and Lightman 1979). Relativistic electrons dominate the
radio and X-ray synchrotron emission from SNRs, the Galactic Halo, AGN and jets from
X-ray binaries. Non-relativistic cyclotron emission can be important in the solar corona and
in accreting magnetic white dwarfs.

Synchrotron emission dominates the radio emission of supernova remnants, and in the
fast shocks in young SNRs it produces narrow filaments of X-ray emission. The sharpness of
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the X-ray filaments is used to derive limits on the diffusion coefficient for energetic particles
in the acceleration region (Long et al. 2003) and show that the magnetic field is amplified
well beyond the values expected for compression in the shock (Vink and Laming 2003;
Bamba et al. 2005).

Cyclotron and synchrotron emission are highly polarized, but turbulence randomizes the
field directions and Faraday rotation can change the polarization direction and depolarize
the emission from an extended region. Bykov et al. (2009) demonstrate how turbulence will
affect the X-ray polarization on small scales, and Dickel et al. (1991) have shown that the
radio polarization indicates radial, rather than tangential magnetic fields near the edge of
Tycho’s SNR. Polarization maps in the radio provide a unique method for observing the
turbulent structure of the galactic magnetic field (Haverkorn and Heesen 2012).

Synchrotron emission dominates the radio and X-ray spectra of pulsar wind nebulae
(PWNe), jets from AGN and gamma-ray bursts. It is straightforward to determine the power
law slope of the emitting electrons from the slope of the spectrum. The ambiguity between
magnetic field strength and the number of emitting electrons can sometimes be resolved
based on spectral breaks due to optical depth or synchrotron cooling.

The emission and absorption occur between quantized Landau levels in the solar corona
at radio wavelengths (Dulk et al. 1979), in magnetic cataclysmic variables in the optical,
and in accreting neutron stars in the X-ray. The emission at harmonics of the cyclotron
frequency can be used to determine the magnetic field strength. The lowest harmonics often
are optically thick and the higher ones optically thin. At the transition, the radiation can be
strongly polarized. For example, Brosius and White (2006) used radio measurements above
the solar limb to obtain the magnetic field strength above a sunspot.

The signatures of synchrotron emission from relativistic electrons are a power law spec-
trum and a substantial polarization fraction. Gyro emission from non-relativistic thermal
electrons typically shows a spectral peak corresponding to a modest harmonic of the cy-
clotron frequency, with substantial polarization.

1.3 Compton and Inverse Compton Heating and Cooling

The interaction between a photon and an electron can transfer energy either way. As for
bremsstrahlung and synchrotron emission, the physical process is well understood (Rybicki
and Lightman 1979). Hot plasma above an accretion disk will experience Compton heat-
ing by hard X-rays from the central source and Compton cooling by softer photons from
the disk. Energetic electrons can interact with synchrotron photons produced by the same
electron population (synchrotron self Compton emission).

In supernova remnants, the energetic electrons can produce TeV gamma rays by inverse
Compton interaction with the cosmic microwave background (CMB) or with locally en-
hanced IR or optical radiation. It is currently debated whether the gamma ray emission
observed from several SNRs arises from inverse Compton emission by energetic electrons
or from decay of pions produced by interactions between cosmic ray protons and dense am-
bient plasma. Consideration of the lower energy gamma rays observed by FERMI can help
to resolve the ambiguity. Inverse Compton gamma ray observations provide at least a lower
limit to the maximum energy of the accelerated electrons, and they provide the number of
energetic electrons. The latter, in combination with the synchrotron X-ray emission also
determines the magnetic field strength.

The signature of inverse Compton emission is a high energy continuum. It is most im-
portant when the radiation field is strong and the plasma density and magnetic field are
relatively low.
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1.4 Plasma Emission

Plasma emission is one of the most direct links between microphysical processes in a plasma
and Earth-based observations. It is most commonly seen in the form of type II and type
III radio bursts from the Sun. In either case, the radio emission is produced by a several
step process. A beam of electrons produced in a flare or at a shock front penetrates into
thermal plasma, giving an unstable bump-on-tail velocity distribution. That distribution pro-
duces Langmuir waves at the plasma frequency as it flattens into a stable distribution. The
Langmuir waves can produce backscattered Langmuir waves and ion acoustic waves, and
subsequent interactions between the beam-driven waves and these secondary waves produce
radio emission at the plasma frequency of 9n1/2

e kHz and twice the plasma frequency (Pick
and Vilmer 2008). Schmidt and Cairns (2012) present an analytical formalism for the type
II radiation from a shock. The emission tends to be strongest at nearly perpendicular shocks
(Cairns 2011).

Though plasma emission has been reported from the coronae of a few active stars, it is
seldom observed from astrophysical sources. Most objects bright enough to observe are very
dense and optically thick. Type II emission is almost certainly produced by shock waves in
supernova remnants, but radiation at the kHz frequencies given by the density of the ISM
does not reach Earth.

Since the emission is at the plasma frequency or first harmonic, the measured frequency
directly gives the density in the emitting region. The drift rate of the frequency gives the
shock speed for a type II burst if the density structure is known. However, shock speeds
inferred from type II drift rates do not agree well with shock speeds measured by coron-
agraphs (Mancuso 2007), either because an inappropriate density structure is assumed or
because different parts of the CME shock emit as the CME evolves due, for instance, to
selection of a particular angle between the field and the shock where emission is efficient.

The signatures of plasma emission from the solar corona are enormous brightness tem-
peratures and narrow bands of emission near the plasma frequency.

1.5 Dust Emission

In many cases a plasma is optically thin to radiation from dust, even though the emission
from individual dust grains is optically thick at some wavelengths. Grains in relatively hot
plasmas that are heated to temperatures of order 10–100 K emit at sub-millimeter and in-
frared wavelengths. The spectrum is a blackbody modified by the opacity of the grain, so it
may contain features such as the silicate bump at 9.7 microns that can reveal the nature of
the grain material.

Behind the fast shock wave of a supernova remnant, dust is heated to temperatures around
100 K, mainly by collisions with electrons, even as it is gradually eroded by sputtering due
to collisions with ions. Infrared emission by dust can be the main radiative energy loss from
shock waves faster than about 300 km/s (Arendt et al. 1992). The spectrum and the intensity
falloff behind the shock can be used to infer the post-shock density and the destruction rate
of the dust (Williams et al. 2006, 2008, 2011; Sankrit et al. 2010).

Dust also absorbs and scatters light at optical, UV and X-ray wavelengths. The wave-
length dependence of the absorption, in particular the 2200 Å feature, in combination with
the IR emission spectrum, is used to infer the size distribution and composition of the dust
(Draine 2003). If the dust column density is fairly high, a detectable halo of X-rays appears
around a bright X-ray point source (Smith et al. 2002), from which one can derive the grain
size distribution and the location of the grains along the line of sight.
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The signature of dust emission is a blackbody-like spectrum at IR or sub-millimeter
wavelengths, sometimes with discrete features due to silicates, polycyclic aromatic hydro-
carbons (PAHS) or other features. The brightness is proportional to the amount of dust and
grain size distribution. It is also sensitive to temperature, which in turn is sensitive to either
the radiation field that heats the grains or the density and temperature of the i gas in which
they are immersed.

1.6 Ion-Ion Collisions

While most of the radiation detectable at Earth is produced by electrons, energetic colli-
sions between ions produce observable gamma rays. These are most clearly seen during
solar flares, when energetic ions strike the dense gas of the chromosphere to produce broad
and narrow nuclear de-excitation lines, positrons that subsequently annihilate to produce
0.511 MeV photons, and neutron capture lines (Vilmer et al. 2011). Gamma ray spectra
from RHESSI and other instruments can be used to infer the composition of both the chro-
mosphere and the energetic ions, the spectral shape of the accelerated particles and their
energy content at MeV energies.

At higher energies, cosmic rays can collide with nuclei in the ambient gas to produce
pions, which can decay into gamma rays. Though it is often difficult to tell whether TeV
gamma rays are produced by pion decay or inverse Compton interaction between ambient
photons and energetic electrons, observations of supernova remnants with the ground-based
arrays H.E.S.S, MAGIC and VERITAS, and with the FERMI satellite, offer constraints on
the acceleration of hadrons in strong shock waves. The nature of the gamma ray emission
from many SNRs is still under debate, but the gamma rays from some old SNRs interact-
ing with dense clouds can be attributed to pion decay (e.g., Uchiyama et al. 2012 FERMI
observations of W44).

2 Atomic and Molecular Spectral Line Diagnostics

Atomic spectral lines can appear in emission or absorption. Emission lines usually arise
following excitation by electron impact or recombination into an excited level, though they
can also be produced by ion impact (Laming et al. 1996) or photoabsorption (Noci et al.
1987). Cooling by emission of atomic or molecular lines often dominates the energy budget
of the plasma, and the intensities of the spectral lines provide powerful diagnostics for the
physical parameters of the plasma. This Section provides an overview of atomic emission
line diagnostics, and Sect. 3 provides a rigorous discussion of the line formation process.

Intensity ratios of lines within a single ion can be used to infer the electron temperature
and density of the gas. Electron temperature diagnostics generally hinge on the Boltzmann
factor, exp−�E/kBT , where �E is the energy difference between the two upper levels (Fig. 1
left diagram). Such a ratio works best for �E ∼ kBT , so that optical line ratios are effective
for T around 104 K, where �E ∼ kBT ∼ 1 eV. UV line ratios are effective around 105 K
and X-ray line ratios above 106 K. Often the desirable spectral lines lie at much different
wavelengths, so that it is hard to obtain a ratio with a single instrument, but the technique
has been applied to solar spectra (David et al. 1998).

The density can be inferred from ratios involving a metastable level. The population
of that level will be small at low densities. It approaches a constant value given by the
statistical weight and Boltzmann factor above a critical density ncrit = A21/q21, where A21

is the Einstein A value and q21 is the de-excitation rate coefficient. The ratio of a line which
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Fig. 1 Temperature diagnostics are generally based on the ratio of Boltzmann factors, exp−�E/kBT , in the
excitation rates of two spectral lines (left diagram). Density diagnostics can be based on the competition
between radiative decay and collisional de-excitation when the Einstein A value is comparable to the density
times the collisional rate coefficient (middle panel) or on the relative contributions of collisional excitation
and radiative excitation (right panel)

involves the metastable level to a line which does not will be sensitive to density (Fig. 1
center diagram). Because the A values increase rapidly with transition energy and q values
decline, ncrit increases rapidly from values around 102 to 104 cm−3 for optical forbidden
lines to 108 to 1010 cm−3 for UV lines and 1011 to 1015 cm−3 for X-ray lines.

A less commonly used density diagnostic takes advantage of the fact that some lines
formed in the solar corona include both collisionally excited and radiatively excited com-
ponents. The ratio of those components is proportional to the density and perhaps plasma
velocity and line width (Noci et al. 1987). It is interesting to note that for an ion X, the ratios
indicated in the center and right panels of Fig. 1 give 〈nXn2

e/(ncrit+ne)〉/〈nXne/(ncrit+ne)〉
and 〈nXne〉/〈nXW 〉, respectively. Here W is the dilution factor of the radiation (Sect. 3.4).
Thus different density estimates are differently weighted averages that do not necessarily
agree. In principle, comparison of differently weighted averages could yield unique infor-
mation about the distributions of electron density and density of the diagnostic ion within
the observed volume, but that requires very good accuracy for both diagnostics (Lee et al.
2008).

Ratios of emission or absorption lines of different elements can also be used to derive the
relative elemental abundances. In practice that is often tricky because in many cases only 1
or 2 ions of each element can be observed, so the ionization state of each element must be
accurately known. This usually requires a model that involves ionization and recombination
rates, each having perhaps a 20 % uncertainty, and it often involves an assumption of ioniza-
tion equilibrium (Sect. 4.2) that may not be justified (Sects. 4.3 and 7.1). These difficulties
are somewhat mitigated if one can use ions such as He-like and H-like ions that dominate
the ionization distribution over broad temperature ranges.

The profiles of optically thin emission or absorption lines provide a direct measurement
of the velocity distribution of atoms, molecules or ions along the line of sight. Therefore,
they provide good diagnostics for the ion kinetic temperatures, turbulence and in principle
non-Maxwellian velocity distributions (Sect. 5), though there may be ambiguities among
the different interpretations.

Line profiles directly give ion temperatures when bulk motions do not dominate. In low
density regions of the solar corona, the line widths of oxygen ions exceed those of hydrogen,
indicating that the kinetic temperature of O is more than 16 times that of H (Kohl et al. 1997;
Cranmer et al. 2008; Frazin et al. 2003).

Collisionless shock waves are another good example of the application of line profile
diagnostics. Neutral hydrogen that passes through a strong shock does not feel the collision-
less shock itself, but finds itself immersed in the hot post-shock flow. Diagnostics based on
Balmer line profiles from these shocks are discussed in Bykov et al. (2013). Most observed
line profiles can be fit with a Gaussian or a sum of Gaussians, so they are consistent with
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Maxwellian distributions. The broad Hα profile of a bright knot produced by a 2000 km/s
shock in Tycho’s supernova remnant is not Maxwellian, suggesting either a power-law tail
or a pickup-ion contribution, though an interpretation as a sum of Maxwellian contributions
cannot be excluded (Raymond et al. 2010).

Line profiles can be directly used to determine the level of turbulent velocity fluctuations
if thermal and bulk velocities do not dominate. Comparison of lines from elements of dif-
ferent masses can help to resolve the ambiguity between thermal and turbulent line widths.
Line widths have been used to estimate the level of turbulence in reconnection current sheets
during solar eruptions (Bemporad 2008). Another application has been study of turbulence
in interstellar gas using the Velocity Coordinate Spectrum method to combine line profiles
and their spatial variations (Chepurnov et al. 2010). These statistical methods, along with
methods based on polarization (Burkhart et al. 2012) can reveal the turbulence spectrum and
whether the turbulence is subsonic.

3 Optically-Thin Emission Lines

3.1 Line Formation

High temperature (> 106 K) and low density (< 1013 K) astrophysical plasmas are
optically-thin to visible, EUV and X-ray radiation. Photons at these wavelengths are gen-
erally able to propagate through these environments unhindered by opacity effects, such
as absorption and re-emission, and scattering, and therefore retain a record of the plasma
conditions at the site of emission. Most of the radiation in the region of 106 K is due to the
emission of photons by electron transitions in ions, giving rise to spectral lines. The radiated
power per unit volume, commonly referred to as the emissivity, depends on: (a) the number
of ions that are present; and (b) the fraction of those ions in the excited state that corre-
sponds to the transition. For a given transition (in the notation of Mason and Monsignori
Fossi 1994):

P (λj,i)=Nj
(
X+m

)
Aj,i�Ej,i

[
erg cm−3 s−1

]
, (1)

where Nj(X+m) [cm−3] is the number density of ions of charge +m in excited state j ,
Aj,i [s−1] is the Einstein coefficient and �Ej,i is the energy of the emitted photon. The
quantity Nj(X+m) can be rewritten as a series of ratios that can be measured observationally
or experimentally, or calculated theoretically (Mason and Monsignori Fossi 1994). The total
energy flux due to the transition, at a distance R from the emitting volume of plasma, can be
found by integrating the emissivity over the volume and dividing by the surface area of the
sphere with radius R:

I (λj,i)= 1

4πR2

∫
V

P (λj,i)dV
[
erg cm−2 s−1 sr−1

]
. (2)

3.2 The Coronal Model

A convenient approximation for optically-thin plasmas, such as the solar corona, allows a
decoupling of the processes that determine the excitation state from those that determine the
charge state. This can be justified by noting that changes in the energy level populations of
the emitting ions occur far more frequently than changes in the charge state. The processes
that determine the excitation state are discussed in this Section and those that determine
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the charge state are discussed in Sect. 4. In optically-thin plasmas energy levels become
populated by electron collisional excitation from the ground-state (g) of each ion, and they
become depopulated by spontaneous radiative decay. It is assumed that timescales of photon
absorption and electron collisional de-excitation are far longer. This is called the coronal
model approximation and in statistical equilibrium the number of collisional transitions from
the ground-state g to the excited state j must be equal to the number of spontaneous radiative
decays back to the ground-state.

Ng
(
X+m

)
NeC

e
g,j =Nj

(
X+m

)
Aj,g

[
cm−3 s−1

]
. (3)

Ceg,j [cm3 s−1] is the electron collisional excitation rate coefficient between the ground-state
and level j . If collisions are relatively infrequent then Aj,g � NeC

e
g,j and it follows that

Ng(X
+m)�Nj(X

+m). There are many more ions in the ground-state than in excited states.
In a typical transition at EUV wavelengths Aj,g = 1010 [s−1] and NeCeg,j = 1 [s−1] and so
for every collisional excitation there is an almost immediate radiative decay to satisfy the
requirements of statistical equilibrium. We note that Eq. (3) pertains to 2-level atoms, but
radiative cascades from higher levels, following excitation or recombination, may dominate
under particular circumstances, such as transitions from Fe XVII 3s levels (Beiersdorfer
et al. 2004).

The statistical equilibrium relationship given in Eq. (3) and the fact that Ng(X
+m)

N(X+m) ≈ 1
leads to an expression for the emissivity in terms of the collisional excitation rate:

P (λj,g)= N(X+m)
N(X)

N(X)

N(H)

N(H)

Ne
Ceg,j�Ej,gN

2
e . (4)

The spectral line intensity is proportional to N2
e as expected.

3.3 Collisional Processes

The rate at which collisional transitions occur depends on the interaction cross-section pre-
sented to incident particles by the target and on the flux of incident particles. The flux of
incident particles can be written:

F = nvf (E)dE [
particles cm−2 s−1

]
, (5)

where n is the number density of particles, v is the incident particle velocity, E the kinetic
energy of the incident particles and f (E) the particle distribution function. Since particle-
particle interactions are mostly via collisions then it is common to assume that the distribu-
tion function is a collisionally relaxed Maxwellian of the form:

f (E)= 2

√
E

π

(
1

kBT

) 3
2

exp

(
− E

kBT

) [
particles erg−1

]
. (6)

The electron collisional excitation rate coefficient is found by integrating the electron distri-
bution function over the interaction cross-section.

Cei,j =
∫ ∞

�E

Qi,j vf (E)dE
[
cm3 s−1

]
. (7)

�E is the energy difference between level i and j , and this is the lower limit to the inte-
gral because an incident particle must have at least this much energy in order to excite the
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transition. Qi,j [cm2] is the interaction cross-section. In simplified form

Cei,j =
8.63× 10−6

ωi
√
T

Υi,j exp

(
−�E
kBT

)
, (8)

where ωi is the statistical weight of level i, which is the number of different spin and angular
momentum states that have energy Ei (the number of degenerate states in energy Ei ), and
Υi,j (T ) is the thermally averaged collision strength (Mason and Monsignori Fossi 1994).
ωi = 2n2

q for hydrogen (where nq is the principle quantum number).

3.4 Radiative Processes

Spontaneous radiative decay of electrons from excited states is the dominant depopulation
mechanism in optically-thin plasmas. The generalised radiative decay coefficient is:

Rj,i =Aj,i
(

1+ W

exp( �E
kBT

)− 1

) [
s−1

]
. (9)

The first term of Eq. (9) takes account of spontaneous emission. The second term ac-
counts for the stimulated component of the emission in the presence of a background con-
tinuum radiation field, described by a Planck function. In the case of radiative decay in the
solar corona the background radiation field would have a temperature of 5800 K, character-
istic of the photosphere. W is a dilution factor that describes the decay of the radiation field
with radial distance, where:

W = 1

2

[
1−

(
1− R2

0

r2

)]
. (10)

In the case of the Sun, R0 would be the solar radius and r the distance from the centre
of the Sun to the height in the atmosphere at which W must be calculated. As r→∞ (e.g.
sufficiently far above the surface that r � R0) then W → 0 and the stimulated component
of the emission can be neglected so that Rj,i =Aj,i . The stimulated component of the solar
radiative flux is also negligible at far UV and shorter wavelengths; however, photoexcitation
of UV lines such as the Lyman series and O VI is very important beyond about 1.3 solar
radii.

4 The Charge State of a Plasma

4.1 Ionization and Recombination

The charge state of the ions in a plasma is governed by the rate at which electrons are
freed from their bound states and the rate at which free electrons are captured into bound
states. Bound-free transitions are called ionization and free-bound transitions are called re-
combination. Collisional excitation and radiative decay occur on timescales far shorter than
ionization and recombination timescales, and so these processes can be de-coupled from
the excitation and decay processes. Ionization (recombination) can then be considered to
take place from (to) the ground-state of the ion, though it is worth noting that at transition
region densities (e.g. n≈ 1010 cm−3) ionization and recombination from metastable levels
can become important (Vernazza and Raymond 1979). In optically-thin plasma, such as so-
lar and stellar coronae, the important ionization processes are: collisional ionization; and
excitation-autoionization. The important recombination processes are: radiative recombina-
tion; and dielectronic recombination.
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Collisional Ionization as in the case of collisional excitation, the dominant process of ion-
ization is by electron collisions (photo-ionization is negligible at the energies of interest).
Where collisional excitation is generally due to electrons in the bulk of the distribution (e.g.
a Maxwellian), ionization arises from electrons in the high-energy tail. Since the number
density of electrons in the tail is relatively low then collisional ionization is relatively in-
frequent compared with collisional excitation. The process of collisional ionization can be
written (again employing the standard notation of Mason and Monsignori Fossi 1994):

X+mi + e− →X+m+1
i′ + 2e−. (11)

The ion in the state i loses an electron and a new ion is created in the state i ′. The incident
electron must have sufficient energy to free the bound electron and retain enough to remain
unbound.

Radiative Recombination similarly to radiative decay, an important recombination process
is the capture of an energetic free electron into a lower energy, bound state, leading to the
emission of a photon. The radiative recombination process can be written:

X+m+1
i′ + e− →X+mi +�E. (12)

Dielectronic Recombination the dominant recombination mechanism at high tempera-
tures, as shown by Burgess (1964). The dielectronic recombination process can be written:

X+m+1
i′ + e− → (

X+m
i′′

)∗∗ →X+mi +�E. (13)

Equation (13) shows that an ion withm+1 missing electrons may capture a free electron into
a particular outer energy level while simultaneously exciting an inner electron to a higher
energy level instead of emitting a photon. The ( )∗∗ notation indicates a doubly excited state.
The excited inner electron may then decay to its original level (or another, if low-lying fine
structure states are available), with the emission of a photon, leaving the ion in a singly
excited state because the captured electron remains in an outer energy level. At this point
the recombination is complete. Dielectronic recombination is the dominant recombination
mechanism for most ions at high temperatures, especially those with �nq = 0 transitions
from the ground state. Dielectronic recombination can also be somewhat density dependent,
because the emission of a photon often leaves the recombined ion in a highly excited state
that can be ionized before it decays to the ground state.

Excitation-Autoionization if the two excited electrons in the second stage of Eq. (13) to-
gether have more energy than is needed to remove a single electron from the ground state,
then the ion is energetically able to autoionize. This means that it can decay to the ground
state with the ejection of one of the excited electrons:

(
X+m
i′′

)∗∗ →X+mi + e−. (14)

Note that the process described by Eq. (14) is the inverse process to the first stage of di-
electronic recombination in Eq. (13). The doubly excited ion has two choices: (1) emit a
photon; or (2) autoionize (if the total energy of the excited electrons exceeds the threshold
for ionization).
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Charge Transfer charge transfer between ionized species and neutral hydrogen is not usu-
ally important in the solar corona, but it can modify the ionization state in astrophysical
plasmas, especially cool plasma photoionized by a hard radiation field. The cross-section
for resonant charge transfer is very large and this sometimes makes up for a low neutral
fraction.

4.2 The Charge State in Equilibrium

Ionization and recombination rate coefficients depend strongly on temperature and, to a
somewhat lesser extent, on density. At higher temperatures the free electrons have a greater
average kinetic energy and so are able to collisionally release even the strongly bound, inner
electrons of the target ions. At lower temperatures the free electrons are less energetic and
can be captured even into the low ionization energy, outer bound states of the ions. It is useful
to observe that ions are typically found at a temperature such that the ionization potential
is ≈ 5kBT in equilibrium. A full set of ionization and recombination rate coefficients (e.g.
Arnaud and Rothenflug 1985; Arnaud and Raymond 1992; Mazzotta et al. 1998; Bryans
et al. 2009; Dere 2007) for a given element allows the distribution among the charge states
for the ions of that element to be calculated as a function of temperature. We note here that
published rate coefficients tend to be calculated assuming that the free electrons have relaxed
into a Maxwellian electron distribution. We consider the consequences of the breakdown of
this assumption and the calculation and the consequences of departures from an underlying
Maxwellian in Sect. 5.

One may ask what proportion of helium atoms are neutral, singly ionized and doubly
ionized at a particular temperature. This is the charge or ionization state of the element.
At a temperature of 106 K helium is fully ionized and so the population fractions are:
He I (neutral) = 0.0; He II (singly-ionized) = 0.0; and He III (doubly-ionized) = 1.0. At
105 K (adopting the ionization rates of Dere et al. (2009) and the recombination rates of
Mazzotta et al. (1998) the ionization state of helium is: He I = 0.0; He II = 0.131; and
He III = 0.869. 13 % of helium is singly ionized and 87 % of helium is fully ionized at
105 K. The population fractions for all the ions of a particular element must sum to 1.0 in
order to conserve the particle number.

The population fraction for each ion peaks at the temperature at which the ionization and
recombination rates are equal. More ionizations would act to deplete the ion population in
favour of a higher charge state, and more recombinations would deplete the population in
favour of a lower charge state. The ionization states for helium given above are only reached
when the ionization state is in equilibrium with the electron temperature of the plasma.
Strictly speaking, as t→∞ at T = 105 K then He I→ 0.0, He II→ 0.131 and He III→
0.869. The reason for this is that collisional processes are not instantaneous. It takes a certain
period of time for ionization and recombination events to arrange the ions into the charge
states that correspond to the current electron temperature. As long as the ionization and
recombination timescales are much shorter than the timescale on which the temperature
changes then the ionization state can be considered in equilibrium with the temperature,
and therefore depends only on the temperature. The break-down of this condition will be
discussed in Sect. 4.3.

One consequence of de-coupling ionization and recombination from the processes of
excitation and radiative decay is that one may assume ionization (recombination) occurs
from (to) the ground state of the ion, and so the rate of change of the population fraction of
a particular ion i of element X can be written:

dXi

dt
= n(Ii−1Xi−1 +RiXi+1 − IiXi −Ri−1Xi). (15)
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In the notation of Eq. (15) element X might be helium and then Xi=0 would be neutral
helium (He I), and so forth. n [cm−3] is the electron number density, and Ii and Ri are
the temperature dependent total ionization and recombination rate coefficients, respectively,
with units [cm3 s−1]. In equilibrium d

dt
= 0 so that:

Ii−1Xi−1 +RiXi+1 = IiXi +Ri−1Xi. (16)

The LHS of Eq. (16) comprises the processes that lead to the creation of ion Xi (ionization
from lower charge states and recombination from higher charge states). The RHS comprises
the processes that lead to the destruction of Xi (ionization to higher charge states and re-
combination to lower charge states). In equilibrium the principle of detailed balance implies
that the rate of ionization to Xi is equal to the rate of recombination from Xi , and the rate
of ionization from Xi is equal to the rate of recombination to Xi . This can be expressed in
the form of two de-coupled equations:

Ii−1Xi−1 =Ri−1Xi; (17)

RiXi+1 = IiXi. (18)

The ionization state can then be fully specified subject to the final constraint:

Z∑
i=0

Xi = 1.0, (19)

where Z is the atomic number of the element X. Making use of Eqs. (17) and (18) it can be
seen that:

Xi−1 = Ri−1

Ii−1
Xi and Xi+1 = Ii

Ri
Xi. (20)

Given a set of ionization and recombination rate coefficients the ionization state can be
calculated by choosing a suitable value for Xi . The most abundant ion i of element X is
the one for which Ii(T ) ≈ Ri(T ) at the temperature of interest. The population fraction
of this ion can then be assigned some arbitrary quantity Xi = X′i usually chosen to avoid
computational overflow errors since the population fractions can vary over many orders of
magnitude (this is not so much of an issue in the case of double-precision arithmetic). It is
then straightforward to calculate [X′i−1,X

′
i−2, . . . ,X

′
0] and [X′i+1,X

′
i+2, . . . ,X

′
Z] recursively

from Eq. (20) and find the true population fractions by normalising the values of X′i to 1.0:

Xi = X′i∑Z

i=0X
′
i

. (21)

4.3 Non-equilibrium Charge States

In circumstances where the electron temperature has been held fixed for a long time or the
temperature is changing slowly, then the ionization state of the plasma is in equilibrium
and depends on the temperature only. A slowly changing temperature in the present context
means that it changes more slowly than the timescales on which the processes that change
the ionization state of the plasma operate. If the temperature change is sufficiently slow then
collisions have ample time to arrange the charge states of the element such that they are in
equilibrium with the temperature.
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Table 1 Population fractions, and ionization and recombination rate coefficients for the series of ions
Fe XIV, XV, XVI. These data are based on the ionization/recombination rate coefficients from/to a given
ion provided by Mazzotta et al. (1998) and Dere (2007). The rate coefficients are in units of [cm3 s−1]

Charge state Population fraction Ionization rate Recombination rate

106 K 106 K 2.5× 106 K 106 K 2.5× 106 K

Fe XIV 4.60× 10−4 4.13× 10−12 1.13× 10−10 1.35× 10−10 5.16× 10−11

Fe XV 1.41× 10−5 1.04× 10−12 6.07× 10−11 1.04× 10−10 5.09× 10−11

Fe XVI 1.40× 10−7 3.78× 10−13 3.60× 10−11 9.66× 10−12 2.39× 10−11

Consider now a plasma that is heated by some mechanism from 106 K to 107 K in just
1 second, but it takes several minutes for collisions to change the ionization state. In this
scenario a plasma of electron temperature 107 K is created with an ionization state (and
consequently an emission spectrum) that is characteristic of a 106 K plasma in equilibrium.
The time derivative in Eq. (15) cannot now be neglected (however, the bulk velocity will
be neglected from the total derivative in the following treatment) and a non-equilibrium
ionization state arises. In order to determine whether non-equilibrium ionization is important
in a particular physical scenario of interest, the equilibration timescale of the ionization state
at the new temperature can be estimated from Eq. (15). If it is significantly greater than the
timescale of the temperature change itself then non-equilibrium ionization will be important.

Taking a somewhat less extreme example, suppose that a plasma is heated from 106 K
to 2.5× 106 K essentially instantaneously. The equilibrium population of Fe XV reaches its
maximum at 2.5× 106 K and so how long does it take to equilibrate in this scenario? Based
on the data provided in Table 1 we can write:

Rate of loss of Fe X = n[−Ii(T +�T )Xi(T )−Ri−1(T +�T )Xi(T )
]

= n× 1.41× 10−5 × (−6.07× 10−11 − 5.16× 10−11
)

= −n× 1.58× 10−15
[
s−1

]; (22)

Rate of gain of Fe X = n[Ii−1(T +�T )Xi−1(T )+Ri(T +�T )Xi+1(T )
]

= n× (
1.13× 10−10 × 4.60× 10−4 + 5.09× 10−11 × 1.40× 10−7

)
= n× 5.20× 10−14

[
s−1

]; (23)

Net rate of change of Fe X = n(−1.58× 10−15 + 5.20× 10−14
)

= n× 5.04× 10−14
[
s−1

]
. (24)

For an electron density characteristic of the solar corona n= 109 cm−3 then the equilibration
timescale is given by:

τ = 1

109 × 5.04× 10−14
≈ 20,000 [s]. (25)

If the plasma temperature is changed effectively instantaneously from 106 K to 2.5× 106 K
and then held constant at the new temperature, then the population of Fe XV will approach
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Fig. 2 Smith and Hughes
(2010): the left axis measures the
density-weighted timescale
[cm−3 s] for several abundant
elements to achieve one e-folding
toward ionization equilibrium in
a constant temperature plasma;
the right axis measures the
density-weighted timescale for
the elements to reach within 10 %
of their equilibrium population

equilibrium on an e-folding timescale of 20,000 s. In consequence, heating on timescale
much shorter than 20,000 s will give rise to a non-equilibrium ionization state; for exam-
ple, the population of Fe XV is guaranteed to be out of equilibrium if heating in the solar
corona is impulsive (of duration shorter than the characteristic cooling timescale). Heat-
ing on timescales significantly longer than 20,000 s allows the ionization state to evolve
in equilibrium with the electron temperature. We note that even coronal densities of order
1012 to 1013 cm−3 may not be sufficient to maintain the ion population close to equilib-
rium during particularly explosive heating such as occurs during solar flares. The estimate
of the timescale provided by Eq. (25) should be regarded as an absolute upper-limit. The
intermediate population fractions of Fe XV and its neighbouring charge states as the system
equilibrates are not accounted for in the approximation. In essence, the rate of change of the
population fraction is proportional to the magnitude of the population itself and it will there-
fore equilibrate more rapidly as it grows. Figure 2 is from Smith and Hughes (2010) and
shows the characteristic equilibration e-folding time-scales for a number of astrophysically
abundant elements. Bradshaw (2009) presents a freely available numerical code that solves
the time-dependent ionization equations for all elements up to nickel (Z = 28), given any
tabulated electron temperature and density evolution as a function of time (the time-steps
need not be uniform). We describe specific examples of scenarios in which non-equilibrium
ionization might arise in Sect. 7.

5 Non-Maxwellian Electron Distributions

Temperature changes on timescales much shorter than those on which ionization and re-
combination can change the charge state of the plasma are not the only way in which the
ionization state may be different than expected for a given temperature. If the electron dis-
tribution function is driven away from Maxwellian with the addition of a significant popu-
lation to the high-energy tail of the distribution, then ions of greater charge can be created
at some temperature that is lower than the temperature at which they arise in equilibrium.
Non-Maxwellian distributions can arise in several ways; for example, in an astrophysical
context they may be expected to occur in circumstances where a region of very hot plasma
is separated from a much cooler region by a steep temperature gradient, as is the situation
in the solar atmosphere. Collisionless electrons may then stream from the hot, less-dense
plasma down the temperature gradient into the cooler, denser plasma driving the tails of the
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electron distributions in these regions away from Maxwellian. Non-Maxwellian distribu-
tions can also be induced when a beam of particles is accelerated by some mechanism, such
as magnetic reconnection, and interacts with the background plasma. A non-Maxwellian
distribution can be created in laboratory plasma by laser-heating.

Departures of the electron population from Maxwellian distributions have implications
for several properties of the plasma, among them the excitation and ionization states (and,
consequently the spectral emission) of its component ions and the transport of energy by
thermal conduction. It is therefore highly desirable to take account of these effects in nu-
merical modeling studies, but this is an extremely difficult task to achieve self-consistently.
There are two general approaches: (1) carry out particle-in-cell type calculations where the
distribution functions can be obtained directly; (2) carry out calculations based on the fluid
equations derived by taking successive moments of the underlying distribution function. The
first approach is discussed elsewhere in this volume. The difficulty of the second approach
is that solutions to the fluid equations can quickly become inconsistent with the assumptions
on which their derivation is based. For example, in the case of steep temperature gradients
the mean-free-path of even thermal electrons can approach (and exceed!) the temperature
scale length and then the plasma cannot be considered collisional on the characteristic scale
length of the fluid. However, the validity of the fluid equations is contingent on the collision-
ality of the system on the relevant spatial scale. One advantage of the second approach over
the first is that plasma systems can be modelled across a much larger range of spatial scales.
In particle-type codes one is generally confined to studying phenomena on a particular scale,
such as the width of a conduction front or a shock, or the scale of the diffusion region in
reconnection. In fluid codes, the solution can range across many spatial scales from a few
meters to hundreds of thousands of kilometers (e.g. in the case of the Sun’s atmosphere).
The challenge is to develop a method by which physical phenomena on particle scales can
be self-consistently included, when needed, in a code that operates predominantly on fluid
scales. This requires the distribution function to be calculated from a suitable kinetic equa-
tion in tandem with the time-advancement of the system of fluid equations in order that
corrections can be made to the fluid variables.

5.1 Kinetic Equations

The key to calculating the distribution function in a collisional or weakly-collisional plasma
is the manner in which the collision term of the Boltzmann equation is treated. One of
two approaches is usually adopted. The first is to handle collisions via a phenomenological
term based on the expectation that the plasma particles will ultimately relax into a colli-
sional/Maxwellian distribution on some timescale that depends on the degree of collisional-
ity of the plasma. This was first suggested by Bhatnagar et al. (1954) and kinetic equations
of this form are commonly referred to as BGK equations (based on the initials of the authors
of that paper). (

∂fs

∂t

)
collisions

= νss(Fs − fs)+ νss′(Fss′ − fs), (26)

where s, s ′ denote the particle species (e.g. electrons and protons), νss, νss′ are the species
and inter-species collision frequencies, and F denotes a Maxwellian distribution deter-
mined by the local properties of the plasma (e.g. temperature, density and bulk flow). Morse
(1963) studied the energy and momentum exchange between non-equipartition gases in the
cases of Maxwell, Coulomb and hard sphere interactions, and Morse (1964) showed how
to choose free parameters for the cross-collision terms in BGK-type models to conserve
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density, momentum and energy. This work was limited by the underlying assumption that
ne/τei = ni/τie, which for a fully-ionized hydrogen plasma (ne = ni ) implies that electrons
and ions are equally affected by their mutual collisions (τei = τie) when in reality they re-
lax on a timescale longer by the square root of the mass ratio (τie =√mi/meτei ). Greene
(1973) then developed a simple improvement for BGK-type models of electron-ion colli-
sions to produce the correct relation between the time scales of ion-electron momentum
exchange and ion thermalisation. This work showed how to obtain the correct timescale or-
dering and how to choose the correct parameters for the Maxwellians in the cross-collision
terms to conserve density, momentum and energy.

The second approach to handling collisions is to assume that changes in the velocities
of charged particles are due to the cumulative effect of long-range encounters via inverse
square forces (e.g. Landau 1936). The collision integral can then be written (e.g. Ljepojevic
and Burgess 1990):

(
∂fs

∂t

)
collisions

=−
∑
i

∂

∂vis

(
fs
〈
�vis

〉) + 1

2

∑
i,j

∂2

∂vis∂v
j
s

(
fs
〈
�vis�v

j
s

〉)
, (27)

where

〈
�vis

〉=∑
s′

∫
fs′

(
v′s′
)∫ θmax

θmin

σss′(g,Ω)g�v
i
sd

2Ωd3v′s′ (28)

and

〈
�vis�v

j
s

〉=∑
s′

∫
fs′

(
v′s′
)∫ θmax

θmin

σss′(g,Ω)g�v
i
s�v

j
s d

2Ωd3v′s′ . (29)

The terms of Eqs. (27) to (29) are described in detail in Sect. 2(a) of Ljepojevic and Burgess
(1990). Equations of the form of (27) are commonly referred to as Fokker-Planck (FP) equa-
tions. Cohen et al. (1950) adopted a method of approximating the distribution function by
representing it as a Maxwellian plus a small perturbation to calculate the electrical conduc-
tivity of a gas. Their approach is valid in the presence of weak spatial gradients and weak
electromagnetic fields. The distribution function then takes the form fs = f0 + f1 where
f0 = Fs and

f1 = FsD(vs)μ, (30)

where μ is the cosine of the pitch angle. D is a function of the particle speed found by
substituting fs = f0 + f1 for fs in the Boltzmann equation, linearising the collisional in-
tegral in f1, and solving the integro-differential equation. Cohen et al. (1950) neglected
electron-electron interactions from the collision operator but Spitzer and Härm (1953), in
what is now considered the ‘classical’ treatment, followed the same approach and included
electron-electron interactions in their collision operator. They also extended the solutions to
completely ionized gases with different mean nuclear charges and calculate the electrical
and thermal conductivities of the gas. The solution to the integro-differential equation in the
classical treatment has the form (for electrons)

fe = Fe
(

1− λ0

[
ZDE

A

(
eE

kBTe
+ 1

Pe

∂Pe

∂s

)
− 2

ZDT

B

1

Te

∂Te

∂s

]
μ

)
. (31)

The quantitiesZDE/A andZDT /B are tabulated in Spitzer and Härm (1953) as functions of
the electron speed normalised to the thermal speed and λ0 is the mean-free-path of thermal
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electrons. Above a particular speed vcrit the calculated value of f1 becomes comparable
to f0 and the assumptions made to derive Eq. (31) are invalidated. The approximation of
Spitzer and Härm (1953) is only valid in the low-velocity regime v < vcrit and the upper
limit of the regime depends on the strength of the electric field E, and the temperature and
pressure gradients.

Rosenbluth et al. (1957) derived the Fokker-Planck equation for arbitrary distribution
functions in the case where two-body interactions are governed by a force that obeys the in-
verse square law. The coefficients�v and�v�v in the Fokker-Planck operator were written
in terms of two fundamental integrals/potentials that depend on the distribution function of
the background particles (including those of the same species). Expanding the distribution
function as a set of Legendre functions of the pitch angle, the Fokker-Planck equation is cast
into the form of an infinite set of one-dimensional, coupled non-linear integro-differential
equations. Approximating the distribution function by a finite series, the Fokker-Planck
equations can be solved numerically. Keeping one term of the series corresponds to the
approximate solution of Chandrasekhar (1943) and keeping two terms yields the solution of
Cohen et al. (1950). Rosenbluth et al. (1957) showed that
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with the Rosenbluth potentials
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∑
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where Γ = 4π(Zse)2(Zse)2 lnΛss

m2
s
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Ljepojevic and Burgess (1990) presented a step-by-step description of a method for cal-
culating the distribution function in the presence of strong gradients. In their method the
low-velocity part of the distribution is given by solution of Spitzer and Härm (1953). The
high-velocity tail of the distribution function is given as a solution to the high-velocity form
of the Fokker-Planck equation which is derived from Eqs. (32) and (33) by neglecting the
interaction between the high-velocity particles themselves and considering only their inter-
action with the low-velocity (near Maxwellian) part of the distribution function. One may
then derive a linearised form of the Boltzmann equation with the Fokker-Planck collision
operator that applies to high-velocity particles. For electrons:
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The full derivation of Eq. (34) is given by Ljepojevic and Burgess (1990) on pages 73 to 88
of their article. They also describe in detail a numerical treatment for its solution following
non-dimensionalisation and transformation into a form more convenient for numerical work.
The solutions in the low-velocity and high-velocity regime are combined, subject to suitable
matching conditions (e.g. smoothness), in a region of the velocity space where both methods
are approximately valid; two thermal speeds was found to be the optimal value.
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Given the significant complexities that are involved in working with the Fokker-Planck
equation it is tempting to revert to BGK-type approximations of the collision operator. How-
ever, one must be careful. Livi and Marsch (1986) compared the collisional relaxation of a
double-beam and a bi-Maxwellian distribution function for a Fokker-Planck and a BGK
collision operator. They found that moments of the distribution function up to and includ-
ing temperature (the 2nd moment) were in good agreement between the two schemes when
the frictional energy-loss rate was used as the effective collision frequency in the BGK op-
erator, but that the heat flux (the 3rd moment) exhibited differences due to its sensitivity
to the shape/skew of the distribution function, which enters the Fokker-Planck operator via
the second derivative of the distribution function w.r.t. velocity. Ljepojevic and MacNeice
(1988) calculated contributions to the heat flux in a solar flare atmosphere from the tail of
the distribution function using the high-velocity form of the Fokker-Planck equation (Ljepo-
jevic and Burgess 1990) and compared the results with a BGK-type calculation. They found
that the BGK technique can estimate contributions from the high-energy tail to the heat flux
to within order of magnitude.

As computers became more powerful, detailed numerical treatments of the Fokker-
Planck equation became feasible. Shoub (1983) provides a detailed discussion of the break-
down of the Spitzer and Härm (1953) calculation of the electron distribution function and
describes an approach to deriving and then solving numerically the high-velocity form of the
Landau-Fokker-Planck equation. Implications of the break-down of the local Maxwellian
approximation are discussed for: energy balance in the upper chromosphere and low TR;
the He resonance line spectrum; the Schmahl-Orrall observation of continuum absorption by
neutral H, and the origin of the 20,000 K temperature plateau. However, Shoub (1983) was
unable to say anything quantitative about the heat flux since the kinetic equation was only
solved to six thermal speeds. Had Shoub (1983) applied the same transformation following
non-dimensionalisation as employed by Ljepojevic and Burgess (1990) then it would have
been possible to significantly extend the calculation in velocity space. Ljepojevic (1990)
used the approach described in Ljepojevic and Burgess (1990) to show that distribution
functions are near Maxwellian in the commonly used FAL (Fontenla et al. 1993) models of
the photosphere to mid-TR and so the models are valid in their given form. MacNeice et al.
(1991) applied the same approach to the transition region of a flaring loop and found a sub-
stantial enhancement in the tail populations throughout that region of the atmosphere. We
discuss the results of some attempts to apply these calculations of distribution functions to
fluid models in order to take account of the consequences of non-Maxwellian distributions
in the following Section.

5.2 Heat Flux/Transport

The fluid equations are derived by taking successive moments of the Boltzmann equation
when it is written in terms of distribution functions that exhibit only small deviations from a
fully-relaxed Maxwellian distribution. Since the statistical treatment of a particle ensemble
in terms of a fluid is valid only in this collisional limit, then only small deviations can
be tolerated. In general, departures from Maxwellian are treated as a perturbation and the
distribution is expanded in terms of some parameter that should remain small, such as the
ratio of the electron mean-free-path to the temperature scale length (the Knudsen number,
Kn), in order to derive non-linear terms of the fluid equations such as the heat flux.

The transport of heat by thermal conduction is the dominant transport process in hot but
tenuous astrophysical plasmas. It determines the temperature and thus the density structure,
via the temperature-dependent scale length, in the solar atmosphere (for example) and so it

Reprinted from the journal 212



Collisional and Radiative Processes in Optically Thin Plasmas

is important to handle it as accurately as possible. The most commonly used form for the
heat flux is that given by Spitzer and Härm (1953), valid in the limit of weak gradients and
weak electric fields:

Fc =−κ∇T , (35)

where the conductivity κ = κ0T
5/2 (for a fully ionized hydrogen plasma) and the constant is

the quantity calculated by Spitzer (κ0 ≈ 10−6). Despite its strong non-linearity the form rep-
resented by Eq. (35) is convenient to implement in fluid-based numerical codes, but cannot
guarantee an accurate representation of the heat flux if it is used indiscriminately. Exper-
imental and numerical results have shown that its range of applicability is actually quite
limited. Equation (35) indicates that the heat flux can increase indefinitely provided that the
temperature gradient continues to steepen, but eventually a physical limit must be reached
when there are no more particles remaining to support the implied heat flux. This is the free-
streaming limit, essentially the maximum heat flux that the plasma can sustain, and may be
estimated by assuming that the majority of the particles (e.g. electrons) stream down the
temperature gradient at the thermal speed (Bradshaw and Cargill 2006) (more sophisticated
numerical treatments indicate the free-streaming limit is about 1/6 of this value). At the very
least, then, a limiter should be deployed in any numerical model that uses Eq. (35), in order
to constrain the heat flux to physically justifiable values.

There have been a number of efforts to derive systems of fluid equations that take account
of stronger departures from Maxwellian to be implemented in numerical models. Campbell
(1984) found a solution to the Boltzmann equation that extends the Chapman-Enskog ap-
proximation to large temperature gradients and electric fields, to calculate electron transport
in a fully ionized gas. The collision term was written in the form of a collisional relaxation
with a velocity-dependent relaxation time defined in terms of the scattering length. The dis-
tribution function was assumed to be separable with the angular dependence represented
by a slowly varying function. Calculating the moments of this distribution function led to
correction factors to the classical (Spitzer and Härm 1953) transport coefficients as a func-
tion of the temperature gradient scale-length and an inherently flux-limited heat flow. Killie
et al. (2004) derived a complete set of fluid equations for fully ionized gases that improve the
treatment of Coulomb collisions by taking into account the shape of the distribution function
to better calculate the heat flux and the thermal force. They chose an analytical velocity dis-
tribution function with a Maxwellian core plus a high-velocity correction term proportional
to v3, and obtained transport equations by inserting their choice of distribution function
into the Boltzmann equation with a Fokker-Planck collision operator. Chiuderi et al. (2011)
derived a set of two-fluid equations applicable to weakly collisional plasmas by using a re-
laxation approach to the collision operator and selecting ‘mixed’ Maxwellian distributions
for the two interacting species that conserve momentum and energy. The collisional term
in their treatment depends on an ‘average’ or ‘representative’ collisional timescale that is
velocity-independent.

Gray and Kilkenny (1980) described the results of experiments in which the ratio of the
electron mean-free-path to the temperature scale-length was found to be about 0.5 and en-
hanced low-frequency turbulence was observed. They used a numerical simulation of the
experimental set-up to show that ratios of 0.5 implied a heat flux limited to less than 5 %
of the free-streaming limit in the hot part of the plasma. They also found Te/Ti in the same
region sufficient to excite heat-flux driven ion acoustic turbulence, thus explaining the low
frequency turbulence observed in the experiment. The observed level of turbulence in the ex-
periment was enough to account for the predicted low thermal conductivity in the numerical
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model, which was due to electron scattering from interactions with the ion acoustic turbu-
lence. Bell et al. (1981) and Matte and Virmont (1982) studied electron heat transport down
steep temperature gradients in laser-induced plasmas by numerically solving the Fokker-
Planck equation. The heat flux was found to be substantially smaller than that predicted by
the classical theory or the free-streaming value when the mean-free-path reached a fraction
of only one-hundredth of the temperature scale length (Kn = 10−2). Shoub (1983) found
significant deviations from Maxwellian in the tail of the distribution for Kn= 10−3, but was
unable to provide a quantitative estimate of the heat flux. Owocki and Canfield (1986) used
a BGK-type method to calculate the electron distribution function in the solar transition
region to study the effect of a high-energy tail on the heat transport and collisional excita-
tion and ionization rates. For the case studied they found that non-classical transport does
not significantly alter the excitation or ionization state of ions with emission lines that form
predominantly in the lower transition region (with excitation energies in the range 10 eV, be-
cause electrons with these low energies thermalise quickly), but the non-classical heat flux
in this region does depend sensitively on the temperature gradient in the upper transition
region.

In the case of pronounced departures from Maxwellian distributions it is clear that cor-
rection factors and localised approaches to calculating the distribution function, and hence
the heat flux, are not sufficient. For example, contributions to local quantities from non-local
sources may lead to strong departures from local Maxwellian distributions. Such kinetic be-
haviour is inherently incompatible with the fluid approximation in which it is assumed that
the properties of the plasma can be determined entirely locally (e.g. the heat flux as a func-
tion of temperature and the temperature gradient). Since it is generally not feasible to solve
a kinetic equation (certainly not a time-dependent form) in tandem with the fluid equations
to correct for the consequences of kinetic behaviour, then the challenge is to find an alter-
native; e.g. a computationally tractable approach that can be implemented in an otherwise
fluid-based treatment, and that permits one to account for purely kinetic effects (e.g. non-
local influences) on quantities such as the heat flux in regions where the Knudsen number
grows large. One such approach is to adopt a delocalisation formula.

Luciani et al. (1983) found a delocalisation formula for the heat flux, using a set of so-
lutions to the Fokker-Planck equation. Delocalisation formulae are based on delocalisation
kernels that operate on calculations of the heat flux made using Eq. (35). The kernel essen-
tially acts to ‘smear’ the classical heat flux out over the computational domain in a manner
that mimics the spatial profile of the heat flux that would be found from a full Fokker-Planck
calculation. The formula presented by Luciani et al. (1983) has the form:

Fc(s)=
∫
w
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FSH
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s ′
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ds ′ (36)
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The quantity λ is an effective range for the electrons, related to the mean-free-path. In the
limit of shallow temperature and density gradients the kernel w behaves like a δ-function,
where

∫
w(s, s ′)ds ′ = 1 and Eq. (36) reduces to Fc = FSH . Despite the double integra-

tion, the delocalisation formula is straightforward to efficiently implement in a fluid code to
replace the heat flux in the form of Eq. (35). Luciani et al. (1985) found an analytical justi-
fication for the delocalisation formula and Bendib et al. (1988) developed an improvement
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Fig. 3 The heat flux in a solar
active region loop calculated by
Ljepojevic and MacNeice (1989),
Ljepojevic and Burgess (1990)
(solid line), Spitzer and Härm
(1953) (dotted line), Campbell
(1984) (dashed line), and Luciani
et al. (1983, 1985) (dot-dashed
line). Image credit: Ljepojevic
and MacNeice (1989)

that takes the presence of an electric field into account. More recently, Alouani-Bibi et al.
(2004) studied non-local electron heat transport using a number of different approximations
to the Rosenbluth potentials in the Fokker-Planck equation to find delocalisation kernels for
non-local heat flux formulae to be used in fluid codes.

A number of authors have compared the different approaches to calculating the heat flux
and have implemented them in numerical models in order to apply them to particular prob-
lems in which non-Maxwellian electron distributions are expected to arise. Smith (1986)
discussed classical (Spitzer and Härm 1953), locally limited (Campbell 1984) and non-local
(Luciani et al. 1983, 1985) algorithms for the heat flux and their application to heat transport
in the case of the steep temperature gradients (thin conduction fronts) that arise during the
impulsive phase of solar flares. Karpen and DeVore (1987) investigated how these differ-
ent formulations for the heat flux affect the physical characteristics of the corona, transition
region and chromosphere in numerical models of solar flares. Both sets of authors found
that the heat flux in the hot part of the plasma obtained with the non-local treatment was
smaller than the locally limited and classical values, whereas the heat flux in the colder parts
of the plasma (e.g. in the transition region and chromosphere) was significantly enhanced
compared with the locally limited and classical values. In consequence, both flux limiting
and delocalisation play an important role in the evolution of the plasma. In the case of flares
this leads to a ‘bottling up’ of energy in the corona, allowing it to reach much higher tem-
peratures, and the earlier onset of weaker chromospheric evaporation.

Ljepojevic and MacNeice (1989) calculated the heat flux in a solar active region coro-
nal loop from distribution functions obtained using the sophisticated model described in
Ljepojevic and Burgess (1990), and compared it with the heat flux given by the classical
treatment of Spitzer and Härm (1953), the correction coefficients to the classical treatment
given by Campbell (1984) and the heat flux given by the delocalisation formula of Luciani
et al. (1983, 1985) (Fig. 3). They concluded that the classical treatment failed completely
in the lower corona, predicting a strong heat flux flowing down the temperature gradient
when the kinetic equation yielded heat flux flowing up the temperature gradient, and the
possibility that the role of the heat flux could be misinterpreted in the energy balance of the
corona. Landi and Pantellini (2001) also found that the heat flux can flow up the temperature
gradient in the case of supra-thermal tails characterised by κ distributions with κ < 5. En-
couragingly, Ljepojevic and MacNeice (1989) did find relatively good agreement between
the delocalisation formula and the more sophisticated kinetic calculation. West et al. (2008)
implemented the delocalisation formula in the HYDRAD (e.g. Bradshaw and Mason 2003;
Bradshaw et al. 2012) code to investigate the lifetime of hot, nanoflare-heated plasma in the
solar corona. The aim of this work was to determine whether the bottling up of energy in
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the corona due to the severe heat flux limiting that arises in the limit of large Knudsen num-
bers provided sufficient time for the ionization state to equilibrate following rapid heating.
Alouani-Bibi and Matte (2002) developed a non-local model of electron heat flow in laser-
heated plasmas, taking into account super-Gaussian deformation of the electron distribution
function. Alouani-Bibi and Matte (2003) derived an analytical description of electron-ion
energy exchange by Coulomb collisions in the presence of super-Gaussian electron distri-
butions, and found the ratio Ti/Te at which the collisional electron-ion energy exchange
cancels increases from 1 in a Maxwellian plasma to 1.98 in a super-Gaussian plasma.

5.3 Excitation, Ionization and Radiation

The specific nature of the local distribution function can have an important effect on the rate
of excitation and ionization via collisions. Excitation is generally a consequence of interac-
tions between ions and electrons in the bulk of the distribution, but ionization is particularly
sensitive to the tail population. The stronger heat fluxes at the base of steep temperature
gradients found in a number of the studies described in Sect. 5.2 imply enhanced tail pop-
ulations of streaming electrons, which can feasibly alter the ionization state such that it can
no longer be considered a strong function of the local temperature (and, to a lesser extent,
the local density) alone. Collisional excitation rate coefficients can be calculated by substi-
tuting a suitable distribution function into Eq. (7) and the ionization rate can be calculated
by inserting the appropriate ionization cross-section (usually pertaining to the ground-state)
in place of Qi,j . Investigations of the effect of non-Maxwellian distributions on the ioniza-
tion state have proceeded along two general lines: (a) calculate the distribution function by
solving some simplified form of the Boltzmann equation (e.g. BGK, Fokker-Planck); or (b)
choose an analytical form for the distribution function with the properties of a Maxwellian
at low-velocities/energies, but which permits an enhanced tail population where the degree
of enhancement can be controlled by a single parameter. A popular generalisation of the
Maxwellian distribution that fulfills these requirements is the κ-distribution:

fκ(E)=Aκ
(

m

2πkBT

)3/2 √
E

(1+ E
(κ−1.5)kBT

)κ+1
; (38)

Aκ = Γ (κ + 1)

Γ (κ − 0.5)(κ − 1.5)3/2
. (39)

The κ-distribution has the form of a Maxwellian in the limit κ→∞. The most probable
energy of a particle in the distribution is Ep = (κ − 1.5)kBT /κ and the mean energy of
the distribution is 〈E〉 = 3kBT /2 (i.e. independent of κ and the same as the Maxwellian
at the same temperature). Yoon et al. (2006) and Rhee et al. (2006) demonstrated that κ-
distributions can be induced by spontaneous scattering (absent in collisional treatments)
when electron beams are accelerated by weakly turbulent processes.

Owocki and Scudder (1982) used κ-distributions to study the ionization state of gases
with non-Maxwellian electron distributions, finding changes from the ionization tempera-
ture assuming an underlying Maxwellian distribution of up to a factor of 2. The importance
of the high-velocity tail to the ionization state depends on the ratio of the ionization poten-
tial to the mean thermal energy of the electrons. Owocki and Scudder (1982) also found
that the high ionization energy required for the O VIII ↔ O IX transition means that oxy-
gen ionization at solar coronal temperatures is more sensitive to the tail of the distribution
than elements of lower ionization energy (such as iron) found within that temperature range.
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Fig. 4 The X-ray and UV continuum at 10 MK calculated from κ and n distributions representing different
strengths of departure from Maxwellian. Image credit: Dudík et al. (2012)

Dzifčáková and Kulinová (2003) calculated excitation, ionization and recombination rates
for κ-distributions for a range of values of the parameter κ . They found changes in the level
populations and the relative ion abundances. A synthetic spectrum was calculated which
showed that some C III, C IV and O IV lines are sensitive to the shape of the distribution
function and their intensities enhanced by a factor 2–6 in the presence of strongly non-
thermal distributions. Dzifčáková (2006) investigated the influence of κ-distributions in the
solar corona on Fe VIII–XV excitation and ionization, and on the line intensities associated
with those transitions. They concluded that it ought to be possible to diagnose the value of
κ that would best characterise the electron distribution from ratios of Fe IX 171 Å, Fe XII
195 Å and Fe XV 284 Å lines provided that the plasma density is known.

Dzifčáková and Mason (2008) calculated non-Maxwellian electron excitation rates for
ions of astrophysical interest. They demonstrated a method for extracting collision strengths
from the Maxwell-averaged collision strengths (Upsilons) that are provided by the CHI-
ANTI atomic database and then integrated these over the specific non-Maxwellian distri-
bution in order to calculate the corresponding excitation rate. κ-distributions, employing a
range of values of κ , were used to calculate synthetic spectra for Fe XV and XVI in the
50–80 Å range for comparison with solar observations. For consistency in the generation of
the synthetic spectra, Dzifčáková and Mason (2008) used the equilibrium ionization states
of Fe derived for a range of κ by Dzifčáková (2002). However, they found no conclusive
evidence for non-Maxwellian distributions in the particular flare dataset that was compared
with the synthetic spectra.

Dudík et al. (2011) calculated the bound-bound and free-free radiative losses arising from
plasmas with non-Maxwellian electron distribution functions using κ- and n-distributions
(Eqs. (5) and (6) of Dudík et al. 2011). It was found that changes in the radiative loss function
due to non-Maxwellian distributions are greater than errors in the atomic data and errors
due to missing contributions from free-bound continuum. While radiative loss functions
for κ distributions are generally weaker than for Maxwellians, the opposite is true for n-
distributions. They also found that the contribution from bremsstrahlung changes by only a
few percent, except in the extreme case of κ = 2. Following on from this earlier work, Dudík
et al. (2012) calculated the X-ray, UV and radio continuum arising from non-Maxwellian
distributions using κ- and n-distributions (Fig. 4). They found that at flare temperatures and
hard X-ray energies both the bremsstrahlung and the free-bound spectra are dependent on
the assumed distribution, and concluded that the low energy part of κ distributions can be
determined from observations of the continuum.
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Fig. 5 The optically-thin
radiative loss function. Image
credit: Landi and Landini (1999)

6 The Radiative Loss Function

The power per unit volume of plasma emitted by a single spectral line is given by Eq. (4).
The total power per unit volume is then the sum total of the power emitted by the many thou-
sands of spectral lines which belong to the chemical elements that comprise the plasma. In
the case of optically-thin astrophysical plasmas this quantity can be written in a conveniently
compact form:

ER =NeNHΛ(Te)
[
erg cm−3 s−1

]
, (40)

where NH is the number density of hydrogen atoms. In a fully ionized hydrogen plasma
Ne = NH . ER is generally referred to as the radiative volumetric loss rate. Λ(Te) is called
the optically-thin radiative loss function (or the total emissivity of the plasma, as shown
in Fig. 5) and it encapsulates a vast amount of atomic data. The radiative loss function
depends upon the element abundances, the ionization state of the elements, and transi-
tion energies and probabilities. These must be determined for hundreds of ions and in
many cases thousands of spectral lines per ion, in order that accurate radiative loss func-
tions can be calculated. As atomic data is improved and updated then so must the radia-
tive loss function. The most convenient way to keep abreast of developments is to use a
comprehensive and regularly updated atomic database, such as Chianti (Dere et al. 1997;
Landi et al. 1997, https://www.chiantidatabase.org), which contains carefully assessed
atomic data and the appropriate functionality for calculating spectra and Λ. A number of
assumptions concerning the properties of the plasma, such as the nature electron distribution
function and the time-dependence of the ionization state, are implicit in the most commonly
used calculations of Λ for astrophysical applications. The limits of these assumptions have
been demonstrated in Sects. 4 and 5 and so the emissivity of individual spectral lines and
the radiative loss function must be recalculated, whenever these limits are reached, to take
proper account of the microphysical processes that can arise in astrophysical plasmas.

Following Eq. (4) the emissivity of a single transition between energy levels j and g in a
particular ion is given by

εj,g = N(X+m)
N(X)

N(X)

N(H)

N(H)

Ne
Ceg,j�Ej,g

[
erg cm3 s−1

]
. (41)
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The ion emissivity is then obtained by summing over all of the transitions that may occur
within the ion:

ΛXi =
∑
λ

εj,g, (42)

so that ΛXi is the radiative loss function for the particular ionization state i of element X.
The radiative loss function for the element can be found by summing over the number of
charge states:

ΛX =
∑
i

ΛXi (43)

and the total radiative loss function is the sum over the number of elements of interest:

Λ=
∑
X

ΛX. (44)

The radiative loss function is strongly dependent on the electron temperature Te in equi-
librium, but it is clear from Eq. (41) how important the ionization state (the first factor on
the right-hand side) and the collisional excitation rate Ceg,j are to accurately calculating it.
When the ionization state exhibits strong departures from equilibrium then the temperature
dependence of the radiative loss function can be lifted, the rate of energy loss by radiation,
and the intensities of individual spectral lines, may not be characteristic of the actual elec-
tron temperature. Furthermore, the ionization state (via the ionization and recombination
rate coefficients) and the collisional excitation rate depend on the underlying electron dis-
tribution which is generally assumed to be Maxwellian, but circumstances can easily arise
astrophysical plasmas when this assumption is certainly not valid (Sect. 5).

7 Signatures and Diagnostics of Non-equilibrium Processes

Analytical analyses can identify the conditions under which non-equilibrium processes be-
come important to understanding the properties and behaviour of astrophysical plasmas, and
numerical models demonstrate that such conditions are commonplace in the optically-thin
astrophysical plasma systems that are the focus of a great deal of current research interest. In
this Section we consider potential signatures of non-equilibrium processes and the evidence
for their manifestation in observational datasets.

7.1 Non-equilibrium Ionization

Griem (1964) discussed the potential for departures from equilibrium of the ionization state
in cases where the dynamical evolution of the plasma occurs on timescales that are shorter
than those of ionization and recombination. He cited the particular example of transporting
the ion population across a strong temperature gradient, as might be the case in the solar
transition region. Joslyn et al. (1979a, 1979b) investigated steady flows across a range of
temperature gradients and found that ionization equilibrium in the transition region is an
acceptable assumption for iron at flow speeds no greater than 20 km/s, but that carbon and
oxygen ion populations can be driven away from equilibrium at flow speeds of only 1 km/s.
Raymond and Dupree (1978) and Dupree et al. (1979) carried out a similar study related to
steady flows in the transition region and also found significant departures of the ion popula-
tions from equilibrium. Borini and Noci (1982) investigated the ionization state in coronal
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loops in the temperature range 0.2 MK to 2 MK and showed that considerable deviations
from equilibrium ionization could arise in average to low intensity loops characterised by
high-speed flows. They reported a pronounced effect for cooler loops, which despite exhibit-
ing lower speed flows were found to have steeper temperature and density gradients than hot
loops.

Noci et al. (1989) calculate the number density of carbon ions for a selection of coronal
loops models in the case of steady-state, sub-sonic flows (siphon flows) and found depar-
tures from equilibrium of the ionization state for flows of only a few km/s at the loop apex
and for a factor of 10 slower at the base of the transition region. Spadaro et al. (1990a)
calculated the spectral line profiles of carbon ions formed in the transition region that are
commonly used in spectroscopic diagnostic studies. They used the number densities of the
carbon ions found by Noci et al. (1989) and found predominantly blue-shifted emission
lines, which could not be reconciled with observations that show both up- and down-flows
in the transition region. The absence of red-shifted emission was attributed to the assumption
of spatially uniform heating. Spadaro et al. (1990b) focused on the corona and calculated
the emissivities of carbon and oxygen, both in and out of equilibrium, and found substantial
differences between the resulting radiative loss functions. In the case of up-flows (down-
flows) the radiative losses were generally enhanced (suppressed). One may understand this
by considering an ion of relatively low charge state transported into a region of tempera-
ture significantly higher than the formation temperature of the ion in equilibrium; the ion
will tend to emit more strongly since a greater proportion of the electrons in the bulk of the
distribution will have sufficient energy to excite its emission lines.

Spadaro and Ventura (1994a, 1994b) studied the effect of non-equilibrium ion popula-
tions on the line intensities of O VI and H I ions that originate in solar wind source regions.
They calculated the intensity and line profiles for equilibrium and non-equilibrium ioniza-
tion balance based on a steady flow model, finding significant deviations from equilibrium
beyond 3–4 solar radii for O VI and beyond 5 solar radii for the Lyman α emission from
H I. These results are significant for estimates of the solar wind speed that rely on the
Doppler-dimming technique, which estimates the speed from variations in the line intensi-
ties compared with their expected values in the absence of a steady outflow.

Spadaro et al. (1994) investigated the signatures that may be observable when non-
equilibrium ion populations are present and should be considered when carrying out spec-
troscopic diagnostics using line ratios. Since non-equilibrium ion populations are displaced
from their temperatures of peak abundance in equilibrium, the temperature-dependent Boltz-
mann factors that appear in the expression for the excitation rate coefficients for the spectral
lines are changed considerably, which results in changes to the energy level populations, the
line intensities and, consequently, the values of the line ratios. The values of the temperature
sensitive line intensities arising from the non-equilibrium C IV and O IV–VI populations cal-
culated by Noci et al. (1989) (carbon) and Spadaro et al. (1990b) (oxygen) were compared
with the same line intensities computed in equilibrium. In the presence of a non-equilibrium
ion population the line intensities were found to be reduced for both up-flows and down-
flows across the transition region temperature gradient. The C IV population was found to
be the most sensitive to non-equilibrium ionization, with decreases in the line ratio by an
order of magnitude in the case of down-flows. In response to discrepancies identified by
Keenan et al. (1992) between C IV line intensities observed during highly dynamic events
and theoretical predictions of the same line intensities, Spadaro et al. (1995) used a siphon-
flow model and non-equilibrium ion populations to recalculate the predicted line intensities.
However, they found only a marginal improvements in the agreement between the observed
and predicted intensities when non-equilibrium ionization was accounted for, and concluded
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that the observed intensities could not be reconciled with a sub-sonic, siphon-flow model.
Esser et al. (1998) examined the effect on the ionization state of the solar wind when the
acceleration process occurs at much lower heights in the solar atmosphere than previously
considered, based on flow speeds estimated from chromospheric, transition region and coro-
nal emission lines. These observations yielded flow speeds for O VI ions that are a factor of
3–4 greater than indicated by earlier work, which imply the ion populations may depart from
equilibrium as they are transported at speed across the steep temperature gradients found in
the lower atmosphere. In this case, the use of charge state ratios to estimate equilibrium
temperatures is unlikely to be valid. Esser et al. (1998) found outflow models with speeds
in the region of 130–230 km/s to predict charge state ratios consistent with those observed.
Edgar and Esser (2000) considered the effect of non-equilibrium ionization on the ratio of
Ne VI to Mg VI lines in the solar transition region, which is used as a diagnostic of the first
ionization potential (FIP) effect. In the presence of a strong heating or cooling effect the
populations of ions of low FIP are enhanced relative to those of higher FIP. They calculated
the non-equilibrium populations of these ions for simple flows across the transition region
and showed that their spectral line ratios depend on non-equilibrium effects, as well as on
the temperature and density.

These investigations into the consequences of non-equilibrium ionization assumed
steady-state conditions where only flows may affect the ionization state in the presence
of a steep temperature gradient. In general, this is due to the assumption of some form of
constant heating that maintains the plasma in a steady-state condition, but this need not be
so. There exist mechanisms by which energy can be impulsively released into the plasma on
short timescales (e.g. a collisionless shock or magnetic reconnection) leading to temperature
changes on timescales that are short compared with the ionization time. Local temperature
enhancements can give rise to localised pressure gradients which may in turn drive flows.
Consequently, a detailed understanding of the consequences of non-equilibrium ionization
requires a treatment of both local, temporal changes in the plasma properties and the fast
transport of ions by flows. A shock is perhaps the simplest case, since it drives the plasma
from one nearly steady state to another, and if the shock is strong the ionization state can be
far from equilibrium. Ma et al. (2011) used the compression, density and heating determined
from optical and radio observations of a CME-driven shock to compute the time-dependent
ionization in the post-shock flow, and they found that it matched the observed rise times of
emission in the AIA bands.

Hansteen (1993) presented a numerical model that solved the time-dependent ion popu-
lation equations in tandem with the hydrodynamic equations, taking account of departures
from ionization equilibrium on the radiative losses for ions formed below 0.3 MK. The
model was used to study the dynamic response of a coronal loop to energy released impul-
sively near the apex. It was found that the line shifts predicted for C IV, O IV and O VI by
the model were consistent with the persistent red-shifts observed in transition region lines
(e.g. Brekke et al. 1997). The amplitude of the predicted line shift was shown to depend on
the ionization timescale of the emitting ion. It was also found that the radiative losses could
change by a factor of 2 due to the influence of flows and waves on the ion population. Teriaca
et al. (1999a) noted the presence of blue-shifts at temperatures characteristic of the transi-
tion region in the quiet Sun and in active regions and Teriaca et al. (1999b) suggested that
impulsive heating localised in the transition region at the temperature of peak O VI abun-
dance in equilibrium (0.3 MK) might account for the presence of red-shifts and blue-shifts.
The heating (whether located at the loop apex or in the transition region) generates com-
pression waves and by including the partial reflection of the downward propagating wave
from the chromosphere, and allowing for non-equilibrium ionization, reasonable agreement
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was found between the observed Doppler-shifts and those predicted by the numerical model
(red-shifts in the cooler C IV lines and blue-shifts in the warmer O VI lines). Doyle et al.
(2002) found that the higher the temperature at which a heating event occurs then the greater
the delay in the response from the mid-transition region lines in terms of changes in the
Doppler-shift.

Bradshaw and Mason (2003) studied the response of the plasma and the ionization state
to a small-scale, impulsive energy release at the apex of a coronal loop, characteristic of
nanoflare heating and solved the ion population equations for the 15 most abundant ele-
ments of the solar atmosphere (including C, O, Ne, Mg, Si and Fe). The ionization state
was used to calculate the radiative loss function in the energy equation, thereby coupling
the energy balance with the ionization state. They concluded that broad/narrow-band imag-
ing instruments can miss small-scale heating events entirely due to the weak sensitivity of
the non-equilibrium emissivity to the changing temperature compared to the emissivity for
equilibrium ionization, which fell by a factor of up to 5. The non-equilibrium emission
remained relatively steady throughout the heating event, despite a factor 2 change in the
temperature on a timescale of 30 s. In order to diagnose non-equilibrium ionization they
proposed searching for signatures in line ratios of ion pairs that are populous in the tem-
perature range of interest but have different characteristic lifetimes (e.g. C IV and O VI in
the transition region, or different ions of Fe at coronal temperature). Bradshaw et al. (2004)
investigated non-equilibrium ionization in a small compact flare, using the same numeri-
cal model as Bradshaw and Mason (2003), and localised the energy release in the corona
to drive the flare evolution by thermal conduction. During the impulsive phase they found
the emissivities of He I, He II and C IV in the transition region to be strongly enhanced
above their expected equilibrium values, which was then followed by a significant reduc-
tion leading to an increase in the amount of chromospheric plasma ablated into the corona
(less energy radiated in the transition region leaves more energy available to drive ablation).
During the initial energy release the charge state of the coronal ions was seen to evolve sub-
stantially out-of-equilibrium with the increasing temperature and line ratio measurements
would yield plasma temperatures that are much greater than the formation temperature of the
emitting ion. During the gradual phase the emissivity at transition region temperatures was
suppressed relative to equilibrium with reduced downflow velocities, since the enthalpy flux
did not have to work as hard to power the transition region, and commensurately increased
radiative cooling time-scales. The flare emission as it would be detected by TRACE in its
171 Å and 195 Å wavelength bands was computed and it was found that the filter ratio tech-
nique can give reasonably good estimates of the plasma temperature in quiescence. However,
when the populations of Fe VIII, Fe IX, Fe X and Fe XII exhibited non-equilibrium effects
the temperatures derived from filter ratio measurements were unreliable.

Bradshaw and Cargill (2006) and Reale and Orlando (2008) considered strong or ‘ex-
plosive’ heating, on short timescales to high temperatures, in an initially rarefied coronal
loop atmosphere, to determine the consequences for the evolution of the ionization state.
They found extremely strong departures from ionization equilibrium and concluded that for
sufficiently short heating events the charge states characteristic of the highest temperatures
reached (10–30 MK) could never be created before the onset of fast cooling by thermal con-
duction and coronal filling by chromospheric ablation (Fig. 6). In consequence, the emission
measure peaks at temperatures significantly lower than the peak temperature of the plasma
and forward modeling emission in the wavelength range of Hinode-EIS showed that no ‘hot’
(e.g. > 10 MK) component of the plasma would be detected. Heating models that assume
ionization equilibrium predict such a hot component, but no observational evidence has yet
been found and so non-equilibrium ionization presents one possibility to reconcile obser-
vations with current theory. In the future, observations of the solar X-ray continuum could
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Fig. 6 Ion population fractions along a heated coronal loop calculated in equilibrium and non-equilibrium.
The highly charged states associated with the hottest plasmas in equilibrium are never reached in the non-e-
quilibrium calculation before the onset of cooling. Image credit: Reale and Orlando (2008)

be used to confirm, or otherwise, the presence of a hot component to the emission. The X-
ray continuum is due mostly to bremsstrahlung from H and He, which is not sensitive to
non-equilibrium ionization effects. There is a significant contribution from radiative recom-
bination in over-ionized plasmas and radiative recombination continua (RRC) are seen in a
few X-ray binaries (Cyg X-3: Paerels et al. 2000) and supernova remnants (IC 443: Yam-
aguchi et al. 2009). In under-ionized plasmas, such as may be created in the case of rapid
heating in the solar corona, the RRC is weak compared to the bremsstrahlung. In any case
the RRC scales as exp(hν/kBT ) and so provided the edges of the most abundant elements
are avoided, the continuum shape can be used to diagnose the temperature. Bradshaw and
Klimchuk (2011) conducted a more extensive survey of the parameter space of energy re-
lease magnitudes and timescales, and carried out forward modeling to predict the emission
that would be detected in the passbands of the recently launched SDO-AIA, in order to per-
form a more detailed evaluation of the potential for non-equilibrium ionization to explain
the high temperature part of the emission measure. The study led to several conclusions:
(1) Deviations from equilibrium were found to be greatest for short-duration nanoflares at
low initial coronal densities. (2) Hot emission lines were the most affected and could be
suppressed to the point of invisibility. (3) For many of the heating scenarios considered the
emission detected in several of the SDO-AIA channels (131, 193, and 211 Å) was predicted
to be dominated by warm, overdense, cooling plasma. (4) It was found to be difficult to avoid
creating coronal loops that emit strongly at 1.5 MK and in the range 2–6 MK, which are the
most commonly observed kind, for a broad range of nanoflare scenarios; the mere abun-
dance of such loops does not help to constrain the heating parameter space. (5) The Fe XV
(284.16 Å) emission predicted by most of the models was about 10 times brighter than the
predicted Ca XVII (192.82 Å) emission, consistent with observations. Bradshaw and Klim-
chuk (2011) concluded that small-scale, impulsive heating that induces non-equilibrium ion-

223 Reprinted from the journal



S.J. Bradshaw, J. Raymond

ization leads to predictions for observable quantities that are entirely consistent with what is
actually observed.

On larger spatial scales Rakowski et al. (2007) examined the ionization state of several
elements derived from in-situ observations of a halo coronal mass ejection (CME) made by
the Advanced Composition Explorer (ACE). They assumed an evolution for the CME based
on observations and models, and solved the ion population equations for the elements to
be compared with the ACE data. They found that plasma in the core of the CME required
further heating, possibly due to post-eruptive reconnection following the filament eruption,
to reconcile the predicted and observed populations. Plasma in the CME cavity, however,
was found not to be further ionized following the eruption, because the low density in that
region effectively freezes the ion populations in the state they existed in close to the Sun.
Murphy et al. (2011) and Landi et al. (2010) used the time-dependent ionization in CME
ejecta to constrain the temperature history of the expanding plasma and show that an amount
of heat comparable to the kinetic energy must be injected to counteract the radiative and
adiabatic expansion cooling. Ko et al. (2010) examined the time-dependent ionization in
post-eruption current sheets for a Petschek-type reconnection exhaust, and found that the
observable line intensities depended strongly on the height of the reconnection X-line, as
well as the density and magnetic field in the surrounding plasma.

7.2 Non-Maxwellian Distributions

The heat flux is sensitive to the underlying distribution of the particles that carry it and
since properties of the distribution may also manifest in the emission spectra, then one may
consider predicting observable signatures of the heat flux based on the results of numeri-
cal experiments and then searching for them in observational datasets. Karpen et al. (1989)
used the results of their earlier flare calculations (Karpen and DeVore 1987) to investigate
the effect of different heat flux formulations on the X-ray resonance lines of Ca XIX and
Mg XI and included non-equilibrium ionization in their computation of the spectral lines.
By comparing the results of spectroscopic diagnostics carried out with the predicted and
observed emission lines, they found the properties of the flare plasma to be most consistent
with the non-local formulation of the heat flux. Jiang et al. (2006) found thermal conductiv-
ity suppressed relative to the classical value in a loop-top source during the late decay phase
of a flare, strongly indicative of the onset of flux limiting. The measured cooling timescale
was longer than that predicted by classical thermal conduction, but shorter than for radia-
tive cooling. However, they were unable to definitively determine whether plasma wave
turbulence was providing additional heating and/or suppressing conduction by scattering
electrons.

Esser and Edgar (2000, 2002) address the issue that electron temperatures observed at
the solar wind acceleration site in the inner corona are too low to give rise to the ion pop-
ulations observed in-situ in the solar wind, by considering non-Maxwellian electron distri-
butions. They show that reconciling the low electron temperatures and the relatively highly
charged ions requires a number of conditions to be satisfied in the inner corona. (1) The
electron distribution function must be near-Maxwellian at the coronal base. (2) A depar-
ture from Maxwellian must then occur rapidly as a function of height, reaching essentially
interplanetary properties within a few solar radii. (3) Ions of different elements must have
different speeds to separate their freezing-in distances enough that they encounter different
distributions.They also show that the required distributions are very sensitive to the electron
temperature, density, and ion flow speed profiles in the coronal region where the ions form.
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A number of studies have adopted forms of non-Maxwellian electron distributions to ex-
plain differences between the predicted and observed properties of emission lines. Dufton
et al. (1984) found that discrepancies between the observed and theoretically predicted ratios
of lines from Si III could plausibly be explained by non-Maxwellian electron distributions.
However, Anderson et al. (1996) showed that the κ = 2.5 distribution used in velocity fil-
tration models of coronal heating overpredicts the intensities of lines normally formed near
105 K by a factor of 100. Pinfield et al. (1999) presented evidence that observations made by
SoHO-SUMER showing enhancements in the predicted Si III 1313 Å line intensity by a fac-
tor of 5 in active regions, and by a factor of 2 in the quiet Sun and coronal holes, could also
be explained by non-Maxwellians. Ralchenko et al. (2007) showed that the excess bright-
ness of some hotter lines (low lying transitions in ions formed at temperatures greater than
2 MK) in the quiet corona may be accounted for by a two-component Maxwellian, where
a high-energy component adding 5 % electrons in the temperature range 300–400 eV is
needed to account for the excess brightness.

Dzifčáková et al. (2008) carried out thermal and non-thermal diagnostics of a solar flare
observed with RESIK and RHESSI. They found that in comparison with a synthetic isother-
mal or multithermal spectra, a non-thermal synthetic spectrum fitted the observed Si XII
dielectronic satellite lines much more closely (with error less than 10 %), and concluded
that evidence for significant deviations of the free electron distribution from Maxwellian
during the impulsive phase of a solar flare can be diagnosed using X-ray spectral observa-
tions. Dzifčáková et al. (2011) explained features of the RESIK X-ray flare spectra using a
Maxwellian or n-distribution for the bulk and a power-law tail, finding that the power-law
tail has only a small effect on the satellite-to-allowed Si XIId/Si XIII ratio, which is sensitive
to the shape of the bulk distribution and allows the parameter n to be diagnosed. Kulinová
et al. (2011) carried out diagnostics of non-thermal distributions in solar flares observed
with RESIK and RHESSI. They used two independent diagnostic methods, both indicating
the flare plasma affected by the electron beam can have a non-thermal component in the 2–
(−5) keV range, which was found to be well-described by the n-distribution. Spectral line
analysis also revealed that the n-distribution does not occupy the same spatial location as
the thermal component detected by RHESSI at 10 keV. Karlický et al. (2012) investigated
the physical meaning of n-distributions in solar flares. The electron component of the return
current in a beam-plasma system was shown to have the form of a moving Maxwellian and
this was found to be very similar to the high-energy part of an n-distribution.

Dudík et al. (2009) calculated TRACE EUV filter responses to emission arising from
non-Maxwellian distributions and showed that for κ-distributions the resulting responses
to emission are more broadly dependent on temperature, and their maxima are flatter than
for the Maxwellian electron distribution. Dzifčáková and Kulinová (2010) computed a set
of synthetic spectra for various κ-distributions with varying electron densities and mean
energies in the spectral range corresponding to the Hinode/EIS and Coronas-F/SPIRIT de-
tectors. Strong EUV lines of Fe in various degrees of ionization were used to analyze the
sensitivity of the line ratios to the shape of the distribution function, electron density, and
temperature. It was found that EUV coronal Fe lines are generally not very suitable for di-
agnosing the non-thermal distributions due to their high sensitivity to electron density, but
pairs of Fe XVII lines were reasonably good candidates for non-thermal diagnostics. Fi-
nally, Dzifčáková and Kulinová (2011) was able to explain the observed intensity of the
Si III spectrum in coronal holes, the quiet Sun and active region transition regions by adopt-
ing an underlying κ-distribution for the electrons.
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8 Summary and Future Directions

We have reviewed a number of the microphysical processes occurring in optically-thin, as-
trophysical plasma environments, such as supernova remnants and the solar corona, that
specifically influence their internal physics such as energy transport and atomic processes
and, in consequence, their emission spectra. In particular, we have described the theory
of spectral line formation in the coronal approximation and how it is affected by the de-
coupling of the ion population from the local temperature (non-equilibrium ionization), that
arises when collisional processes are unable to keep pace with heating or cooling, and by
the formation of non-Maxwellian particle distribution functions, which are also related to
the collisionality of the plasma. Calculations of the charge state of the plasma both in and
out of equilibrium, and the most computationally tractable formulations of the kinetic equa-
tions that are solved to find the underlying particle distribution function have been presented.
A selection of methods have been discussed by which the heat flux can be calculated in a
hot plasma, when even near-thermal electrons have long mean-free-paths in relation to the
characteristic spatial scales of the system, inducing strongly non-Maxwellian distributions,
without recourse to solving a full kinetic equation. In addition, the ways in which non-
Maxwellian distributions alter the rates of excitation and ionization have been considered.
The results and findings from practical applications of these calculations have been shown
throughout and the physics of these processes has been connected with the total radiative en-
ergy loss from the system. Finally, evidence for observational signatures of non-equilibrium
ionization and non-Maxwellian particle distributions has been presented in association with
discussions of the diagnostics that have been used to reveal their influence.

In the future, as astrophysical plasmas are probed with ever greater spatial, temporal and
spectral resolution, we expect the microphysical processes that we have discussed here to
become increasingly important to developing a full understanding of the physics that drives
and governs these systems. The forthcoming Interface Region Imaging Spectrograph (IRIS:
De Pontieu 2009) will provide detailed spectroscopic observations of exactly the region of
the Sun’s atmosphere where non-equilibrium ionization and non-Maxwellian particle dis-
tributions may play a large role in forming the spectral emission lines and, consequently,
in determining what information about those regions can be extracted from the spectra by
diagnostic studies. The upper-chromosphere and lower-transition region are highly dynamic
environments where non-equilibrium ionization has been predicted to be a significant factor
in emission from ions such as C IV and Si IV (Li-like and Na-like, respectively) that are un-
dergoing heating (Judge et al. 2012); their enhanced emission would lead to over-estimates
of the density if equilibrium ionization were assumed when interpreting the observations.
IRIS may be able to shed light on the strength of departures from equilibrium in this regime.

Furthermore, streaming particles that enhance the tails of the particle distributions in
the interface region may play a role in producing emission from ions of higher charge
state than would be predicted from the local temperature alone. A larger tail population
provides more electrons with sufficient energy to ionize the ambient plasma to a greater
degree. The source of the streaming particles may be a hot (≥ 10 MK) component of the
coronal emission due to in-situ heating in a high-altitude region where the energy per par-
ticle is large, leading to high temperatures and mean-free-paths of lengths on the order
of the spatial scales of the magnetic structures, even for near-thermal electrons. Observa-
tions of the corona at the highest spatial resolution so far achieved (75 km: Cirtain et al.
2013) indicate the presence of entwined bundles of magnetic flux that may be reminis-
cent of the long-theorized braiding of magnetic field lines leading to reconnection and
heating (e.g. Parker 1983). The hot component may be extremely difficult, if not impos-
sible, to observe directly if the plasma is initially tenuous (Bradshaw and Cargill 2006;
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Reale and Orlando 2008), but if reconnection does lead to high temperatures and streaming
particles, or direct particle acceleration, in the corona, then suitably sophisticated numerical
models may be able to predict detectable signatures from lower altitude emission as indirect
evidence that can be searched for in real observations by instruments such as IRIS.

Finally, the initial state of what ultimately becomes coronal plasma after heating occurs
is another question that is worthy of attention. For example, does heating occur during ac-
tive region emergence or following the draining of the material dredged up from below the
surface as it rises? If the plasma carried to high altitudes cools below ≈ 20,000 K then it
becomes significantly partially ionized and, no longer supported by the Lorentz force due to
the emerging field, the neutral atoms rain back onto the surface. In this scenario one might
expect the active region plasma to be in an initially tenuous state and the energy per particle
relatively high in the case of direct heating, giving rise to very high temperatures where the
magnetic field strength and free energy are greatest (in the core of the active region). This
may also be the case if the heating is intermittent and the corona is allowed to drain sub-
stantially between heating events. Evidence is beginning to accumulate to suggest that the
frequency of heating in active regions increases with its age (Ugarte-Urra and Warren 2012);
young active regions are heated by low-frequency events (e.g. Mulu-Moore et al. 2011;
Bradshaw et al. 2012) and older active regions are heated with greater frequency (e.g. War-
ren et al. 2010; Reep et al. 2013). The physics of heat flux saturation and non-local thermal
conduction must come into play when considering the energy transport and the overall en-
ergy balance of a hot but tenuous atmosphere and the treatments that extend the classical
heat flux, described in Sect. 5.2, must be revisited. In the case of steady heating, where
the atmosphere is near hydrostatic, the flux saturation regime is not reached but non-local
thermal conduction may still be important in the high-temperature cores of active regions.
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Abstract The concept of reconnection is found in many fields of physics with the closest
analogue to magnetic reconnection being the reconnection of vortex tubes in hydrodynam-
ics. In plasmas, magnetic reconnection plays an important role in release of energy associ-
ated with the magnetic shear into particle energy. Although most studies to date have focused
on 2D reconnection, the availability of 3D petascale kinetic simulations have brought the
complexity of 3D reconnection to the forefront in collisionless reconnection studies. Here
we briefly review the latest advances in 2D and compare and contrast the results with recent
3D studies that address role of anomalous transport in reconnection, effects of turbulence
on the rate and structure, among others. Another outcome of recent research is the realiza-
tion of a deeper link between turbulence and reconnection where the common denominator
is the generic formation of electron scale sheets which dissipate the energy through recon-
nection. Finally, we close the review by listing some of the major outstanding problems in
reconnection physics.
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1 Introduction

A commonly occurring structure in magnetized plasmas is a current sheet: a quasi-
equilibrium structure supporting a finite magnetic shear. Magnetic reconnection is an im-
portant process that enables release of energy associated with the magnetic shear into
other forms of energy. Magnetic reconnection (henceforth called “reconnection”) is sur-
prisingly robust, operating in a wide variety of conditions, from fully collisional to
collisionless, from laminar to fully turbulent medium, and from nonrelativistic to rel-
ativistic regimes (Priest and Forbes 2000; Biskamp 2005; Zweibel and Yamada 2009;
Uzdensky 2011). This diversity has led to at least four distinct lines of research that have
historically evolved with minimal cross-pollination: (a) reconnection of single, laminar
current sheet with applications to laboratory plasmas (Yamada et al. 2010; Roytershteyn
et al. 2010, 2013a), planetary magnetospheres (Fuselier and Lewis 2011; Hesse et al. 2011;
Mozer et al. 2011a, 2011b; Paschmann et al. 2013; Egedal et al. 2013; Scudder et al.
2012), solar wind (Gosling 2010, 2012), and the Sun (Daughton and Roytershteyn 2012;
Cassak and Shay 2012); (b) reconnection of current sheet in the presence of imposed mag-
netohydrodynamic (MHD) turbulence with applications to astrophysical plasmas (Lazarian
and Vishniac 1999; Lapenta and Lazarian 2012; Lazarian et al. 2012), (c) reconnection in
filamentary current sheets generated as part of the turbulence cascade with applications to
solar wind (Matthaeus and Lamkin 1985; Matthaeus and Velli 2011; Servidio et al. 2011;
Karimabadi et al. 2013); and (d) theoretical studies on the general definition and charac-
terization of reconnection in 3D with applications so far mostly to laboratory and the Sun
(Hesse and Schindler 1988; Priest and Forbes 2000; Pontin 2011; Yeates and Hornig 2011;
Boozer 2012). Many scientists have made important contributions to the field of reconnec-
tion and it is impossible to reference all the papers. As a compromise we have cited above
mostly review articles with each containing a comprehensive list of references in each spe-
cialized area.

There have been several recent reviews, each emphasizing a particular aspect of recon-
nection and/or regime. Our focus here is to provide an overview of recent theoretical ad-
vances in collisionless reconnection. One of the key discoveries has been the generic forma-
tion of electron layers that can affect the structure of the reconnection layer, lead to time-
dependent reconnection, and contribute to self-generation of turbulence in 3D. We start by a
brief overview of two-dimensional (2D) reconnection models and the discovery of two new
regimes of reconnection as a function of guide field. The second part of this review concerns
recent extension of the 2D studies to 3D made possible by the recent advent of petascale
computing. One of the outcomes of these studies has been the realization that reconnection
and turbulence are intimately related. We discuss this connection and give suggestions for
future work.

2 2D Reconnection

Most theoretical models have focused on 2D steady state reconnection in the presence of a
single X-line. In this limit, resistive MHD simulations have established a direct link between
the length of the diffusion region and the type of reconnection possible. Within the MHD
model, the length of the diffusion region is determined by the localization scale of the re-
sistivity. A continuum of solutions are obtained (Priest and Forbes 2000) ranging from fast
reconnection when resistivity is localized (Petschek 1964) to inefficient reconnection (Sweet
1958; Parker 1957) when resistivity is uniform. It is instructive to start with the Sweet-Parker
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Fig. 1 Evolution in our
understanding of the diffusion
region in reconnection in 2D
anti-parallel geometry.
(a) Sweet-Parker model.
(b) Hall-mediated reconnection
model where the electron
diffusion region was thought to
remain on electron scales in
length. (c) Current model of
reconnection where the electron
layers have been observed to
extend to macroscopic scales in
length. Also shown are electron
streamlines. Adapted from
Karimabadi et al. (2007)

model (SP) (Fig. 1a) which is a steady state solution of 2D, incompressible, resistive MHD.
Through the use of conservation laws and neglecting the resistive heating within the layer,
one obtains the following expressions for the reconnection rate (R ≡Uin/VA):

R = Uin

VA
= δsp

Lsp
= 1√

S
. (1)

Here Uin is the inflow velocity, VA = Bo/√4πmin is the Alfven speed, Bo is the re-
connecting component of the magnetic field upstream of the layer, n is the plasma density
in the current sheet, δsp and Lsp are the half-width and the half-length of the layer, and
S = 4πVALsp/ηc2 is the Lundquist number. The fact that Uout = VA in the SP solution has
been used in the derivation of the above equations.

In contrast to MHD, in a kinetic plasma electrons and ions decouple from the magnetic
field on different scales (Sonnerup 1979; Mandt et al. 1994) and the diffusion region consists
of an inner electron region and an outer ion region as illustrated in (Fig. 1b). An estimate
of the relative role of each diffusion region in controlling reconnection can be obtained
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as follows. The maximum possible reconnection rate through the diffusion region can be
estimated by assuming a limiting outflow velocity and then imposing mass conservation as
in the Sweet-Parker analysis. Applying it to the electron diffusion region with half-thickness
of δe and half-length of Le yields:

Re = δe

Le

Ueout

VAe
. (2)

Here Ueout is the electron outflow velocity and VAe is the electron Alfven speed. Since
Ueout ≤ VAe (neglecting pressure gradients which could permit faster or slower outflow
speeds), the maximum possible rate is set by the aspect ratio δe/Le . In general the out-
flow speed of each species can be lower than the Alfven speed for that species. However,
in some cases such as the SP, the outflow speed is the Alfven speed and the rate is given
exactly by the aspect ratio. Using the same analysis, one can derive the maximum rate Ri
through the ion diffusion. Taking the ratio, we find:

Ri

Re
=
(
Be

Bi

)2(
ni

ne

)1/2(
mi

me

)1/2

. (3)

Here Be and ne are the values of the magnetic field and density just upstream of the
electron diffusion region and Bi and ni are those just upstream of the ion diffusion region.
For a given ion reconnection rate Ri and assuming Ueout = VAe and Uiout = VAi , one may use
these expressions to estimate the aspect ratio of the electron diffusion required for electrons
to start becoming the bottleneck:

Le

δe
= 1

Ri

(
Be

Bi

)2(
mi

me

)1/2

. (4)

The width of the electron diffusion region in the collisionless regime is fairly well un-
derstood and is thought to be on the order of electron skin depth δe ∼ de . Simulations
show Bi ∼ 2Be , although there exists variations in this ratio in different regimes. Taking
mi/me = 1836, we find Le/δe ∼ 107. Assuming Ri ∼ 0.1 and δe ∼ de , this means the elec-
tron diffusion region has to elongate to Le ∼ 107de ∼ 2.5di for electrons to form a Sweet-
Parker type bottleneck.

In the Hall-mediated model of reconnection (Birn et al. 2001; Hesse et al. 2001; Pritchett
2001; Shay et al. 2001) (Fig. 1b), it was assumed that the length of the electron diffusion
region Le would remain microscopic. In such a scenario, it follows from Eq. (4) that the
reconnection rate is controlled by the ion diffusion region. This, together with empirical
results suggesting that the Hall effect may be localizing the diffusion region, provided an
explanation of fast reconnection. However, subsequent larger-scale fully kinetic simulations
(Daughton et al. 2006; Fujimoto 2006; Klimas et al. 2008) found that the electron diffusion
region does not remain on electron scales as had been predicted but elongates to ion scales,
becoming unstable to secondary island formation. The structure of the electron layer was
found to consist of two parts as seen in Fig. 1c (Karimabadi et al. 2007; Shay et al. 2007).
The inner region is characterized by the locale where electrons reach a peak outflow speed
near the electron Alfvén velocity and was found to extend to several ion inertial lengths. Ions
also approach 80 % of their peak velocity in this inner region but remain sub-Alfvénic. The
electron frozen-in condition is violated over a wider outer region characterized by highly
collimated electron jets that are gradually decelerated and thermalized. From Eq. (4), the
extension of the electron inner layer to ion scales makes it possible for electrons to form
a bottleneck and control the reconnection rate. Evidence for this effect has been reported
(Daughton et al. 2006).
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Fig. 2 Plot of the out-of-plane current from 2D fully kinetic simulations at realistic mass ratio, illustrating
the four regimes as the magnetic shear varies. A new regime at intermediate guide field contains a long
magnetized electron current sheet embedded in the exhaust. Adapted from Le et al. (2013)

These findings have required re-thinking of the physics of fast reconnection in collision-
less plasmas, which remains an open question. It is not currently understood the mech-
anism(s) that controls the length of the ion diffusion region to maintain an aspect ratio
of ∼0.1 for a wide range of parameters. There are suggestions that the length may de-
pend on several factors including the external boundary conditions (Chacón et al. 2007;
Simakov and Chacón 2008; Zocco et al. 2009; Sullivan et al. 2009).

The above studies were primarily for the anti-parallel case. The addition of a guide field
gives rise to additional complexity in the structure of the electron layers that are formed
(Drake et al. 2006). More careful studies of the effect of the guide field on the structure of
the electron layers revealed two new regimes, in addition to the well known anti-parallel
and strong guide field regimes. Figure 2 shows the out-of-plane current in the four regimes
for a scan of magnetic shear which is a measure of the relative strength of the guide field to
the reconnecting field. In the anti-parallel case (magnetic shear of 180°), an unmagnetized
electron layer is formed in the center of the reconnection layer. For weak guide fields, the
centrally located elongated electron layer disappears as the guide field prevents electrons
from meandering about the magnetic field reversal (Goldman et al. 2011). For moderate
guide fields, electron pressure anisotropy develops in the exhaust, supporting the longest
electron layers ever seen in the simulations (Le et al. 2013). These extended electron lay-
ers are not really the ‘proper’ electron diffusion region since they can be highly non-ideal,
but there is no normal influx into them, and they do not control the rate. The electron layer
in this case extends to tens of ion inertial lengths and provides an explanation for the very
long ∼60di electron current sheet inferred from Cluster spacecraft data in the Earth’s mag-
netosheath during reconnection (Phan et al. 2007). Here di is the ion inertial length. For
strong guide fields, the electron pressure cannot compete with the tension of the guide field
to approach the firehose condition. The central electron layer does not form and the current
tends to peak only near the pair of diagonally opposed separator field lines.

There is growing observational support for these new results such as detection of a very
long demagnetized electron layer (∼60 ion inertial length) in the magnetosheath (Phan et al.
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2007), and identification of secondary magnetic islands in the magnetotail and at the magne-
topause (see the review by Paschmann et al. 2013). However, the above theoretical uncertain-
ties also impact the observational search for the electron diffusion region. Different obser-
vational proxies for finding the electron diffusion layers have been considered (Paschmann
2008; Mozer et al. 2011b; Hesse et al. 2011). More recently, Scudder et al. (2012) devel-
oped a new set of proxies for identification of demagnetized electron layers and used it to
search for such events in the Polar data. They found arguably the best example of an electron
diffusion layer to date. It possesses the extremely rare properties predicted by simulations:
flows with thermal electron Mach number of order 1, electron pressure anisotropy of 10,
and supporting signatures of non-perturbative drift expansion parameters that correlate well
with those in a tailored asymmetric guide geometry simulation.

While the generation of elongated electron layers is now widely accepted, their implica-
tions for reconnection continue to be hotly debated. The role of the electron layers in these
newly discovered regimes and the generalization of the definition of the diffusion region to
take into account the presence of such a variety of demagnetized electron layers (e.g., Fig. 2)
remain poorly understood at this time.

3 3D Reconnection

Reconnection in three-dimensional (3D) magnetic fields gives rise to a richer variety of
configurations, effects, and complexities that do not arise in 2D. For example, in 3D, the
number of sites of current sheet formation and reconnection is greatly increased. Some of
the proposed mechanisms for generation of current sheets in 3D include generic footpoint
motion (Parker 1972), presence of strong gradients in the magnetic field (Longcope and
Strauss 1994; Priest and Demoulin 1995; Boozer 2012), and braided magnetic field struc-
tures (Pontin et al. 2011). Another complexity of 3D reconnection is the possibility of field
line exponentiation or chaos in field line mapping. It was recognized early on that the mag-
netic field lines can be stochastic, where adjacent field lines random walk away from each
other (Jokipii and Parker 1968; Rechester and Rosenbluth 1978). This can arise due to the
presence of pre-existing turbulence but in three dimensional magnetic fields (finite gradients
in all three directions), even slow spatial variations can give rise to exponential divergence
of magnetic field lines. The implications of the latter for magnetic reconnection has been
emphasized by Boozer (2012).

Theories and simulations of reconnection in 3D magnetic fields have been mainly within
the MHD limit. We refer the reader to a number of recent articles and reviews on this topic
(Priest and Forbes 2000; Pontin 2011; Yeates and Hornig 2011; Boozer 2012). Instead of
describing 3D reconnection in all of its generality, we describe here selected examples of
the recent 3D kinetic simulations of reconnection. These studies were focused on direct ex-
tension of the results and models described in Sect. 2 to 3D. As such, the simulations had
rather simple quasi-2D initial and boundary conditions corresponding to isolated current
sheets, but allowed complex 3D dynamics to arise self-consistently as the reconnection pro-
ceeds. Crucially, the results described below were obtained using fully kinetic simulations,
i.e. they use a description of plasma that is rigorously valid in the collisionless regimes.

3.1 Is There Evidence for Anomalous Transport?

When binary Coulomb collisions are considered to be the only origin of the resistivity in
plasma, Sweet-Parker reconnection model fails spectacularly in describing reconnection
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rates in weakly collisional or collisionless systems such as the solar corona or the Earth’s
magnetosphere. Since the early days of reconnection research, this fact has motivated the
search for a mechanism that would significantly enhance effective resistivity (Huba et al.
1977) or viscosity (Biskamp 2005). Such enhanced transport coefficients are traditionally
referred to as anomalous and are usually presumed to originate from microscopic turbulence
associated with instabilities triggered within reconnecting current sheets. More recently, it
has become apparent that collisionless reconnection can proceed with high enough rates to
explain the relevant observations even in the absence of microscopic turbulence (see Sect. 2).
Consequently, the focus of investigations concerning the role of microscopic instabilities on
reconnection has shifted somewhat from explaining the rates to a more generic question of
when microscopic instabilities are triggered within reconnection layers and whether they
significantly modify the details of reconnection process.

Lower-hybrid drift instability (LHDI) is a current-driven instability that has long been
considered a potential candidate for generation of anomalous resistivity. Fluctuations in the
lower-hybrid frequency range are routinely observed in the vicinity of reconnection layers
in both space (Bale et al. 2002; Eastwood et al. 2009; Mozer et al. 2011a) and laboratory
experiments (Carter et al. 2002; Ji et al. 2004; Fox et al. 2010). However it remained unclear
until recently if such fluctuations played a fundamental role in the reconnection process.
A series of recent papers (Mozer et al. 2011a; Roytershteyn et al. 2012; Pritchett et al.
2012) resolved that question and demonstrated that LHDI fluctuations are unlikely to play a
significant role in reconnection under parameter typical of the Earth’s magnetosphere or the
laboratory experiments such as Magnetic Reconnection Experiment (MRX) (Roytershteyn
et al. 2013a).

For example, Roytershteyn et al. (2012) considered the influence of LHDI on recon-
nection in asymmetric antiparallel geometry. This configuration is characterized by large
density gradients across reconnection layers that are favorable for the excitation of LHDI.
In contrast to many previous investigations, they considered the long-time dynamics of self-
consistently generated current sheets. It was found that LHDI has the strongest influence on
the reconnection process in regimes with large asymmetry, low values of Ti/Te 	 1, and
low plasma β on both sides of the current sheet. In such regimes, LHDI may directly influ-
ence the reconnection mechanism in the vicinity of the X-line, with the sum of fluctuation-
induced terms accounting for∼60 % of the average electric field close to the X line (Royter-
shteyn et al. 2012). Another way that LHDI can influence reconnection is by broadening the
separatrix current layer, decreasing the growth rate of tearing instabilities that generate sec-
ondary flux ropes along the separatrix. Figure 3 compares the thickness of the reconnection
in 2D where there is no LHDI and in 3D where LHDI is present. LHDI is found to increase
the width of the layer by a factor of 2–4. Since for most applications such as the magneto-
sphere Ti/Te ≥ 1, LHDI is not expected to play a significant role as a source of anomalous
resistivity.

In addition LHDI, a variety of other instabilities may be triggered in reconnecting current
sheets under appropriate conditions. For example, Che et al. (2011) considered 3D recon-
nection in the strong guide field regime and for force-free current sheets. They reported a
fast growing electron shear instability, resulting in strong turbulent viscosity and associated
broadening of the layer. However, the short time duration and limited spatial volume of their
simulations left open the question of whether these results would persist in large systems. In
order to distinguish between transient effects and to allow coupling to 3D flux rope dynam-
ics, Liu et al. (2013) re-examined this problem using 3D simulations with similar parameters
as in Che et al. (2011) but with ∼300× larger volume and duration over ∼12× longer. In
contrast to Che et al. (2011), Liu et al. (2013) found that the dominant instability is collision-
less tearing, with no evidence of turbulent broadening or turbulent viscosity in the electron
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Fig. 3 Panels (a) and (b) show current density in 2D and 3D simulations, respectively. Here Jy is the out-
-of-the-plane component of the current and is normalized to its peak value in the 2D case; (c) profiles of Jy
across the layer at x positions marked by dashed lines in panels (a) and (b); panel (d) shows a profile of Jy
in a y–z plane at x/d0

e = 140 in the 3D simulation. Adapted from Roytershteyn et al. (2012)

layers. They also found that the parallel electric fields are supported predominantly by the
electron pressure tensor and electron inertia as in 2D, while turbulent dissipation remains
small.

3.2 Bifurcation of the Diffusion Region

Traditional ideas of reconnection have been based on a single electron diffusion at the center
of the reconnection layer. However, recent 3D simulations of weak magnetic shear ≤80°
regime found that the electron diffusion region is broken up into two or more current sheets
(Liu et al. 2013) as shown in Fig. 4. The cause of the splitting was found to be oblique
tearing modes which produce flux ropes while simultaneously drive enhanced current at
multiple resonance surfaces. Surprisingly, this physics persists into the nonlinear regime
leading to multiple electron layers embedded within a larger Alfvenic inflow and outflow.
Despite the rich 3D dynamics, the energy conversion time scale is nearly the same as 2D.
And the mechanism for breaking the frozen-in condition is similar to that in 2D.

3.3 Connection to Turbulence

Turbulence is often considered to be the greatest unsolved problem in classical physics.
Compared to ordinary fluids, the presence of a magnetic field in plasma and its high elec-
trical conductivity cause additional complexity in the properties of turbulence and result in
an intimate link to magnetic reconnection. There is indeed growing evidence that formation
of reconnecting current sheets may be a generic feature of strong turbulence in magnetized
plasmas (Matthaeus and Velli 2011). This has long been observed in MHD simulations of
turbulence, where the structure and dynamics of such current sheets depend on the im-
posed value of resistivity and viscosity (possibly numerical). More recent kinetic studies
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Fig. 4 (a) Three-dimensional
structure of reconnection for the
large simulation with a guide
field of 2.5. Shown is an
isosurface of particle density,
colored by the current density
along with sample magnetic field
lines (yellow). Cutting planes
also show the current along with
streamlines of the in-plane ion
flow velocity (white). (b) Closeup
of the electron diffusion region
along with sample streamlines of
the current density (red). From
Liu et al. (2013)

of this problem, such as those illustrated in Fig. 5a–b, show formation of current sheets
on ion and electron scales (Servidio et al. 2011; Wan et al. 2012; Karimabadi et al. 2013;
Wu et al. 2013).

To illustrate the link between reconnection and turbulence, we show in Fig. 5 plots of
the current density from fully kinetic simulations of three very different configurations:
decaying turbulence (Roytershteyn et al. 2013b), shear driven turbulence (Karimabadi et al.
2013), and strong guide field reconnection (Liu et al. 2013), where a 2D cut of the simulation
in Fig. 4 is shown. The common feature among all these examples is the formation of long
current sheets with widths on the order of electron skin depth which continually form and
break up due to reconnection.

In the first two examples in Fig. 5, current sheets are formed as part of the turbulence
cascade whereas in the example in Fig. 5c the system starts with a large scale laminar cur-
rent sheet and turbulence is self-generated due to reconnection. Note a close similarity in the
current structure and the resulting spectrum with the shear driven case (see Fig. 6). This is
partly due to the formation of velocity shears in the exhaust of the guide field reconnection
run. In contrast to mechanisms for generation of stochasticity that rely on three-dimensional
magnetic field structures, plasma turbulence and wandering of field lines can also be self-
generated starting from a laminar, 1D current sheet (gradient only in one direction) as shown
in Fig. 5c. Galeev et al. (1986) noted that in the presence of a guide field tearing instability
can occur at multiple resonance surfaces lying on different planes. Using analytical theory
they concluded that a broad spectrum of tearing modes would be excited, each generating
a magnetic island. As the magnetic islands get larger they overlap, leading to stochastic
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Fig. 5 Intensity plot of the current density from simulations of (a) decaying turbulence (Roytershteyn et al.
2013b), (b) shear driven turbulence (Karimabadi et al. 2013), and (c) guide field reconnection of Bg = 4Bo
(Liu et al. 2013)
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Fig. 6 Spectrum of magnetic
field for (a) simulation shown in
Fig. 5c and (b) a 2D shear driven
turbulence (Karimabadi et al.
2013)

magnetic field lines and turbulence evolution. They referred to this mechanism as perco-
lation model. Similar ideas for generating turbulence have been studied in fusion plasmas
using resistive magnetohydrodynamics (MHD) (Carreras et al. 1980) and two-fluid models
(Borgogno et al. 2005). More recently, this mechanism was explored within the collision-
less regime using 3D fully kinetic simulations (Daughton et al. 2011). It was found that the
3D evolution is dominated by the formation and interaction of helical magnetic structures
known as flux ropes. In contrast to previous theories, the majority of flux ropes are produced
by secondary instabilities within the electron layers. New flux ropes spontaneously appear
within these layers leading to a turbulent evolution where electron physics plays a cen-
tral role. Another source of turbulence in these simulations is velocity shear in the exhaust
(Leonardis et al. 2013).

Another scenario where reconnection and turbulence are interwined is where a large scale
current sheet is embedded in pre-existing turbulence. An example is the magnetopause cur-
rent layer which is embedded in the turbulent magnetosheath. However, there has been no
studies of the effects of pre-existing turbulence of reconnection in the collisionless regime.
In MHD, several analytical models have been developed (see review by Karimabadi and
Lazarian 2013) that invoke turbulent broadening of the current layer to obtain fast recon-
nection rates. Since the reconnection rate is given by the aspect ratio in these models, the
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Fig. 7 Calculation of the reconnection rate in 3D. Two cuts of the current density is shown. Several seeds
are placed in the central electron sheet and E‖ is integrated along these magnetic field lines once through the
system. The magnetic field lines are colored by E‖. See Liu et al. (2013) for details of the simulation

degree of turbulent broadening has to be large enough to yield widths as large as a fraction
of the length of the current sheet. Given lack of evidence for such turbulent broadening in
the collisionless regime, the applicability of such models to the collisionless regime appears
questionable and requires further study.

3.4 Does Turbulence Increase the Rate?

In steady state, reconnection rate is proportional to the aspect ratio. There are two ways
to keep the aspect ratio within a fraction of unity: (a) broaden the thickness while keeping
the length fixed, or (b) keep the thickness fixed and decrease the length. In resistive MHD,
turbulence is required for fast reconnection, either in form of plasmoid formation which
shortens the length of the layer or broadening of the sheet due to pre-existing turbulence.
However, as we showed, there is no evidence so far that turbulence leads to significant
broadening in the collisionless regime. So the question arises as to whether turbulence can
increase the reconnection rate in the collisionless regime?

Recently Liu et al. (2013) calculated the reconnection rate from a 3D simulation of force
free current sheet with a strong guide field (Fig. 4), using the procedure proposed by Hesse
and Schindler (1988). Applying this approach is complicated by the fact that the magnetic
field lines are chaotic and it is difficult to identify a transition back into an ideal region.
Instead they seeded 20 points along the central electron sheet and integrated E‖ along these
magnetic field lines once through the system as shown in Fig. 7. Despite time averaging the
fields over an interval ∼1/ωci , the parallel electric field has large fluctuations due to short-
wavelength fluctuations, and the integrated value along neighboring field lines can vary
by 50 %. Nevertheless, the average for these 20 field lines passing through the diffusion
region current sheet is 〈E‖〉 ∼ 0.023VABo/c which is very close to the corresponding 2D
simulation near the X-point E‖ ∼ 0.025VABo/c. The fact that reconnection is already fast
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Fig. 8 Comparison of the
change in the magnetic, ion and
electron kinetic energies in 2D
versus 3D simulations of force
free current sheets

in the collisionless regime may be one contributing factor in lack of increase in the rate due
to turbulence.

In addition to reconnection rate, it is also instructive to compare the change of magnetic
and kinetic energy in 2D and 3D. This is shown in Fig. 8 for a similar run to that in Fig. 4 but
for Bg = 0.5Bo. No appreciable differences in the change in the energy is observed in this
case. Despite similar energetic in 2D and 3D, the partitioning of energy may be different in
3D. One interesting open question is whether the presence of turbulence can lead to a more
efficient generation of energetic tails.

4 Summary and Outlook

These are exciting times in reconnection physics. Recent advances are revealing strong re-
lationships between properties of reconnection in the different regimes and this has fostered
greater collaboration across all areas of reconnection research. Although most of the studies
are still limited to 2D, there is increasing shift towards 3D due to the advent of petascale
computers. This is allowing tests of fundamental theories and concepts in 3D reconnection.
There remain many important open questions, such as:

– What is the role of the different types of electron layers that are formed as a function of
guide field in the macroscopic features of reconnection such as its rate, steadiness and
energy conversion?
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– What is the proper definition of the diffusion layer in systems beyond the idealized anti-
parallel 2D configurations?

– What is the physics that localizes the diffusion region?
– What is the proper fluid closure model that would capture the basic elements of fully

kinetic reconnection? For large magnetic islands, reconnection ensues when the islands
approach each other but after a few bounces the reconnection can shut off. There are
currently no fluid closure models that can capture this evolution.

– What is the relationship and relative importance of exponentiation, null, non-null and
separator reconnection in 3D?

– What is the significance of magnetic nulls in a turbulent collisionless plasma such as the
magnetosheath where there are many small scale fluctuations due to waves (e.g., Alfven
ion cyclotron and mirror) that can create a very large number of nulls?

– What are the conditions for efficient generation of energetic ions and electrons in recon-
nection?

– How does properties of reconnection change as a function of plasma beta? Only a limited
range on plasma beta has so far been considered. But the range of plasma beta can vary
by many orders of magnitude in different environments where reconnection is operative.

– What is the effect of pre-existing turbulence on reconnection? This remains an open ques-
tion even in the collisional regime. For example, in the turbulent reconnection model of
Lazarian and Vishniac (1999) the width of the current sheet is controlled by the scale
and strength of the driving turbulence. The resulting width is much wider than the Sweet-
Parker thickness for most parameter regimes. It is not clear how this would affect the
plasmoid instability and it may even suppress it since the plasmoid instability is based on
the Sweet-Parker thickness.
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Abstract Astrophysical fluids have very large Reynolds numbers and therefore turbulence
is their natural state. Magnetic reconnection is an important process in many astrophysical
plasmas, which allows restructuring of magnetic fields and conversion of stored magnetic
energy into heat and kinetic energy. Turbulence is known to dramatically change different
transport processes and therefore it is not unexpected that turbulence can alter the dynam-
ics of magnetic field lines within the reconnection process. We shall review the interaction
between turbulence and reconnection at different scales, showing how a state of turbulent
reconnection is natural in astrophysical plasmas, with implications for a range of phenom-
ena across astrophysics. We consider the process of magnetic reconnection that is fast in
magnetohydrodynamic (MHD) limit and discuss how turbulence—both externally driven
and generated in the reconnecting system—can make reconnection independent on the mi-
crophysical properties of plasmas. We will also show how relaxation theory can be used
to calculate the energy dissipated in turbulent reconnecting fields. As well as heating the
plasma, the energy dissipated by turbulent reconnection may cause acceleration of non-
thermal particles, which is briefly discussed here.

Keywords Magnetic reconnection · Turbulence ·Magnetohydrodynamics · Cosmic
plasma · Fast reconnection · Solar flares · Dynamos

1 Introduction

Magnetic fields are observed in many astrophysical objects and it is accepted that these fields
play an essential role in the dynamics (e.g. Crutcher 1999; Beck 2002; Vallée 1997, 1998).
Magnetic fields are vital for magneto-rotational instability, transport and acceleration of cos-
mic rays and other energetic particles, accretion of matter, and activity in stellar atmospheres
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(e.g. Balbus and Hawley 1998; Parker 1992; Schlickeiser and Lerche 1985; Melrose 2009;
Elmegreen and Scalo 2004; Kotera and Olinto 2011). Crucially, magnetic fields provide a
means to store energy as well as to transport it.

For laminar fluids in the limit of zero resistivity, the topology of the field lines is a con-
stant of motion and the magnetic flux threading any fluid element is constant. This is the
basis of the textbook notion that in the limit of very small resistivity, which is typical for
astrophysical objects, the magnetic flux is “frozen in” and magnetic field lines resist passing
through one another or changing their topology (Moffat 1978).1

At the same time, changes of magnetic field topology are necessary for the generation
of magnetic fields by dynamos, and for many other phenomena. Magnetic reconnection is
a process that is responsible for topology changes and the annihilation of magnetic field on
faster time-scales than the (usually) extremely slow, process of global resistive diffusion. It
is now well-established that magnetic reconnection is a ubiquitous process across the uni-
verse, with important consequences for restructuring of magnetic fields and efficient release
of stored magnetic energy, such as in solar and stellar flares, coronal heating and planetary
magnetospheres; for reviews, see Biskamp (1996, 2000), Priest and Forbes (2000), Yamada
(2007), Zweibel and Yamada (2009), Yamada et al. (2011). Furthermore, reconnection is
common in laboratory plasmas, both in magnetically-confined fusion devices (e.g. Ono et al.
2012; Stanier et al. 2013) and in experiments specifically devised to study reconnection (e.g.
Yamada et al. 1990; Brown 1999; Yamada 2007). Whilst reconnection theory originated
mainly through 2D analytical models (Parker 1957; Sweet 1958; Furth et al. 1963; Petschek
1964; Hahm and Kulsrud 1985), recent research on astrophysical reconnection has increas-
ingly emphasised the role of 3D geometries and complex topologies. One strand of such
complexity is a close association between magnetic reconnection and turbulence, which is
the focus of this paper.

Turbulence is an almost universal process in astrophysical plasmas; as well as being
widely observed in laboratory plasmas, and associated there with the important and yet ill-
understood phenomenon of anomalous transport. For instance, in the interstellar medium,
supernovae explosions are thought to be the source of ubiquitously observed turbulent mo-
tions. It is generally accepted that the “Big Power Law in the Sky” (see Fig. 1) indicates
the presence of turbulence on scales from tens of parsecs to thousands of kilometres (Arm-
strong et al. 1995; Chepurnov and Lazarian 2010). Among other sources, evidence for this
comes from studies of atomic hydrogen spectra in molecular clouds and galaxies (Lazarian
and Pogosyan 1999; Stanimirović and Lazarian 2001; Padoan et al. 2006, 2009; Chepurnov
et al. 2010), see also the review by Lazarian (2009) and references therein; as well as re-
cent studies of emission lines and Faraday rotation (see Burkhart et al. 2010; Gaensler et al.
2011). Much work over recent years has been devoted to understanding fluid turbulence in
the presence of a magnetic field (e.g. Zank and Matthaeus 1993; Lazarian and Cho 2005).

In fact, the phenomena of reconnection and turbulence in magnetised plasmas, tradi-
tionally viewed as separate problems, should be studied together. This is inevitably a vast
subject, and in this review we touch only on some aspects of this, focussing only on mag-
netohydrodynamic (MHD) models. Recently, there has also been much emphasis on the in-
teraction between turbulence and reconnection in collisionless reconnection (e.g. Daughton
et al. 2011; Karimabadi et al. 2013) and Hall-MHD (e.g. Dmitruk and Matthaeus 2006), but
here we consider only fluid models. The many interesting recent developments in kinetic
models of turbulence and reconnection are discussed elsewhere in this volume. The interac-
tion between turbulence and reconnection within MHD are also reviewed by Lazarian et al.

1As we discuss later in Sect. 3.4, the very notion of frozen-in magnetic fields requires serious revisions.
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Fig. 1 Turbulence in the
interstellar gas as revealed by
electron density fluctuations.
“Big Power Law in the Sky” in
extended using WHAM data
(Armstrong et al. 1995). The
slope corresponds to that of
Kolmogorov turbulence (see
discussion in Armstrong et al.
(1995)). Modified from
Chepurnov and Lazarian (2010)

(2012b), focused more on a review of MHD turbulence (which is not covered here) and
on cosmic ray acceleration. A complementary review is provided by Servidio et al. (2011),
considering the role of reconnecting current sheets within 2D turbulence, in both MHD and
Hall-MHD frameworks.

Reconnection and turbulence may interact in a number of ways. Firstly, a realisation that
flows are turbulent on fluid scales can substantially modify the dynamics of reconnection
and lead to fast reconnection, as described in the following section and Sect. 3. Secondly,
turbulence on kinetic scales is also ubiquitous, and these microphysical processes interact
strongly with the global (fluid scale) dynamics (e.g. Karimabadi et al. 2013). Whilst discus-
sion of kinetic processes is beyond the scope of this paper, we discuss synergies between
the MHD and plasma-based approaches to reconnection in Sect. 4, and some effects of mi-
crophysics on fluid processes are mentioned in Sect. 5. Thirdly, within a single reconnecting
current sheet, there is natural tendency for fragmentation into a series of plasmoids, lead-
ing again to a turbulent scenario, as discussed briefly in Sect. 5. Fourthly, the dynamics of
a magnetised plasma involving instabilities and loss of equilibrium naturally lead to fine
structure and turbulence, as is discussed in Sect. 6.1—thus reconnection tends to occur in a
multiplicity of localised current sheets (or similar structures), with turbulence naturally aris-
ing. Reconnection in such complex fields is usually 3D rather than 2D, see Sect. 6.2. Finally,
an important consequence of turbulent reconnection in cosmic plasmas is the efficient dis-
sipation of stored magnetic energy—leading both to plasma heating and the energisation of
charged particles. An approach to the former, based on the idea of relaxation to a minimum
energy state, is outlined in Sect. 7, whilst the latter is reviewed in Sect. 8.
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2 “Classical” Reconnection Models and the Quest for Fast Reconnection

The first analytic model for magnetic reconnection was proposed independently by Parker
(1957) and Sweet (1958). Sweet-Parker reconnection has the virtue that it relies on a robust
and straightforward geometry. Two regions with uniform magnetic fields are separated by
thin current sheet. The speed of reconnection is given roughly by the resistivity divided by
the sheet thickness, i.e. Vrec ≈ η/�, where η is the resistivity. This suggests that the recon-
nection can be very fast for small� and by decreasing�, one can make reconnection as fast
as may be required. This is not true, however. Indeed, the conducting plasma in the current
sheet is constrained to move along the local field lines, and is ejected from the edge of the
current sheet at the Alfvén speed, VA. Since the width of the current sheet, �, limits the flux
of expelled fluid, � should be made as large as possible to enable faster reconnection. This
results, for steady-state reconnection, in a compromise, with the overall reconnection speed
reduced from the Alfvén speed by the square root of the Lundquist number, S ≡ LVA/η,
where L is the length of the current sheet. In most astrophysical contexts, S is very large
and the Sweet-Parker reconnection speed, VSP ≈ VAS−1/2, is very small. Fast reconnection
requires that the reconnection rate be independent of η or depend on S logarithmically.

Another early paradigm for reconnection, which treats the transient development of re-
connection rather than assuming a steady-state, is the tearing instability (Furth et al. 1963).
A magnetic field with a reversal—or more generally, a sheared field—may be linearly-
unstable to small perturbations, forming a chain of growing magnetic islands at the reversal
surface (or resonant surface, where k · B = 0). However, the growth rate scales with the
geometric mean of the Alfven and diffusive times, which again is too slow to explain phe-
nomena such as solar flares.

A further analytical model for reconnection is forced reconnection (Hahm and Kulsrud
1985), in which an external disturbance at the boundary triggers reconnection and energy-
release, in a field which may be tearing-mode stable. In the original model, a sinusoidal
disturbance is applied at the boundary of a field-reversal in a slab, leading initially to the
formation of a discontinuous current sheet which subsequently relaxes through reconnection
into a lower-energy state with a chain of magnetic islands. This model can be generalised
to a sheared force-free field (Vekstein and Jain 1998), with implications for solar coronal
heating. However, again the time-scale for energy-release is slow.

The realization that Sweet-Parker reconnection—and related time-dependent models
such a linear tearing mode—are inadequate to explain magnetic reconnection for solar
flares was immediately apparent, and this gave rise to much research on models of fast
reconnection—see reviews Biskamp (2000), Priest and Forbes (2000)—that used differ-
ent outflow conditions, avoiding the contradictory requirements on � of the Sweet-Parker
model. The first proposal was to replace the long current sheet with an X-point configu-
ration, so that the “sheet” thickness and length are comparable. The magnetic field lines
diverge from the “point” of reconnection, forming an X-type structure over the scale of the
system. This is the basis for the ingenious Petschek’s model of fast reconnection (Petschek
1964). The stability and the conditions for emergence of such structures were an issue for
extensive research over the years that followed.

It is easy to see that self-consistent X-point reconnection requires that the outflow pre-
vents a general collapse into a narrow current sheet. Otherwise we would expect that the
same bulk forces that brought the magnetic field lines together would lead to Sweet-Parker
reconnection, which corresponds to the collapse of the X-point to an extended Y-sheet.
Petschek (1964) proposed that slow-mode shocks on either side of the X-point would serve
this purpose. Moreover, these shocks are responsible for converting most of the magnetic
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energy into kinetic energy. The X-point in this model has an overall size which depends on
resistivity, but since the magnetic field decreases logarithmically when approaching the cur-
rent sheet (due to the assumption of the current-free magnetic field in the inflow region), the
resulting reconnection speed depends on lnS and can be an appreciable fraction of VA. Nu-
merical simulations with uniform resistivity (Biskamp 1996) have showed that in the MHD
limit, the shocks fade away and the contact region evolves into Sweet-Parker reconnection.
The suggested way to make the Petschek configuration stable was by introducing a local
non-uniform resistivity (Parker 1973; Ugai and Tsuda 1977; Scholer 1989; Ugai 1992; Yan
et al. 1992; Forbes 2001; Shibata and Magara 2011), which remained the favourite way of
accounting for fast reconnection for many years.

Plasma effects, such as anomalous resistivity (resistivity that depends on the current),
formally present the best bet for stabilising the reconnecting X-point and attaining Petschek
reconnection: see Sect. 5. However, there were several important issues that remained un-
resolved. First, it is not clear that this kind of fast reconnection persists on scales greater
than the ion inertial scale (see Bhattacharjee et al. 2003). Several numerical studies (Wang
et al. 2001; Smith et al. 2004; Fitzpatrick 2004) have found large-scale reconnection speeds
which depend on resistivity: hence, these are not true “fast reconnection”. Second, in many
circumstances the magnetic field geometry does not allow the formation of X-point recon-
nection. For example, a saddle-shaped current sheet—the generic configuration of fluxes
pressing against each other when one flux tube partially engulfs the other as they pulled
in opposite directions—cannot be spontaneously replaced by an X-point. The energy re-
quired to do so is comparable to the magnetic energy liberated by reconnection, and must be
available beforehand. Finally, the requirement that reconnection occurs only in collisionless
plasmas is very restrictive. Many astrophysical fluids are collisional. For example, while re-
connection in stellar coronae can be collisionless (at least, on the “dissipation” length-scale),
stellar chromospheres are collisional. Magnetic reconnection does happen in both regions.2

Different phases of the interstellar medium are also collisional and, while magnetic recon-
nection is more difficult to observe in those environments, there is an indirect way to infer
fast magnetic reconnection there (Lazarian et al. 2012b).

As an example, we mention that Yamada (2007) estimated that the scale of the recon-
necting current sheet should not exceed about 40 times the electron mean-free-path. This
condition is not satisfied in many environments, e.g. the InterStellar Medium (ISM). The
conclusion that stellar interiors and atmospheres, accretion disks, and the ISM does not al-
low fast reconnection is drastic and unpalatable. On the other hand, an intriguing possibility
is that in some environments, such as the solar corona, a local collisionless state may be
maintained, allowing fast reconnection (Uzdensky 2007).

Is there a way to make magnetic reconnection independent of resistivity within the MHD
framework? Turbulence may be the primary suspect, as most of astrophysical environments
are observed to be turbulent, as discussed in Sect. 1. We now discuss how turbulence may
resolve the fast reconnection problem.

3 The Role of Turbulence in Fast Reconnection

Turbulence is known to accelerate diffusion processes, making them independent of the
microphysical parameters. This reasoning was behind the ill-founded concept of turbulent

2In some of these environments, collisions with neutral gas may dominate over Coulomb collisions, strongly
affecting the reconnection process, so the distinction between “collisionless” and “collisional” may be an
over-simplification. We do not discuss this interesting issue further here.
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diffusivity within models of the kinematic dynamo (Moffat 1978). There, in direct analogy
with the turbulent diffusivity of a passive scalar, it was assumed that magnetic fields can be
mixed by turbulent motions up to the resistive scale. Naturally, in such circumstances, the
magnetic reconnection problem becomes trivial.

The problem with the “magnetic turbulent diffusion” idea is that realistic astrophysical
magnetic fields are important and therefore the small-scale magnetic mixing of oppositely-
directed magnetic fields is not applicable. In fact, the dynamical importance of magnetic
fields and the inability of the turbulence to bend them appreciably on the resistive scales
must be taken into account from the very early stages of the action of astrophysical dynamo.

Thus, in addressing the role of turbulence in astrophysical reconnection, one should con-
sider dynamically important magnetic fields. Lazarian and Vishniac (1999) [hereafter LV99]
proposed a 3D model for fast reconnection which depends on the presence of turbulence,
and magnetic field wandering.

We must note that the idea that turbulence and fieldline wandering can enhance the re-
connection rate has a long history. For instance, Speiser (1970) considered the effects of
turbulence on microscopic resistivity—further discussed in Sect. 5. The “Tangled Discharge
Model” was devised to explain relaxation in a Reversed Field Pinch and other fusion devices
through the existence of stochastic fields subject to turbulent reconnection (Rusbridge 1977,
1991). Similarly, Jacobson and Moses (1984) proposed that the current diffusivity should
be modified to include the diffusion of electrons across the large scale magnetic field due to
the small-scale field line stochasticity. These models involving field line wandering are also
closely linked to the idea of relaxation to a minimum energy state, see Sect. 7 below, and
provide a very useful picture of the interactions between turbulence and reconnection; but
they do not solve the fast reconnection problem. Further models considering the effects of
2D turbulence on reconnection are discussed in Sect. 3.3 below. We now proceed to show
how 3D fluid turbulence may provide a solution to the fast reconnection problem.

3.1 The LV99 Model

LV99’s model (see Fig. 2) uses the properties of turbulence to predict broad outflows from
extended current sheets. The diffusivity of magnetic field line trajectories in a turbulent
plasma implies that flows can follow local magnetic field lines without being confined to
the current sheet. When the turbulent diffusivity is less than the ohmic resistivity, this model
reduces to the Sweet-Parker reconnection model.

Let us consider the differences between the Sweet-Parker model of laminar reconnection
(Sect. 2) and LV99 which accounts for turbulence. The latter can be seen as a generalization
of the Sweet-Parker model (see Fig. 2) in the sense that the two regions of differing magnetic
directions are pressed up against one another over a broad contact region. This is a generic
configuration, which should arise naturally whenever a magnetic field has a non-trivial con-
figuration, whose energy could be lowered through reconnection. The outflow of plasma
and reconnected flux will fluctuate as the turbulence evolves and the field line connections
change, but the long term average will reflect the turbulent diffusion of the field lines. Con-
sequently, the essential difference between the Sweet-Parker model and the LV99 model is
that in the former, the outflow is limited by microphysical Ohmic diffusivity; while in LV99,
the large-scale magnetic field wandering determines the thickness of outflow. The latter de-
pends only on the turbulence properties and is independent of resistivity. This ensures that
the LV99 reconnection is fast.

For extremely weak turbulence, when the value of � arising from magnetic field wan-
dering becomes smaller than the width of the Sweet-Parker layer LS−1/2, the two models
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Fig. 2 Upper plot: The Sweet-Parker reconnection model. The outflow is confined to a thin layer of width
�, which is set by Ohmic diffusivity. The length of the current sheet is a macroscopic scale L��. Magnetic
field lines are assumed to be laminar. Middle plot: Reconnection in the presence of stochastic magnetic field
lines. The stochasticity introduced by turbulence is weak and the mean field provides a clear direction. The
outflow width is set by the diffusion of the magnetic field lines, which is a macroscopic process, independent
of resistivity. Lower plot: An individual small-scale reconnection region. The reconnection over small patches
of magnetic field determines the local reconnection rate. The global reconnection rate is substantially larger
as many independent patches reconnect simultaneously. Conservatively, the LV99 model assumes that the
small scale events happen at a slow Sweet-Parker rate. From Lazarian et al. (2004)

are indistinguishable and the reconnection proceeds at the Sweet-Parker rate. Similarly, we
expect that when the turbulence-induced � is much larger than the Larmor radius of ions,
then the plasma effects should not be important.

With the Goldreich and Sridhar (1995) model of turbulence, LV99 obtained:

Vrec = VA
(
l

L

)1/2(
vl

VA

)2

, (1)

where l and vl are the energy injection scale and velocity at the injection scale, respectively.
This expression assumes that energy is injected isotropically at a scale l smaller than the
length of the current sheet L, which for sub-Alfvénic turbulence leads to the generation
of weakly-interacting waves at that scale. The waves transfer energy to modes with larger
values of k⊥ until at a scale ltrans = LM2

A, where MA is the Alfven Mach number, strong
turbulence sets in Lazarian (2006). It is important to note that the strongly turbulent eddies
have a characteristic velocity of vturb ≈ VA(vl/VA)2. In other words, the reconnection speed
is the large-eddy, strong-turbulent velocity multiplied factors which depend on whether the
current sheet length is smaller or larger than the large eddies (whose length is approximately
the injection scale). In this sense, the reconnection speed is insensitive to the exact mecha-
nism for turbulent power injection.

It is important to note three features of Eq. (1). First, and most important, it is indepen-
dent of resistivity. This is, by definition, fast reconnection. Second, we usually expect the
reconnection speed to be close to the turbulent eddy speed; the geometric ratios that enter
the expression, i.e. the injection scale l divided by the length of the reconnection layer L,
are typically of order unity. Reconnection will occur on dynamical time scales. Finally, we
note that in particular situations when the turbulence is extremely weak the reconnection
speed can be much slower than the Alfvén speed. Strong magnetic field prior to reconnec-
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tion presents such a case, which ensures that magnetic flux of opposite polarities can be
accumulated prior to reconnection in solar flares (see LV99, Lazarian and Vishniac 2009).

More recently, Eq. (1) was derived using ideas based on the well-known concept of
Richardson diffusion (Eyink et al. 2011). From the theoretical perspective this new deriva-
tion avoids rather complex considerations of the cascade of reconnection events that were
presented in LV99. Eyink et al. (2011) also show that the LV99 model is closely connected
with the idea of “spontaneous stochasticity” of magnetic fields in turbulent fluids.

The deep connection between magnetic turbulence and magnetic reconnection is thus
evident. LV99 showed that the Goldreich and Sridhar (1995) model, which envisages mixing
motions perpendicular to magnetic field lines, becomes self-consistent in the presence of
magnetic reconnection given by Eq. (1). Eyink et al. (2011) showed that the established
Lagrangian properties of 3D MHD turbulence require the LV99 reconnection with given by
Eq. (1).

We note that a theoretical model of turbulent reconnection was suggested recently by
Gao et al. (2012), based similarly to LV99 on the Goldreich and Sridhar (1995) theory
of Alfvenic turbulence. Unlike LV99 theory, these authors apply a mean-field approach to
the problem of magnetic reconnection and utilize the concept of hyper-resistivity, which has
some difficulties (e.g. Eyink et al. 2011). It was further argued in Eyink et al. (2011) that any
mean-field proof of fast reconnection is not tenable unless the reconnection rates obtained
are strictly independent of the length-scales and time-scales of averaging.

3.2 Numerical Testing of LV99 Model

The first test of the LV99 model using three-dimensional (3D) simulations was performed
in Kowal et al. (2009). LV99 is a model formulated in the MHD regime. Thus a set of
MHD equations was solved in Kowal et al. (2009, 2012b). The boundary conditions and the
manner of energy injection were varied between different simulations. In order to avoid the
complications of strong compressibility, high-beta simulations were used.

For numerical simulations it is easier to control not vl , but the energy injection power P .
For sub-Alfenic injection the power in the turbulent cascade is P ∼ v2

turb(VA/l) or v4
l /(lVA).

The amount of energy injected during one Alfvén time unit tA, which is constant in our
models, is tAP ∼ (L/VA)v4

l /(lVA). Therefore v2
l ∼ (l/L)1/2(P tA)1/2VA. Substituting v2

l in
Eq. (1) results in

Vrec ∼
(
l

L

)
(tAP )

1/2 ∝ l P 1/2, (2)

which is the prediction that was tested in the numerical studies. In what follows we refer to
the injection power and scale using Pinj and linj , respectively.

The setup of the reconnection simulations is illustrated in Fig. 3, which is a 2D cut,
indicating the location of the diffusion region. The top and bottom of the computational
domain contain equal and opposite field components in the x̂ direction, as well as a sheared
component Bz (see the left panel of Fig. 3). Magnetic field lines enter through the top and
bottom and are bent by the inflow Vin as they move into the diffusion region. The diffusion
region has a length � in the x̂ direction and a thickness δ in the ŷ direction (see the left
panel of Fig. 3).

The numerical box is periodic in the ẑ direction and the diffusion region extends through
the entire domain. The projection of the magnetic topology on the xz plane shows that the
fieldlines in the upper region (solid lines in the right panel of Fig. 3) and in the lower region
(dashed lines) are offset by an angle α determined by the strength of the sheared compo-
nent B0z. Once the incoming magnetic lines enter the diffusion region, they are reconnected
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Fig. 3 A schematic of magnetic field configuration projected on the xy (left) and xz (right) planes. Left:
xy projection of the magnetic field lines. The gray area describes the diffusion region where the incoming
field lines reconnect. The longitudinal and transverse scales of the diffusion region are given by � and δ,
respectively. We use outflow and inflow boundary conditions in the x̂ and ŷ directions, respectively. Right:
xz projection of the magnetic field lines as seen from the top. Solid and dashed lines show the incoming field
lines from the upper and lower parts of the domain, respectively. We see that the oppositely-directed field lines
are not anti-parallel but are offset by an angle α determined by the strength of the sheared component Bz .
The ẑ boundary conditions can be open or periodic, depending on the model (from Kowal et al. 2009)

and the product of this process is ejected along the x direction with a speed Vout (the left
panel of Fig. 3).

In Kowal et al. (2009), the turbulence was driven using a method described by Alvelius
(1999), in which the driving term was implemented in the spectral space with discrete
Fourier components concentrated around a wave vector kinj corresponding to the injec-
tion scale linj = 1/kinj . In Kowal et al. (2012a), a new method of turbulence driving was
employed. Individual eddies with random locations of their centers and random orienta-
tions, either to velocity or magnetic field, at random moments in time were introduced. This
guarantees the randomness of the forcing with the new method. This new method drives
turbulence directly in real space, in contrast with the previous approach; therefore, it can
be applied locally. The turbulence is driven in a subvolume of the domain, whose size is
determined by two scales: the radius rd on the xz plane around the center of the domain and
the height hd describing the thickness of the driving region from the midplane.

All models are evolved without turbulence for several dynamical times in order to allow
the system to achieve stationary laminar reconnection. Then, at a given time tb we start
driving turbulence by increasing its amplitude to the desired level, until te . In this way we
let the system adjust to a new state. From time te , the turbulence is driven with the full
power Pinj .

The reconnection rate was measured using the method introduced in Kowal et al. (2009)
and described by the formula

Vrec = 1

2|Bx,∞|Lz
[∮

sign(Bx)E · dl − ∂t
∫
|Bx |dA

]
(3)

where Bx is the strength of reconnecting magnetic component, E is the electric field, dA
is an area element of an xz plane across which we perform the integration, dl is the line
element separating two regions of the YZ plane defined by the sign of Bx , |Bx,∞| is the
asymptotic absolute value of Bx , and Lz is the width of the box. The measures obtained
in this way were in good agreement with the measures obtained by calculating the inflow
velocity of the plasma and magnetic field at the boundaries.
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In Fig. 4, examples of xy-cuts (upper row) and xz-cuts (lower row) through the box
are shown. The driving is applied in real space and a large number of individual eddies is
injected in the magnetic field with random locations and random orientations.

Figure 5 shows averaged values of the reconnection speed Vrec in models with turbulent
power Pinj varying by more than one order-of-magnitude, from 0.1 to 2.0, for both models
with Fourier driving (black symbols) and with real-space driving (blue and red symbols).
Filled symbols represent the averaged reconnection rate in the presence of turbulence. The
dotted line corresponds to the reconnection rate without turbulence. The error bars show the
time variance of Vrec .

The reconnection rates for models with different types of driving confirm the theoretical
dependence of Vrec on the injected power, which scales as ∼ P 1/2

inj . There is no significant
difference between models in which turbulence was driven in velocity and in magnetic field.
This is in good agreement with the LV99 expectations that the reconnection rate should not
depend on the nature of the turbulent driving.

These recent numerical studies confirmed the main predictions of LV99.3 This motivated
applications of the model to explain astrophysical phenomena from star formation to cosmic
ray acceleration and gamma-ray bursts (Lazarian 2005, 2009; de Gouveia Dal Pino and
Lazarian 2005; Zhang and Yan 2011; Santos-Lima et al. 2010; Lazarian and Yan 2012;
Lazarian et al. 2012a). The most dramatic consequence of LV99 theory is that the magnetic
flux is not frozen in turbulent fluids (Vishniac and Lazarian 1999). This prediction was
strongly supported by the study in Eyink et al. (2011), where LV99 theory was related to the
concept of the Richardson diffusion of magnetic field. The latter was recently demonstrated
numerically in Eyink et al. (2013), providing an independent test of LV99. Future work
should consider the dependence on the guide-field, which is important for the solar corona
and other astrophysical applications.

3.3 2D and 3D Turbulent Reconnection

Studies of 2D reconnection were performed many years ago by Matthaeus and Lamkin
(1985, 1986). The authors studied 2D magnetic reconnection in the presence of external
turbulence, including the effects of multiple X-points as reconnection sites. An enhancement
of the reconnection rate was reported, but this claim was not supported by the calculation of
a long term average reconnection rate. Interestingly enough, a more recent study along the
approach in Matthaeus and Lamkin (1985) was performed by Watson et al. (2007), where
the effects of small-scale turbulence on 2D reconnection were carefully studied. However,
no significant effects of the turbulence on reconnection were reported. A more optimistic
conclusion is reached in Servidio et al. (2010) where reconnection on small scales with
dimensionless inflow speed 0.1–0.3 was reported. However, this was happening on small
scales, where the Sweet-Parker rates for the numerical set-up are comparable and therefore
the implications for the large-scale reconnection were unclear. In fact, the theoretical model
in Matthaeus and Lamkin (1985) does not predict the global reconnection rate.

We note that these studies did not include the effect of magnetic field wandering, which
is at the core of the LV99. In view of the differences between 2D and 3D turbulence (see
the corresponding discussion in Eyink et al. (2011)) it is not clear how to relate the 2D
results with 3D reconnection. The aforementioned papers on 2D turbulent reconnection did

3After LV99 was published, Kim and Diamond (2001) produced a study arguing that turbulence will not
change reconnection rates. The theoretical arguments in this study have been criticized by Lazarian et al.
(2004) and Eyink et al. (2011).
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Fig. 4 Topology and strength of the velocity field (left panel) and magnetic field (middle panel) in the
presence of fully developed turbulence for an example model with the new driving method at time t = 10.
In the right panel we show the distribution of the absolute value of current density |J| overlapped with the
magnetic vectors. The images show the xy-cut (upper row) and xz-cut (lower row) of the domain at the
midplane of the computational box. Turbulence is injected with power Pinj = 1 at scale kinj = 8 directly in
the magnetic field. From Kowal et al. (2012a)
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Fig. 5 The dependence of the reconnection speed Vrec on Pinj including the new models, in dimensionless
units as described in Kowal et al. (2012a). Blue symbols show models with the new driving, in which the
eddies where injected in magnetic field instead of velocity, as in the previous models (black symbols). The
dotted line corresponds to the Sweet-Parker reconnection rate for models with ηu = 10−3. A unique red
symbol shows the reconnection rates from a model with the new driving in velocity performed with higher
resolution (512× 1024× 512) and resistivity coefficient reduced to ηu = 5 · 10−4. Error bars represent the
time variance of Vrec . The size of symbols corresponds to the error of Vrec . From Kowal et al. (2012a)

not make predictions of how the reconnection should change with the level and properties
of turbulence.4

Furthermore, the approach in Matthaeus and Lamkin (1985, 1986) is radically different
from that in LV99. The former authors associate the increase of reconnection with the de-
velopment of X-point, Petsheck type reconnection: thus in, e.g. Servidio et al. (2010), the
modeling of 2D turbulent reconnection under the influence of Matthaeus and Lamkin (1985)
approach was focused on detecting X-points. However, X-points are not a part of LV99
model. There, it is shown that the reconnection is fast even if the small-scale events happen
at the low Sweet-Parker rate and correspond to Y-point reconnection. It is well known that
MHD turbulence is very different in 2D and 3D, e.g. the Alfven modes that are identified in
LV99 as the source of widening of the outflow region, are absent in 2D.

Whether 2D magnetic reconnection in the presence of turbulence is also fast is an inter-
esting question, but due to the different physics the answer to this question does not provide
much insight to understanding the real world 3D magnetic reconnection

3.4 LV99 Range of Applicability and Implications

The LV99 model of reconnection is applicable to collisional media, such as the ISM, which
is both turbulent and magnetized, and where Hall-MHD reconnection does not work (Ya-
mada 2007). For instance, for Hall-MHD reconnection to be applicable, it is required that
the Sweet-Parker current sheet δSP width ibe smaller than the ion inertial length di . Thus,
the “reconnection criterion for media to be collisionless” is (L/di)1/2/(ωcτe) < 1, which

4By itself, the measurements of current densities in the aforementioned papers do not constrain the reconnec-
tion speed much. Indeed, one can get transient enhancements of current densities within slow Sweet-Parker
reconnection by decreasing �. One cannot reconnect much flux this way, however, as the decrease of �
would choke off the outflow and related magnetic reconnection.
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presents a stringent constraint on the possible rate of collisions. As a result magnetic re-
connection is mediated by the Hall-MHD only if the extent of the current sheet L does not
exceed 1012 cm. These are scales too small compared to the scales at which magnetic fields
in the ISM interact.

At the same time, the LV99 model works for collisionless media and it shows that the
microphysics of collisionless reconnection events does not change the resulting reconnection
rates. This point was further analyzed in Eyink et al. (2011) who concluded that for most of
astrophysical collisionless plasmas, the LV99 model should be applicable, provided that the
plasma is turbulent. The most stringent criterion for the application of LV99 theory coincides
with the applicability of the MHD approximation—see Sect. 4 below.

Solar flares inspired much of the earlier research on reconnection (Pneuman 1981; Priest
and Forbes 2002). Stochastic reconnection provides an explanation for solar flares that does
not involve plasma microphysics. Indeed, an important prediction of the LV99 model is re-
lated to the reconnection instability that arises in the situation when the initial structure of
the flux prior to reconnection is laminar. This allows magnetic flux to accumulate. Eventu-
ally, tearing and other instabilities enhance the reconnection rate and provide 3D turbulence.
This turbulence excites faster reconnection, creating positive feedback which results in a
flare (Lazarian and Vishniac 2009). This “reconnection instability” can explain the bursty
character of reconnection in solar flares and also gamma ray bursts (Lazarian et al. 2003;
Zhang and Yan 2011). Furthermore, the reconnection instability can be triggered by turbu-
lence from adjacent reconnection sites, as observed in Sych et al. (2009).

We should mention that observations of solar flares are consistent with LV99 predic-
tions. For instance, observations of the thick reconnection current outflow regions observed
in solar flares (Ciaravella and Raymond 2008) were predicted within LV99 model—at a
time when the competing plasma Hall models were predicting X-point localized reconnec-
tion. However, as plasma models have evolved to include tearing and formation of magnetic
islands (Drake et al. 2010)—see Sect. 5—one has to be more quantitative in comparing ob-
servations with the predictions from the competing theories. The corresponding comparison
was done in Eyink et al. (2013). There it was shown that the differences between the LV99
predictions and the measured thickness of the reconnection layers in Ciaravella and Ray-
mond (2008) arises from the isotropic manner of turbulence driving assumed for the sake of
simplicity in LV99 theory. If a more relevant anisotropic driving arising from magnetic re-
connection is accounted for, a good quantitative agreement between the measured thickness
of the reconnection regions and LV99 predictions can be obtained.

In the process of testing LV99 theory, one should keep in mind that, unlike Sweet-Parker
reconnection, the turbulent scenario exhibits outflow layers which consists of a multitude
of fractal current sheets. The thickness of an individual current sheet may be very narrow
and these may be dominated by anomalous plasma effects. Thus additional care should be
applied while testing the theory with in situ measurements.

The concept of flux-freezing violation induces numerous consequences for different
fields of astrophysics. For instance, star formation theory was formulated in the assump-
tion of magnetic flux being well frozen into plasmas with flux-to-mass ratio being changed
due to the diffusion of neutrals. Magnetic flux diffusion induced by turbulent reconnection
leads to the removal of magnetic flux from the star formation regions. This possibility was
discussed in Lazarian (2005) and was numerically confirmed in Santos-Lima et al. (2010).
Further theoretical studies of a new way of removing of magnetic flux from clouds and cores
are presented in Lazarian et al. (2012a).

We note that the turbulence that we consider may be either pre-existing or generated
within the reconnection layer itself. In most astrophysical situations the former situation
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is more common. Therefore, the issue that one has to answer dealing with reconnection in
astrophysical systems is how the pre-existing turbulence is accounted for in the reconnection
processes. Apparently, the laminar approximation is not a good assumption for most of
astrophysical high-Reynolds-number fluids.

4 Synergy of MHD and Plasma-Based Approaches to Reconnection

While our review is focused on fast magnetic reconnection that takes place in MHD regime,
in this section we sketch the relation with some different directions of reconnection re-
search. First of all, if the original models of magnetic reconnection, i.e. Sweet-Parker and
Petschek reconnection, are distinctly regular and laminar, the models that now are con-
sidered most promising, whether turbulent, as we discuss in this review, or plasmoid-type
(Karimabadi et al. 2013), include the distinct effects of stochasticity. This is a remarkable
shift of paradigm. Indeed, when LV99 model was introduced, its main competitor was X-
point Hall reconnection.

As we mentioned earlier, the LV99 theory based on MHD is not applicable to plasmas
unless the expected turbulent broadening of the outflow region is substantially larger than
the ion Larmor radius. Indeed, below the latter scale, no MHD description of the turbulent
magnetic field wandering is applicable. Only when the reconnection region is ∼ αρi then
one can talk about MHD turbulence broadening of the outflow region. The exact value of
α is difficult to define theoretically. A possible guess is that it should be sufficiently large,
e.g. in the range of 102 or 103 for the magnetic wandering not to be strongly affected by
plasma effects. For thinner current sheets we are in the regime where we expect to be the
domain of plasmoid reconnection. This is definitely the regime of magnetic reconnection
in magnetosphere (see the discussion in Eyink et al. (2011)) and possibly over parts of the
solar wind. The two examples present important cases of space plasmas that are intensively
studied through in situ observations.

The criterion of the turbulent broadening depends on the level of turbulence; in the case
when the initial magnetic configuration is laminar or only slightly turbulent, plasma instabil-
ities, e.g. tearing mode, are expected to dominate the initial dynamics of magnetic reconnec-
tion. However, both PIC simulations (e.g. Daughton et al. 2011; Karimabadi et al. 2013) and
MHD simulations (e.g. Hood et al. 2009; Beresnyak 2013) (see also Sect. 6 below) testify
that turbulence is generated in the process of reconnection. This turbulence should modify
the reconnection. One possible effect of turbulence is the suppression of instabilities, e.g.
the tearing instability, and the transition to pure turbulent reconnection (see also Rapazzo
et al. 2013) . If this is true, then plasma effects can trigger turbulent magnetic reconnection.
However, the identification of true turbulence in 3D MHD simulations is difficult, due to
the limited range of spatial scales. Further work is needed to identify whether, for example,
the fine-scale structures and complex flows identified by Hood et al. (2009) correspond to a
turbulent cascade of energy to small-scales.

5 Some Other Approaches to Turbulent Reconnection in MHD

We now consider some different aspects of the interaction between turbulence and reconnec-
tion within the MHD framework. An important approach towards understanding the desta-
bilisation of an initially laminar reconnection region can be traced back to the work of Shi-
bata and Tanuma (2001). This paper proposes a fractal reconnection scenario, in which
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an initial current sheet thins and becomes subject to tearing instability (if the sheet length is
longer than the critical wavelength for onset of tearing); the same process repeats on increas-
ingly smaller scales, leading to a fractal distribution of magnetic islands on scales down to
a microphysical limit such as the ion Larmor radius. At the same time, islands or plasmoids
ejected during the reconnection process may coalesce with others to form larger plasmoids.
Such a process is indeed observed in MHD simulations (Tanuma et al. 2001). The instabili-
ties, like tearing instability, open up the reconnection layer enabling a wide outflow.

Recently, Barta et al. (2010, 2011) used a 2.5D numerical MHD simulation with Adaptive
Mesh Refinement to demonstrate the formation of plasmoids on a very wide range of scales.
Further recent studies of fragmentation and coalescence of plasmoids include Loureiro et al.
(2009, 2012), Bhattacharjee et al. (2009). These instabilities can lead to fast reconnection
(Uzdensky et al. 2010). Similar merging and coalescence of plasmoids is also widely ob-
served in PIC simulations (e.g. Drake et al. 2010; Karlicky et al. 2012; Markidis et al. 2012;
Huang and Bhattarcharjee 2013).

Another idea which suggests a complex pattern of reconnections is “recursive reconnec-
tion” (Parnell et al. 2008). This numerical model, comprising two opposite-polarity sources
interacting with an overlying field, illustrates the role of magnetic topology described fur-
ther in Sect. 6. Reconnection can cause both opening and closing of magnetic flux, as closed
field interacts with open field: notably, this can happen recursively, with field lines opening
and closing repeatedly. This both enhances the global reconnection rate and leads to more
distributed heating.

Finally, we mention the interaction between MHD models of reconnection and kinetic-
scale turbulence—see also Karimabadi et al. (2013). In many astrophysical plasmas, there is
a complex interplay between large-scale fluid phenomena and microscales which are kinetic.
Indeed reconnection on MHD scales may itself generate kinetic instabilities (see Brown et al.
2013, this issue), whilst kinetic turbulence may influence the global reconnection dynamics.

Numerical simulations of collisionless plasma, such as Shay et al. (1998, 2004) and much
subsequent work, have been encouraging in showing that collisionless dissipation on small
scales may play an important role in achieving fast reconnection; for example, in the solar
corona. Furthermore, “anomalous resistivity”, driven by kinetic turbulence within current
sheets, in many cases almost certainly plays a far more important role in reconnection which
is described by MHD on the global scale, than classical Spitzer resistivity. Most MHD sim-
ulations of reconnection actually rely on some kind of anomalous resistivity, although the
resistivity model is not usually physically-motivated: see Gordovskyy et al. (2013b) for a re-
cent attempt to include a more realistic resistivity model, based on ion-acoustic turbulence,
in a MHD simulation. Predictions of anomalous resistivity from current-driven instabili-
ties leading to microturbulence, such as by Petkaki et al. (2006) and Buechner and Elkina
(2006), have important consequences for MHD reconnection. However, a full understanding
of the coupling between global fluid models and kinetic physics remains a subject for future
investigation.

6 Complex and 3D Fields and the Formation of Fine Structure

Using the solar corona as an example, we will now show that a state of topological com-
plexity with many localised current sheets—a state of turbulent reconnection—is natural in
astrophysical plasmas. A wealth of observations from a series of space-borne telescopes—
such as Solar Dynamic Observatory, and, most recently, Hi-C (Cirtain et al. 2013)—indicate
that the corona is highly dynamic and is full of fine structure (on scales at least down to
present resolution limits).
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6.1 Current Sheet Formation in the Solar Corona

The strong solar coronal magnetic field (with low β = 2μ0p/B
2) is rooted in the dense

photosphere, where turbulent velocities move the footpoints of the magnetic field. The exis-
tence of current sheets in the solar coronal fields has been predicted to arise in the following
ways: (i) Complex footpoint motions in a simple initial field geometry, or “field line braid-
ing”. (ii) Complex initial fields with simple motions—including footpoint displacements in
fields with X-points, separators, separatrices etc., emergence of new magnetic flux and the
effects of discrete photospheric flux tubes. (iii) Simple initial fields with simple motions e.g.
forced magnetic reconnection and kink instability due to twisting motions. We now discuss
each of these three ideas.

The idea of current sheet formation due to braiding of the coronal flux tubes originates
with Parker (1972). It was proposed that as the footpoints of coronal flux tubes are slowly
moved by complex photospheric motions, the flux tubes develop a braided pattern for which
no smooth force-free equilibrium can be found. In consequence, the field, in the ideal MHD
limit, develops discontinuities (infinitely-thin current sheets). The coronal field thus is in
a state of turbulent reconnection, heating the coronal plasma through a process dubbed
“topological dissipation”. Parker proposed a simple theoretical paradigm for this process,
consisting of an initially uniform, straight field embedded in a perfectly-conducting plasma,
between two conducting planes (representing the photosphere), subject to slow motions of
the photospheric footpoints which lack symmetry. The subsequent equilibrium states of the
field are constrained by the footpoint connectivity.

The “Parker” model has led to a much subsequent work over 40 years; such as, recently
Low (2006), Rapazzo et al. (2007, 2013), Berger and Asgari-Targhi (2009). It is broadly
established that fine structure, including localised, very strong currents, indeed arises. How-
ever, there is still no consensus on the inevitability of true discontinuities (infinite currents)
in the ideal MHD limit, although Van Ballegoijen (1985) provided a methodology to find
a force-free equilibrium for any continuous footpoint motions, suggesting there are no dis-
continuities. For example, Ng et al. (2012) use Reduced-MHD (RMHD) simulations with
random footpoint motions to show that the energy dissipation rate is independent of the re-
sistivity, and that reconnection is much faster than Sweet-Parker. Wilmot-Smith et al. (2010)
and Pontin et al. (2011) create a field representing a simple braid of three flux tubes, which
is close to force-free equilibrium, using a Lagrangian relaxation scheme. They then use a
3D MHD simulation to show that this develops many small-scale current sheets and subse-
quently dissipates free magnetic energy by reconnection. It should be noted, however, that
these simulations consider loops with very weak transverse magnetic field components and
hence with very little free magnetic energy (i.e. the fields are always very close to a current-
free state); hence, their relevance to heating coronal Active Regions is questionable. The
same difficulty applies to the many works which use the RMHD approach, in which a weak
transverse field component is assumed.

Recent high resolution solar observations from Hi-C (Cirtain et al. 2013) indicate the
presence of untwisting coronal loops, which are suggested to be consistent with dissipation
of braided fields. However, as noted by Cargill (2013), these observations are equally consis-
tent with kink-unstable twisted loops (see Sect. 7 below). Indeed, both braiding and twisted
loop models results in a network of localised thin current layers, with turbulent reconnection.

It is very easy to form current sheets by footpoint motions of fields with complex topol-
ogy (i.e. with regions of different fieldline connectivity). For example, shearing the foot-
points of a 2D field configuration with a separatrix and multiple flux domains naturally
forms a current sheet along the separatrix (e.g. Vekstein et al. 1992), since neighbouring field
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lines on different sides of the separatrix may have very different footpoint displacements,
leading to a discontinuity in the field. Similarly, the fact that the photospheric footpoints of
the coronal field are actually concentrated into discrete isolated flux tubes naturally leads to
the formation of discontinuities (in the ideal limit) within the coronal magnetic field. Thus,
motions within flux sources, or motions of the flux sources themselves, inevitably generates
coronal reconnection (Browning et al. 1986; Lothian and Browning 1995). This scenario
has been dubbed “flux tube tectonics”, and explored in some depth (Priest et al. 2002). Fur-
thermore, models of new flux emerging into the corona from the solar interior involve the
interaction of two flux systems, again resulting in current sheet formation and considerable
topological structure, as demonstrated in 3D numerical simulations (e.g. Archontis et al.
2005; Parnell et al. 2010).

In fact, even the simplest field topologies and footpoint velocity profiles can generate
fine-scale structure in the corona. One example has already been mentioned in Sect. 2—
namely, forced reconnection. Here, a simple sinusoidal disturbance of a sheared force-free
field in a slab can generate a current sheet, leading to reconnection and a chain of magnetic
islands (Hahm and Kulsrud 1985; Vekstein and Jain 1998; Jain et al. 2005). If the external
disturbance consists of multiple modes in different directions, then a series of current sheets
will be formed at the various resonant surfaces, leading to overlapping islands with stochas-
tic field lines (Onofri et al. 2004). Another example is the nonlinear kink instability (see
Sect. 7): even smooth rotational motions of the footpoints of simple cylindrical flux tubes
can lead to the formation of a fragmented current structure with turbulent reconnection.

An important consequence of the ubiquitous presence of small-scale structure in the solar
atmosphere is that the resulting state of multiple reconnections may heat the coronal plasma.
Whilst it is generally accepted that large solar flares are a result of release of stored magnetic
energy by reconnection in a large-scale current sheet, a promising scenario for maintaining
the overall high temperature of the corona is the combined effect of many very small flare-
like events known as “nanoflares” (Parker 1988). We return to the coronal heating problem
in Sect. 7.

In summary, in the solar corona the topology is complex, and hence multiple reconnec-
tion sites are likely to exist (Maclean et al. 2009), with reconnection usually being 3D. The
coronal field is predicted to be in a constant state of turbulent reconnection. This theoreti-
cal picture is supported by observations. For example, observations of Type III radio bursts,
which are produced by beams of non-thermal electrons in the corona, indicate that energy
release is highly fragmented both in space and time (Chen et al. 2013). A similar picture is
likely to pertain in other astrophysical plasmas.

6.2 3D Reconnection Models

Whilst classical reconnection models are two-dimensional, as outlined in Sect. 2, most as-
trophysical phenomena are not well-described by 2D models, and much recent research
shows that the reconnection in 3D differs in quite fundamental ways. Even the definition of
reconnection is less clear. Schindler et al. (1988) suggest that reconnection can be identified
through the existence of localised parallel electric fields. Reconnection in 3D can occur at
3D magnetic nulls—but does not require the presence of nulls; in contrast to 2D reconnec-
tion which requires an X-point (a 2D null) or a field reversal (although 2.5D reconnection,
i.e. including a guide-field, also does not require nulls). Furthermore, the topological prop-
erties of 3D reconnection can be quite different. Whereas in 2D reconnection, there is a
simple pair-wise reconnection of flux tubes, with two incoming flux tubes “breaking and
re-joining” to form two flux tubes in the outflow, the situation is more complex in 3D (Priest
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et al. 2003; Cargill et al. 2010). In general, due to counter-rotating flows within the diffusion
region, it is not possible to uniquely match pairs of inflow and outflow fieldlines (Priest et al.
2003; Pontin et al. 2005). The properties of 3D reconnection are reviewed by Pontin (2011).

The topology of the magnetic field may be summarised through knowledge of the “mag-
netic skeleton” (Bungey et al. 1996). This comprises: field sources on the photospheric
boundary (which are usually, more or less, discrete); magnetic null points (usually 3D);
a set of flux domains bounded by separator surfaces (the 3D analogue of 2D separatrices);
and separator lines, which are the intersection of separators. Such topological features form
the likely sites of magnetic reconnection, as well as Quasi Separatrix Surfaces (Titov et al.
2002; Demoulin 2006) which are layers of strong divergence in field line connectivity. Re-
connection may occur at 3D null points (Priest and Titov 1996; Craig and Fabling 1996) but
also in the absence of nulls, with separator lines playing an important role (Longcope and
Cowley 1996; Parnell et al. 2010).

Understanding the nature of reconnection in 3D—and the inevitable interactions with
turbulence—is an important subject of future research.

7 Relaxation in Turbulent Reconnecting Plasmas

An important consequence of turbulent reconnection in astrophysical plasmas is the dissipa-
tion of stored magnetic energy. A large-scale energy release may cause a solar flare, whereas
the combination of many smaller energy releases may be the source of heating required to
maintain coronal plasma at temperatures of over a million degrees Kelvin. In order to pre-
dict the energy release, it is not necessary to calculate the detailed dynamics, if it is assumed
that the field relaxes towards the state of lowest possible magnetic energy. The appropriate
constraint for such relaxation, in the presence of multiple localised reconnections, is that the
global magnetic helicity

K =
∫
V

A ·BdV, (4)

is conserved, where A is the vector potential (Taylor 1974, 1986). This follows since recon-
nection transfers helicity between flux tubes, without creating or destroying helicity. Also, it
can be shown that, if dissipation is confined to narrow current layers, with width much less
than the global length scale, then fractional helicity dissipation is much less than energy dis-
sipation (Berger 1984; Browning 1988). Note that in a volume in which magnetic fieldlines
cross the bounding surface (such as the corona, in which field lines cross the photosphere),
then the relative helicity must be used (Berger and Field 1984; Finn and Antonsen 1985).
The minimum energy state with conserved helicity is a constant-α or linear force-free field:

∇ ×B= αB, (5)

where α, which is the ratio of parallel current to magnetic field, is spatially constant. Re-
laxation theory was developed by Taylor (1974) to explain the reversal of toroidal field in
Reverse Field Pinch devices, and has been successfully applied also to other laboratory de-
vices such as spheromaks (Taylor 1986; Jarboe 1994).

Heyvaerts and Priest (1984) first applied this idea to the solar corona, proposing that
the coronal field is continually stressed by slow photospheric footpoint motions, causing
it evolve through a series of nonlinear force-free fields satisfying (5) but with spatially-
varying α. The field then relaxes to a minimum energy state, conserving helicity whilst re-
leasing free magnetic energy as heat. This idea was developed by many others (e.g. Brown-
ing and Priest 1986; Browning et al. 1986; Dixon et al. 1988; Vekstein et al. 1993; Wolfson
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Fig. 6 The distribution of event
frequencies against the
magnitude of the energy release
for cylindrical twisted loops with
different aspect ratios (L/R,
where L and R are, respectively,
the loop length of radius). This
shows a power law distribution as
expected for nanoflares. From
Bareford et al. (2011)

et al. 1994; Kusano et al. 1994; Lothian and Browning 2000), and generalised to differ-
ent boundary conditions (Browning 1988; Dixon et al. 1989)—but it remained unclear how
far free magnetic energy could build up before the field relaxed. Thus, the energy release
depended on an unknown “relaxation time”. This problem was resolved by Browning and
Van der Linden (2003), who suggested that relaxation could be triggered by the onset of
ideal instability, such as kink instability in a twisted loop. In the case of a twisted cylindrical
loop in which the current profile arising from photospheric motions was parameterised by
a family with piecewise-constant α, the energy release was shown to depend on the current
profile at the point of instability onset (Browning and Van der Linden 2003).

Subsequently, Bareford et al. (2010, 2011) developed a relaxation-based model of coro-
nal heating due to random photospheric footpoint driving. The field in a cylindrical loop
evolves randomly through a series of equilibria until the threshold for ideal kink instability
is reached: at this point, the energy dissipated during a helicity-conserving relaxation to a
constant-α field is calculated. The process is repeated, with a cycle of stressing the field
followed by relaxation: thus, a distribution of heating events or “nanoflares” is built up. In
the case of localised twisting motions, in which the loop thus carries zero-net current, a
power-law distribution of event size vs. occurrence frequency can be generated (Bareford
et al. 2011); see Fig. 6. The average rate of energy dissipation, due to the repeated driving
and relaxation, is sufficient for heating a coronal Active Region. This provides an a priori
prediction of the distribution of nanoflare energies, whose combined effect heats the corona,
as first postulated by Parker (1988).

A strength of these models is that they require significant free energy to be stored be-
fore the onset of kink instability and heating, thus providing sufficient heating for Active
Regions requirements; see the discussion in Bareford et al. (2010), showing agreement with
the requirements on transverse field set by Parker (1988). This contrasts with RMHD mod-
els and similar models which use a small transverse field component. It is interesting to
investigate the behaviour of repeated heating events (e.g. Jain et al. 2005). Preliminary 3D
MHD simulations (Gordovskyy, private communication) suggest that a repeated series of
heating events may indeed be produced if the footpoint driving is maintained. On the other
hand, Rapazzo et al. (2013) suggest that, if the driving motions are turbulent, the fields may
become sufficiently incoherent that kink instability cannot arise.

Observational evidence to support Taylor’s hypothesis—of helicity-conserving relax-
ation to a minimum energy state—is found in a wide range of laboratory experiments (e.g.
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Fig. 7 The distribution of
currents (colour scale) and
velocities (arrows) at the loop
midplane during the later stages
of relaxation in a kink-unstable
twisted loop. From Hood et al.
(2009)

see Taylor (1986) and references therein). Furthermore, relaxation towards a constant-α state
is observed in solar flares (Nandy et al. 2003). Further verification of Taylor relaxation in
coronal loops, as well as understanding of how the relaxation takes place, is provided by 3D
MHD simulations of twisted cylindrical coronal loops (Browning et al. 2008; Hood et al.
2009; Bareford et al. 2013). These simulations consider an initially force-free cylindrical
twisted loop which is linearly unstable to the ideal kink mode. In the nonlinear phase of
the kink instability, a helical current ribbon forms, leading to fast reconnection and dissipa-
tion of magnetic energy, with the field subsequently reaching a new equilibrium with lower
energy.

Browning et al. (2008) show that helicity dissipation is much less than energy dissipation,
and that the final relaxed state is close to a constant-α field, consistent with Taylor relaxation.
The relaxation mainly occurs as the initial helical current sheet breaks up and fragments
(Hood et al. 2009), leading to distributed reconnection throughout the loop volume, with a
turbulent velocity profile, in which outflows from one current sheet drive reconnection in
its neighbour (see Fig. 7). The initially monolithic current sheet stretches and bifurcates,
with the smaller sheets then subsequently splitting repeatedly, in a manner somewhat anal-
ogous to the 2D “fractal reconnection” models described in Sect. 5. The α profile becomes
more uniform due to the multiple reconnections, as suggested long ago in the Tangled Dis-
charge Model (Rusbridge 1977, 1991); again, we see an association between reconnection
and fieldline wandering (see Sect. 3). The loop is heated throughout its volume.

The Taylor hypothesis only predicts the state of lowest possible energy, which may not
actually be attained if there are other constraints on the dynamics (Bhattacharjee et al. 1980),
or simply if there is not enough free energy to drive the relaxation. In the case of a loop
twisted by localised photospheric motions, which has zero net-current, the extent of the
disruption within the nonlinear phase of the instability is confined to a region with about 1.5
times the original loop radius; this leads to a partial relaxation in which the magnetic field
outside this is undisturbed (Hood et al. 2009; Bareford et al. 2013).

Yeates et al. (2010), based on simulations of an initially braided coronal loop, propose
that additional topological constraints, associated with the mapping of field lines from one
end of the loop to the other, may prevent full Taylor relaxation. However, their simulations
consider initial fields with little much free energy, and their final state in energetic terms is
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actually very close to the constant-α state—which is a potential field in this case. So Taylor
theory still provides a good estimate of the energy release, despite the incomplete relaxation.

Nevertheless, it is clear that full relaxation can never really occur in an astrophysical
plasma which is necessarily unbounded—unlike finite-volume laboratory plasmas. So re-
laxation must necessarily be limited spatially by the extent of the region of turbulent recon-
nection: a new theory of partial relaxation for unstable cylindrical loops which accounts for
this has been recently proposed by Bareford et al. (2013). Furthermore, relaxation is simi-
larly restricted by the onset of such a turbulent reconnecting state: it is quite possible for a
field to remain in a state with free energy—which is not the minimum energy state—until
relaxation is somehow triggered. As discussed above, an example of such a trigger is the
onset of ideal MHD instability, but there are likely to be many other possible mechanisms.

A full understanding of relaxation in astrophysical plasmas requires much further re-
search.

8 Turbulent Reconnection and Particle Energisation

The origin of high-energy particles in solar flares is a long-standing problem in astrophysics,
as well the acceleration of cosmic rays. Proposed mechanisms include both turbulence or ac-
celeration by direct electric fields in a reconnecting current sheet (see reviews Miller et al.
(1997), Zharkova et al. (2011)). However, turbulence models tend to rely on an arbitrary tur-
bulent field which is not related to the reconnection which is the primary source of energy-
release in a flare, whilst reconnection models with a localised coronal current sheet suffer
with difficulties, such as bringing in a large number of particles into a small current sheet
volume. Many aspects of flare particle acceleration can be explained by combining turbu-
lence with reconnection. This topic has been extensively reviewed elsewhere (e.g. Vlahos
et al. 2009; Cargill et al. 2012), as well as some aspects being discussed by Lazarian et al.
(2012b); we mention here some aspects of this topic which relate directly to our earlier
discussions of turbulent reconnection.

Firstly, the turbulent reconnection LV99 paradigm, described in Sect. 3, provides effec-
tive particle acceleration through First-order Fermi acceleration—in which particles bounce
between converging magnetic mirrors. Figure 8 illustrates the First-order Fermi acceleration
that takes place within a turbulent reconnection region (de Gouveia Dal Pino and Lazar-
ian 2005; Lazarian 2006).5 The acceleration happens as particles bounce back and forth
within shrinking magnetic loops (see Fig. 8). Recently, the acceleration of cosmic rays in
reconnection has been invoked to explain results on the anomalous cosmic rays obtained by
Voyager spacecrafts (Lazarian and Opher 2009; Drake et al. 2010), the local anisotropy of
cosmic rays (Lazarian et al. 2012b) and the acceleration of cosmic rays in clusters of galax-
ies (Brunetti and Lazarian 2011). Naturally, this process of acceleration widespread and not
limited to these examples. Numerical studies of the particle acceleration have shown differ-
ences in the acceleration process between 2D and 3D and confirmed the first-order Fermi
nature of the acceleration in turbulent reconnection layers (Kowal et al. 2011, 2012b).

The breakup of long current sheets into a chain of magnetic islands (Sect. 5) also has
consequences for particle acceleration (Kliem 1994; Li and Lin 2012). Gordovskyy et al.

5The predicted spectrum without taking the backreaction of the accelerated particles is N(E)dE ∼
E−5/2dE. Considerations in Drake et al. (2006) suggest that the spectrum of the particles can get shallower
if the backreaction is taken into account.
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Fig. 8 First order-Fermi
acceleration as cosmic rays
bounce within a 3D loop of
reconnected flux that shrinks due
to magnetic reconnection. From
Lazarian (2005)

(2010a, 2010b) showed that two populations of accelerated particles arise in this case: a par-
ticle population trapped in the growing magnetic islands gains substantial energy, whereas
particles remaining on open fieldlines are predominantly thermal.

Particles can be accelerated in fields with turbulent current sheets, such as those aris-
ing from braiding footpoint motions (Turkmani et al. 2006) (see Sect. 6.1). Also, the frag-
mented current sheets in unstable twisted loops (see Sect. 7) provide an effective means for
distributed acceleration of charged particles in flares, with acceleration produced by the par-
allel electric fields within the current sheets. Using a relativistic guiding-centre test particle
code coupled to 3D MHD situations, Gordovskyy and Browning (2011) and Gordovskyy
and Browning (2012) show that particles gain energy through a series of almost discontin-
uous jumps, as they randomly encounter current sheets, in a manner reminiscent of earlier
cellular automaton models (Vlahos et al. 2004)—see Fig. 9.

As the loop first becomes kink-unstable, particles are accelerated in the helical current
ribbon which is quite radially localised, and leads to a narrow distribution of energetic parti-
cles. However, as described in Sect. 7, the current sheet breaks up into a distributed structure.
Thus, particles are accelerated throughout the loop, and the loop quickly fills with energetic
particles. The loop expands somewhat as it reconnects with the surrounding field, and hence
the spatial extent of the energetic particles grows in time. The particle energy spectrum
develops a non-thermal tail.

The particle spectrum is somewhat sensitive to the assumed resistivity profile. Assum-
ing a rather high value of a uniform background resistivity (Turkmani et al. 2006) tends to
over-estimate the number of accelerated particles (Gordovskyy and Browning 2012). If a
localised current-dependent resistivity is used, the fraction of energetic particles can be rela-
tively small, typically 5–10 %, validating the use of test particle modelling in this case. The
increased numerical resolution of the more recent simulations may also explain the decrease
in the fraction of energetic particles compared with earlier work, since the current sheets are
better resolved; see further discussion in Cargill et al. (2012).

In cylindrical loop models, energetic particles are inevitably quickly lost through the ends
of the loop. This may be mitigated by the effects of fieldlines convergence at the footpoints
(Gordovskyy et al. 2013a); but in fact, few energetic particles are mirrored as they tend to
have very small pitch-angles, a consequence of direct electric field acceleration. The con-
finement of particles within the loop is substantially modified by the occurrence of collisions
within the dense chromosphere at the loop footpoints: this causes pitch- angle scattering, al-
lowing more particles to be reflected and confined with the loop (Gordovskyy et al. 2013a).
The time-evolving energy spectrum in a loop with field line convergence, and incorporating
the effects of collisions with the stratified background plasma, is shown in Fig. 10.

Recently, a more self-consistent model of particle acceleration and transport in a twisted
coronal loop has been developed: this considers a curved loop, twisted by localised foot-
point motions, within a gravitationally-stratified atmosphere. The effects of transport and
acceleration are incorporated, including collisions as well as acceleration by direct electric
fields in a fragmented current sheet, with an anomalous resistivity dependent on the particle
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Fig. 9 Particle acceleration in a kink-unstable twisted loop due to fragmented current sheets. Showing (from
left to right), current isosurfaces, current at the midplane and spatial distributions of protons and electrons, at
successive times. From Gordovskyy and Browning (2012)

drift velocity (Gordovskyy et al. 2013b). Particles are mainly accelerated both at the loop
top and near the footpoints. Synthesised Hard X-ray emission is calculated, with footpoint
and looptop sources which evolve through the flare event.
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Fig. 10 Electron energy spectra in a kink-unstable twisted loop with field line convergence towards the
chromosphere, including the effects of collisions with the dense chromospheric plasma on the test particles,
at a series of times through the flare. From Gordovskyy et al. (2013a)

9 Summary

Turbulence is a common—almost universal—state for astrophysical plasmas. Magnetic re-
connection, which is an important process for restructuring of magnetic fields and dissipa-
tion of stored energy, interacts with turbulence in many ways. In this paper, we have given
an indication of some ways in which our understanding of reconnection, within the magne-
tohydrodynamic framework, is affected by taking account of the presence of turbulence. In
particular, we have shown how turbulence may resolve the long-standing fast reconnection
problem, and that a complex state of turbulent reconnection naturally arises in astrophysical
plasmas.

Our review is complementary to the reviews in this volume that investigate the possibility
of achieving fast magnetic reconnection appealing to plasma effects, e.g. plasmoid recon-
nection. The relation between these two approaches requires further studies; in particular,
at sufficiently small scales, the MHD description of the turbulent field wandering is not ap-
plicable and thus the model of turbulent reconnection we described is not applicable either.
At the same time, turbulence arising from the reconnection process that is reported in both
PIC and MHD simulations initiated with laminar magnetic fields is indicative that turbu-
lent reconnection may take over from reconnection dominated by plasma effects or tearing.
Further investigation of these situations is necessary.

The work described here, from many different perspectives, support the notion that tur-
bulence is intrinsic element of fast reconnection in most astrophysical environments and
that attempts to treat instabilities in reconnection systems, e.g. tearing instability, without
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accounting for the turbulence that these instabilities generate, are of limited relevance. At
the same time, turbulent reconnection is necessary for making modern models of MHD tur-
bulence self-consistent, allowing resolution of the magnetic knots produced by magnetic
eddies, mixing matter and magnetic fields as a part of the self-similar turbulent cascade.

Furthermore, using the solar corona as an example, we have shown that a state of turbu-
lent reconnection, with many small-scale current sheets interacting through complex flow
fields, naturally arises. Even in the case of very simple laminar driving motions (such as
rotation), the magnetic field naturally develops into a state filled with reconnecting current
sheets and turbulent flows. The energy release in such complex fields can be determined us-
ing the idea that the plasma undergoes helicity-conserving relaxation to a minimum energy
state. This has important consequences for understanding the heating the solar corona. As
well as heating the plasma, the energy dissipated by magnetic reconnection may be trans-
ferred to non-thermal ions and electrons: a turbulent reconnecting plasma is an effective
particle accelerator.
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Abstract In this article, we discuss the idea of a hierarchy of instabilities that can rapidly
couple the disparate scales of a turbulent plasma system. First, at the largest scale of the
system, L, current carrying flux ropes can undergo a kink instability. Second, a kink insta-
bility in adjacent flux ropes can rapidly bring together bundles of magnetic flux and drive
reconnection, introducing a new scale of the current sheet width, �, perhaps several ion iner-
tial lengths (δi) across. Finally, intense current sheets driven by reconnection electric fields
can destabilize kinetic waves such as ion cyclotron waves as long as the drift speed of the
electrons is large compared to the ion thermal speed, vD� vi . Instabilities such as these can
couple MHD scales to kinetic scales, as small as the proton Larmor radius, ρi .

Keywords MHD · Turbulence · Reconnection · Relaxation · Instability

1 Introduction

Cosmic plasmas are complex, exhibiting processes at all scales from meters to megaparsecs.
There is a tendency to study these processes in isolation but natural plasma systems surely
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find ways to couple scales together. Indeed a fully turbulent fluctuation spectrum is the result
of a cascade of couplings from large scales to small.

We discuss here the idea of a hierarchy of instabilities that can rapidly couple the dis-
parate scales of a turbulent plasma system. First, at the largest scale of the system, L, current
carrying flux ropes can undergo a kink instability. Second, a kink instability in adjacent flux
ropes can rapidly bring together bundles of magnetic flux and drive reconnection, introduc-
ing a new scale of the current sheet width, �, perhaps several ion inertial lengths (δi ) across.
Finally, intense current sheets driven by reconnection electric fields can destabilize kinetic
waves such as ion cyclotron waves as long as the drift speed of the electrons is large com-
pared to the ion thermal speed, vD� vi . Instabilities such as these can couple MHD scales
to kinetic scales, as small as the proton Larmor radius, ρi .

The paradigm of the turbulent cascade is that energy is added to the system at the largest
scale, L. Nonlinearities break up the flow and introduce fluctuations at perhaps L/2 in an
eddy-turnover time, L/v, where v is a typical flow speed. This is a slow process. Indeed,
filling a turbulent spectrum down to the dissipation scale presents theoretical challenges. We
suggest in this chapter that there are processes that can directly and rapidly couple the very
largest scales to the very smallest.

In Sect. 2, we discuss some theoretical background, beginning with MHD processes at the
largest scales (kink instability, reconnection, and relaxation) and kinetic instabilities at the
smallest scales. In Sect. 3, some observations and experiments on hierarchies of instabilities
including the RSX and SSX experiments are presented. In Sect. 4, results of a PIC code are
presented, demonstrating kinetic instabilities driven by large scale field-aligned current, and
in Sect. 5 we present a summary.

2 Theoretical Discussion

2.1 MHD Framework: Reconnection and Relaxation

Magnetic reconnection is a localised breakdown of the frozen-in field condition in a highly-
conducting plasma, with resulting change in magnetic field line connectivity. The process is
characterised by a separation of length-scales between the global scale and the local scale
of dissipation. Reconnection results in dissipation of magnetic energy—much more rapidly
than simple Ohmic diffusion—and is an important process in many space, astrophysical
and laboratory plasmas. We briefly summarize some key elements of reconnection theory
here: full reviews include Priest and Forbes (2000), Biskamp (2005), Birn and Priest (2007),
Zweibel and Yamada (2009).

In its simplest 2D form, reconnection involves the merging of anti-parallel magnetic
fields with flow across magnetic seperatrices. Classical 2D models are: spontaneous recon-
nection, involving linear instability, such as tearing mode (Furth et al. 1963), and steady-
state reconnection, notably the Sweet–Parker and Petschek models; the latter incorporates
standing slow shocks in the inflow region and allows fast reconnection. Forced reconnection
is triggered by boundary disturbances, and may occur in tearing-stable configurations. In the
basic paradigm (Hahm and Kulsrud 1985), the boundary of a 2D field reversal is perturbed
by a slow, transient, sinusoidal displacement; initially a current sheet forms, which subse-
quently reconnects into a chain of magnetic islands. This has been generalised to sheared
force-free fields by Vekstein and Jain (1998), who calculate how the energy release during
the reconnection, a transition from the higher-energy state with an infinitely-thin current
sheet to the lower-energy state with islands, depends on the equilibrium shear.
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More recently, much work has been devoted to understanding 3D reconnection, which
differs in many fundamental ways from 2D (see review by Pontin 2011); the symme-
tries required for 2D models are inevitably absent in naturally-occurring plasmas such
as in the solar corona, and 3D models are essential. Even the definition of reconnection
in 3D is less clear, but a broadly-accepted definition is the existence of a non-zero in-
tegrated parallel electric field in a localised region (Schindler et al. 1988). In 3D recon-
nection, field lines do not generally “cut and join” in pairs (as in 2D), and field line con-
nectivity changes continuously throughout the dissipation region (Priest and Pontin 2009;
Pontin 2011). In fully 3D reconnection—or in 2D reconnection with a guide field—
reconnection can occur both at magnetic null points and in the absence of nulls. The lat-
ter includes Quasi Separatrix Layers, in which there are strong gradients in magnetic con-
nectivity (Demoulin et al. 1996) and separator lines (Longcope 2001; Parnell et al. 2010),
which are the intersection of two separatrix surfaces bounding flux domains. Reconnection
at 3D nulls has been studied both through analytical models (Priest and Titov 1996; Craig
et al. 1997; Craig and Watson 2000) as well as numerical simulations (Pontin et al. 2007;
Priest and Pontin 2009; Santos et al. 2011).

Relaxation theory (Taylor 1974, 1986), in which the field relaxes to a state of minimum
magnetic energy with conserved magnetic helicity, is a very useful tool for predicting the
final state of a plasma subjected to multiple magnetic reconnections. Whilst first developed
to explain the toroidal field reversal in Reverse Field Pinch devices, it has been successfully
applied also to tokamaks, spherical tokamaks and spheromaks, as well as to the solar corona
and other astrophysical plasmas. The minimum energy state is a constant-α or linear force-
free field

∇ ×B= αB (1)

2.2 From Kink Instabilities to Reconnection in the Solar Corona

2.2.1 Models of Nonlinear Kink Instability

A very long-standing problem in solar physics is to explain the high temperature of the
solar corona—which is over a million degrees Kelvin (Browning 1991; Klimchuk 2006)—
compared with the surface temperature of around 6000 K. Another problem is to understand
the process of energy release in solar flares (Benz 2008). These two phenomena may both be
manifestations of the physical process of magnetic reconnection, whereby magnetic energy
is stored in the corona and converted into thermal and kinetic energy on rapid time-scales
by reconnection. Indeed, it was proposed by Parker (1988) that the corona could be heated
by the combined effect of a large number of small flare-like events known as “nanoflares”.
Much effort has thus been devoted to modelling reconnection in the solar corona, and deter-
mining how the conditions for reconnection, such as current sheets, may arise (reviewed by
Birn and Priest 2007). It is expected that coronal heating occurs due to frequently-occurring
reconnection events, releasing free magnetic energy injected by slow motions of the photo-
spheric footpoints of the coronal field.

One approach to coronal heating uses relaxation theory. The coronal field evolves through
a sequence of (in general) nonlinear force-free states j × B = 0 or ∇ × B = αB (where
α = μ0j//

B
, releasing energy as it relaxes to a constant-α state (Heyvaerts and Priest 1984)).

The energy dissipation rate depends on how much energy is stored before a relaxation event
occurs: this was undetermined within the Heyvaerts and Priest (1984) framework. This was
resolved (Browning and van der Linden 2003) by proposing that relaxation could be trig-
gered by the onset of the ideal kink instability in a twisted loop.
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The coronal field contains numerous magnetic loops, which in general comprise twisted
magnetic fields: the magnetic field may emerge already twisted from below the solar sur-
face (Moreno-Insertis and Emonet 1996) or photospheric motions with vorticity may create
twist by rotating the field footpoints. Such twisted loops may be subject to the ideal kink
instability if sufficiently strongly twisted, even taking account of the stabilizing effects of
line-tying of the footpoints at the dense photosphere (Hood and Priest 1979). Numerical sim-
ulations of the ideal kink instability demonstrate that current sheets form in the nonlinear
phase (Baty and Heyvaerts 1996; Velli et al. 1997; Lionello et al. 1998; Linton et al. 1998;
Baty 2000), initially taking the form of a helical current ribbon at a quasi-resonant surface,
leading to magnetic reconnection.

Browning et al. (2008) and Hood et al. (2009) used 3D MHD simulations of a kink-
unstable twisted flux tube in order to investigate the energy release process and the relax-
ation towards a minimum energy state. These simulations used the Lagrangian Remap code
LARE3D (Arber et al. 2001) to solve the 3D MHD equations, without conduction or radia-
tion, on a staggered Cartesian grid. The initial equilibrium was a cylindrical flux tube with a
piecewise-constant profile of α(r), allowing a two parameter family of nonlinear force-free
fields (Browning and van der Linden 2003).

First, the linear stability threshold for the ideal kink mode, taking account of line-tying,
was determined using the CILTS code, for the family of equilibria; field profiles just within
the unstable region were selected as initial conditions for the nonlinear 3D MHD simula-
tions. Browning et al. (2008) consider various initial field profiles from points around the
linear stability threshold curve; these field profiles all carry a net current, so that the sur-
rounding envelope of potential field has a non-zero azimuthal field component. The initial
growing disturbance matches very well the eigenfunction of the most unstable mode from
the linear theory, and the amplitude initially grows exponentially, with a growth rate cor-
responding to the linear prediction. As the evolution reaches its nonlinear phase, a strong
helical current sheet is formed and magnetic reconnection initiates, reducing the magnetic
energy whilst the kinetic energy passed through a series of peaks. Eventually, the mag-
netic energy decline levels out, and the kinetic energy reduces significantly (although a full
stationary state is never attained). The final “relaxed” state magnetic field components are
shown to be well-matched by a constant-α field—despite the fact that the current profile
remains spiky and it is not clear that α is constant. Furthermore, the energy release is well
predicted by relaxation theory.

Hood et al. (2009) noted that it is more realistic to consider field profiles in which the net
current in the loop vanishes, corresponding to footpoint motions localised within the loop
cross-section. In this case, the eigenfunction of the unstable kink mode is strongly localised,
and the resulting nonlinear disturbance does not extend far beyond the initial loop radius. It
is shown that the initial helical current sheet stretches and splits into two, and then breaks
up further, resulting in a turbulent relaxation phase with reconnection occurring in a frag-
mented current sheet distributed throughout the loop. This distributed reconnection mixes
the α profile very effectively, causing the field to relax towards the constant-α state, and also
results in heating throughout the loop. In this model, in which radiation and thermal conduc-
tion are neglected, plasma can be locally heated to temperatures of up to 108 K. Conduction
and radiation reduce the peak temperature and create a more uniform temperature profile
(Botha et al. 2011). Simulations of a wider family of fields with zero net-current show that
the kink instability generates both reconnection within the loop and reconnection with the
surrounding axial field, causing some expansion of the loop (Bareford et al. 2013). The final
state of the field can be well-described by a new partial relaxation model, in which the field
relaxes within a limited volume.
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It is not viable to perform 3D numerical simulations for a large set of initial field profiles;
if we are interested mainly in the energy released by reconnection, then it is appropriate to
use relaxation theory. Bareford et al. (2010, 2011) have modelled the energy dissipation
resulting from driving of a coronal loop by slow, random photospheric footpoint motions,
for families of field profiles both with and without net-current. The coronal field responds
to the driving by evolving through a sequence of non-linear force-free equilibria: when the
threshold for the linear ideal kink instability is reached, the field becomes disrupted. The
energy release is determined by assuming a helicity-conserving relaxation to a linear force-
free state. A Monte–Carlo approach is used to generate a large number of relaxation events—
the energy-release depending on the equilibrium profile when instability is reached. For the
case of localised footpoint twisting, a power-law frequency distribution of heating events
can result (Bareford et al. 2011), representing the distribution of nanoflares. The average
heating rate determined by this process is shown to be compatible with the requirements for
Active Region heating.

2.2.2 Observations of Kink Unstable Loops in the Solar Corona

There is very extensive evidence that the solar corona is—in general—in a non-potential
state and thus elementary flux tubes are likely to be twisted. Numerical simulations of flux
tubes emerging into the corona from the solar interior, such as described by Archontis et al.
(2005), require the flux tube to be twisted so that it retains its identity as it rises. Observations
also suggest that newly-emerging flux tubes carry currents (Leka et al. 1996), whilst coronal
field lines may also be twisted by footpoint motions. The values of α required for kink
instability are, for a loop of radius 1000 km, of the order 3× 10−6 m−1.

Direct observations of kink instability are difficult, since the coronal magnetic field is
not directly measured. Furthermore, the simulations suggest that the temperature distribution
following a nonlinear kink instability event is quite symmetric and would display no obvious
helical character. Nevertheless, some observations are indicative of kink instability associ-
ated with magnetic reconnection and energy release in the solar corona. Liu and Alexander
(2009) analyze Hard X-ray emission in two kinking filament events, and show that the emis-
sion is consistent with simulations of curved kink-unstable flux tubes (Török et al. 2004;
Török and Kliem 2005). Srivastava et al. (2010) observe a small flare using SOHO, Hinode
and TRACE, demonstrating the presence of a highly-twisted magnetic flux tube with a total
twist of about 12π (which would almost certainly be linearly unstable). The flare emission
is interpreted as arising in current sheets generated by the kink. Imaging microwave ob-
servations of a partially-occulted flare (Karlický and Kliem 2010) also provide evidence of
reconnection in a kinking loop.

2.3 From Kink Instabilities to Reconnection in Laboratory Plasmas

2.3.1 Spheromaks

Spheromaks are magnetically-confined plasmas contained (ideally) within a simply-
connected vessel. Spheromaks may be formed and sustained using coaxial helicity injec-
tion, in which a plasma ring is ejected from a Marshall gun into a conducting chamber; the
plasma may be sustained against resistive decay by maintaining an electric field from the
gun which directly drives the open magnetic flux connected to the electrodes. The presence
of instabilities with toroidal mode number n = 1 during the driven phase of spheromak
operation was first noted by Knox et al. (1986). Duck et al. (1997) mapped the column
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of open magnetic flux in the SPHEX spheromak, demonstrating that this formed a rotat-
ing helical structure, which is proposed to arise from the nonlinear saturation of an ideal
current-driven kink instability. Furthermore, this nonlinear kink instability plays a crucial
role in the relaxation process—distributing helicity from the directly-driven open flux to the
main plasma torus (closed flux). A Poynting flux of energy from the column to the torus
was previously directly measured (Browning et al. 1992), which can now be seen to be a
direct consequence of the helical structure of the direct column. Furthermore, direct mea-
surements of the dynamo electric field, showed that the n= 1 fluctuations were associated
with an “anti-dynamo” in the central column, whereas a turbulent dynamo was found in the
torus, somehow triggered by the helical disturbance due to the rotating column (Al-Karkhy
et al. 1993). The current drive or dynamo process involves small-scale instabilities, includ-
ing magnetic reconnection. The close association of the n = 1 mode (the saturated kink
instability) with current drive is further demonstrated by observations on SPHEX in condi-
tions when the n = 1 mode is intermittent (Willett et al. 1999): when the mode is present
(absent), the plasma current in the torus grows (decays). Subsequent work on SSPX sup-
ports the picture of the crucial role of kink instability of the central column in current drive
and relaxation in spheromaks (Hooper et al. 1999; Wang et al. 2002; Stallard et al. 2003;
Cohen et al. 2009).

A theoretical framework for these observations of the role of the kink-unstable central
column in current drive is provided by Brennan et al. (1999, 2002, 2009). The linear stability
of an idealized 1D model of the spheromak equilibrium is analyzed, taking into account both
line-tying of the field lines at the gun and the compression of the column by the surrounding
torus. As expected, the column is kink unstable if it carries sufficiently large current—but
this can be stabilized by plasma current in the surrounding closed-flux torus. The current-
drive mechanism is thus self-limiting, switching off once the torus current becomes too
large. This is consistent with experimental measurements of intermittent n = 1 mode (the
observable signature of a kink-unstable central column), which demonstrate that the mag-
netic field naturally exists close to a state of marginal kink instability. An example of the
nonlinear phase of the kink instability from a 3D MHD simulation is presented in Fig. 1.

Kink instability leading to reconnection is also observed in a line-tied screw pinch plasma
(Bergerson et al. 2006), in a similar scenario to the spheromak central column.

2.3.2 Edge Localized Modes in Tokamaks

Tokamaks are inherently stable and large-scale kink modes are not present. However,
current-driven instabilities, dubbed “peeling modes” may be found in the edge region of
the plasma, and these may be responsible for the onset of repetitive disturbances known as
Edge Localized Modes (ELMs). ELMs tend to occur in H mode operation, and may cause
serious losses of heat and particles from the plasma, with potentially serious consequences
for future fusion devices. Gimblett et al. (2006a, 2006b) have proposed a model of ELMS
in which the disturbance is triggered by a peeling mode, leading to a localized relaxation in
the edge region, generating a region of flattened current profile (a local Taylor state) that is
bounded by two current sheets. This allows the size of the ELM (the width of the relaxed
region) to be calculated as a function of the initial current profile. The resulting dependence
of ELM size of edge q is rather complex, displaying a series of peaks related to rational
resonances in the edge q .

Recent measurements of ELM mitigation on JET, using resonant magnetic perturbations,
show an intriguing “multi-resonance” effect in the dependence of the ELM frequency on
edge q (Liang et al. 2010, 2011). This can be explained in terms of the relaxation-based
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Fig. 1 The fieldlines and current isosurfaces during the nonlinear phase of the kink instability from 3D MHD
simulations of an unstable twisted loop, at successive times

model of ELM size, assuming that the ELM repetition period is proportional to the width of
the relaxed region created by the ELM.

2.4 Coupling to Kinetic Scales

In a famous 1962 paper, Drummond and Rosenbluth (1962) showed that in a current-
carrying plasma system with electrons drifting at speed vD with respect to ions, electrostatic
ion cyclotron waves with ω∼=Ωci are destabilized if vD ≥ 5vi (roughly) where vi is the ion
thermal speed. The waves propagate across the magnetic field with k⊥ρi ∼= 1, where k⊥ is
the wave number orthogonal to the magnetic field and ρi is the ion’s thermal gyroradius. The
theory is appropriate for β	 1 and Te ∼= Ti . Section 4 presents results of a PIC simulation
of this scenario. Weibel (1970) modified the theory to include counter-streaming ions in a
stationary background of electrons. Again, ion cyclotron waves propagating at nearly right
angles to the magnetic field are destabilized. This instability is independent of the mass ratio
Mi/me .

The instability predicted by Weibel (1970) was verified experimentally in the mid-1970’s
by Hendel et al. (1976) in a Q-machine. The experimental setup featured a long magnetized
target plasma and a coaxial ion beam. The beam density and speed could be tuned relative
to the target density and target ion thermal speed, vi . The target plasma had Te ≈ Ti ∼=
0.3 eV. The researchers observed waves just below the ion cyclotron frequency with k⊥ρi ≈
1 as expected. Instability was observed with a normalized ion beam speed vbeam/vi as low
as 2.5. For vbeam/vi � 1 the instability frequency approached Ωci . Preliminary evidence of
a Drummond-like instability is observed in SSX and discussed in Sect. 3.
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3 Observations and Experiments

3.1 Prior Experimental Results

The kink instability has been identified and studied since the early days of magnetic con-
finement fusion. A particularly compelling experimental identification of the kink instability
was performed by Hsu and Bellan (2003) in a magnetized current-carrying plasma column.
They found that at low values of current-to-flux ratio (essentially the α parameter introduced
in Sect. 2), the column was stable with a helical magnetic field. At higher levels of current-
to-flux, a kink developed in the column resulting in a detached plasma. They identified the
threshold as the Kruskal–Shafranov limit, and implicated the kink in the dynamo process
which converts toroidal to poloidal flux in a spheromak. These are closely related to the
SPHEX experimental results discussed above (Al-Karkhy et al. 1993) in which a helical
disturbance in a rotating column is responsible for current drive and dynamo in a sphero-
mak. The SPHEX group showed that correlated fluctuations of velocity and magnetic field
(〈v× b〉) were responsible for conversion of toroidal to poloidal flux. In later experiments
(Duck et al. 1997), the SPHEX group identified a “dough-hook” shaped rotating n= 1 kink
instability of the central open flux tube as the mechanism responsible for current-drive in
the spheromak.

In a dramatic series of experiments, Moser and Bellan (2012) tracked the dynamics of a
kinking plasma column and identified a growing Rayleigh-Taylor instability at small scales
driven by initial kink instability at the largest scale. The drive for the Rayleigh-Taylor in-
stability comes from the effective gravity of the accelerating kink (geff = 4× 1010 m/s2).
The kink instability is at the scale of the system, while the Rayleigh-Taylor instability is at
a non-MHD micro-scale identified as the ion inertial length (c/ωpi ), an order of magnitude
smaller. This experiment clearly shows the rapid coupling of scales from MHD to kinetic.

3.2 RSX Experiments

In our plasma universe there is a universal tendency to develop filaments of electric cur-
rent and tubes of magnetic field. For example flux ropes are both twisted along their own
axis and writhe or gyrate helically, and are ubiquitous structures on the sun, the rest of the
heliosphere, astrophysical objects and laboratory plasmas. Flux ropes form basic building
blocks for magnetic dynamics, are analogues of macroscopic magnetic field lines, and are ir-
reducibly three dimensional (3D). Moreover, much of the interesting and important physics
occurs beyond the purview of MHD, i.e. at smaller spatial scales or with non ideal two fluid
and/or kinetic features.

Large scale kink instabilities of flux ropes were shown to grow on the Reconnection
Scaling Experiment (RSX) (Furno et al. 2003). The new feature was that the kink onset
threshold depended on boundary conditions (Furno et al. 2006; Sun et al. 2008) that could be
adjusted between line tied and free. These two boundary conditions correspond for example
to CME eruption flux ropes that are anchored (“line tied”) at one end to solar coronal holes
with the other end “free” to drift in the solar system.

This experiment showed for the first time how a plasma instability (in this case the kink)
initiated magnetic reconnection (Furno et al. 2005). The subsequent saturation or stagnation
corresponded to a dynamic balance between magnetic J ×B forces and flux rope inertia in
the mass flows (Intrator et al. 2009). The dynamics of the plasma, fields and the supporting
plasma current system had features that were intrinsically 3D, and restoring forces due to
magnetic field line bending competed with kink driven flows and plasma compression (Sun
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Fig. 2 RSX experiment
schematic, showing coordinate
system, geometry, background
axial magnetic field Bz (single
arrows). A 19 gun array plasma
source (double arrows) creates
axial flux rope current sheets.
Two kinking flux sheets
terminate at the external conical
anode (triple arrow) which
allows adjustable axial boundary
conditions. Magnetic probes are
inserted through 3D probe
positioners. Radial excursion
from the reference z axis is
exaggerated ×4 for clarity

Fig. 3 Fast gated camera frames from an end on perspective view of two (top row) and three (bottom row)
RSX flux ropes that kink, twist and writhe, collide, reconnect and/or bounce (Hemsing et al. 2005)

et al. 2010). It turned out that for this reason, flux ropes bounced off each other much of the
time instead of undergoing merging reconnection.

Magnetic structures in RSX are typically strongly inhomogeneous on local spatial scales,
down to the electron inertial length, as we will show in Fig. 3. This could lead to local vio-
lations of MHD, strong shear, and the existence of plasmoids or magnetic islands. Unsteady
intermittent structures like these are critical ingredients for the development of turbulence
(Daughton et al. 2011).

RSX is an experimental facility that can create one, two or multiple flux ropes, and study
then onset and evolution of these intrinsically 3D objects. The geometry is linear, with axial
boundary conditions that can be line tied, free or in between. The Reconnection Scaling
Experiment (RSX) (see Fig. 2) has the capability to study the dynamics of flux ropes in 3D,
without symmetries that are found in most other (toroidal) experiments.

RSX creates flux ropes that collide, magnetically reconnect, and form turbulent knots, is-
lands, kinks, and disruptions. We use experimental probes inside the flux ropes to investigate
macroscopic and unsteady wandering magnetic field lines, and evolution of islands. Struc-
ture is measured down to the dissipation scale length which is the electron inertial length
di = c/ωpi , and typically 1–3 mm in size. The RSX schematic in Fig. 2 includes a view
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Fig. 4 Detailed RSX fast reconnection data from the data set shown in for Jz(x, y) contours in the x–y cut-
plane, showing magnetic field arrows for the case of very fast flux rope merging. Two flux ropes shown with
Jz ≈−10 Amp/cm2 (blue contours) attract each other, merge, and then break up later in time. Bz0 = 30 G,
Ip = 200 A, Vbias = 120 V, z= 48 cm from the gun nozzle, arrows denote �B

of two plasma guns located at z = 0 which are radially inserted into the center of the RSX
cylindrical vacuum vessel (2 m length× 0.2 m radius). These forms two cylindrical plasma
columns embedded in an externally imposed axial guide magnetic field Bz0 ≈ 10–1000 G.
A screw pinch is formed by driving a current in the plasma, and the profiles of plasma pres-
sure, magnetic fields, and current density match well with simple analytic models for screw
pinch equilibria.

Figure 4 shows examples of probe data for magnetics on sub mm spatial scales, built up
over many repeatable shots. RSX data in Fig. 4 show that reconnecting flux ropes can be
“shredded” due to 3D effects, where flux ropes can merge only later to be torn apart by (out
of plane Bz) field line tension forces. A reconnection current sheet is typically considered
to have a width that is the Sweet Parker LSP length scale. In the Sweet-Parker picture of
reconnection, the ratio to the thickness of the current sheet δSP is LSP /δSP = S1/2, where
S is the Lundquist number. Wide thin current sheets have been theoretically (Loureiro et al.
2007; Samtaney et al. 2009; Bhattacharjee et al. 2009) and computationally (Lapenta and
Bettarini 2011) shown to be virulently unstable to the creation of islands, plasmoids or flux
ropes in 3D. An instability threshold in current sheet size LSP /ρi > 102 was predicted by
many, including Daughton et al. (2011). The system size in Fig. 4 is far smaller than this
threshold, yet shredding of the current sheet appears to be taking place. It may be that island
creation occurs down to kinetic spatial scales, and that these scales are still difficult to handle
correctly in theory and simulations.

3.3 SSX Experiments

The Swarthmore Spheromak Experiment (SSX) (Brown 1999) is a flexible facility used
to study plasma merging and magnetic reconnection with a variety of boundary shapes.

Reprinted from the journal 290



Microphysics of Cosmic Plasmas: Hierarchies of Plasma Instabilities

Fig. 5 Schematic of the SSX
plasma wind tunnel. For the
experiments discussed here,
a second plasma source was used
and additional magnetic probes
were inserted at the midplane

The SSX device features a L ∼= 1 m long, high vacuum chamber in which we generate
n ≥ 1020 m−3, T ≥ 20 eV, B ∼= 0.1 T hydrogen plasmas. Plasma plumes are generated
by pulsed magnetized plasma guns at either end of the device. Plasmas are accelerated to
high velocity (∼=50 km/s) by the discharge current in the guns (≤100 kA) and injected
into a highly evacuated target volume called a flux conserver. The flux conserver is usually
cylindrical in shape and bounded by a thick, highly conducting copper shell. In a typical
experiment, plasma plumes are injected at both ends of a flux conserver and dynamical
merging and relaxation ensue.

For this study, we have implemented plasma sources in a high aspect ratio “wind tunnel”
configuration (see Fig. 5). The wind tunnel has dimensions R = 0.08 m and L = 1.0 m.
The plasma gun can inject a magnetized plasma plume of either right-handed (RH) or left-
handed (LH) magnetic helicity from either end of the machine. The magnetic helicity of the
plume also determines the helical pitch of magnetic field lines in the final relaxed state in the
wind tunnel. From line-averaged measurements of ne , Te , Ti , and B, we measure a plasma
beta in the wind tunnel of about β ∼ 0.5 (Gray et al. 2013).

Plasma merging studies in the SSX wind tunnel show evidence of large-scale MHD
activity (reconnection) driving a kinetic instability. The experiment features merging at
±50 km/s of two opposite helicity plasma plumes. The peak value of |B| = 0.25 T, cor-
responding to a gyro-frequency of fci = 3.8 MHz. With a background ion temperature of
about 20 eV, the proton gyro-radius is about ρi = 0.2 cm. A high resolution probe array
monitored reconnection activity at the midplane at a bandwidth a factor of 10 above fci and
at a spatial resolution about ρi . The vector magnetic field B was measured at 16 locations
along a radius at the midplane (Br,Bθ ,Bz). Digitization at 14 bits enables measurement
of magnetic fields from 1 gauss to nearly 1 Tesla in the same discharge. Ion heating and
flow was monitored using ion Doppler spectroscopy (IDS) at the midplane where the main
interaction occurs.

A typical reconnection event in the SSX wind tunnel occurs 10–30 µs after initial merg-
ing. There is a pile-up of magnetic flux and a spontaneous reconnection event occurs.
The event results in a field reversal of ±0.15 T in a few cm so the current density is
J ≥ 107 A/m2. Since J = nev and n= 1021 m−3, typical electron drift speeds in the current
sheet are vD ≥ 100 km/s while proton thermal speed is vi ∼= 40 km/s. This dynamic merg-
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Fig. 6 Magnetic field fluctuation spectrum of the entire discharge (Bθ ) from a high-resolution magnetic
probe array at the midplane. The spectrum is close to power-law with f−5/3 below the proton gyro-frequency

ing and reconnection of twisted plasma plumes at ±50 km/s drives broadband fluctuations
and reconnection-driven turbulence.

Immediately after the reconnection event, and localized to regions typically about 1 ρi ,
we observe bursts of wave activity at 3.5 MHz, near the ion cyclotron frequency. This activ-
ity is evident in preliminary analysis of a magnetic field fluctuation spectrum of the entire
discharge (see Fig. 6). The power spectrum is otherwise close to a power-law with f −5/3 be-
low the proton gyro-frequency, and steeper above the proton gyro-frequency. Correlated in
time with the wave bursts, we observe a population of ions heated to Ti = 40 eV and flowing
at 30 km/s (see Fig. 7). The waves are strongly damped and drive intense ion heating and
flows. This measurement is consistent with ion cyclotron waves destabilized by an intense
current sheet with large vD , but more studies need to be done.

4 Kinetic Instabilities Driven by the Field-Aligned Current: PIC Simulations

4.1 Background

The change of the magnetic field topology during reconnection induces field-aligned elec-
tric fields, which accelerate the electrons. The resulting relative drift between the ions and
electrons along the magnetic field B gives rise to an unstable plasma configuration. Electro-
static instabilities driven by a drifting plasma component typically arise from a resonance
between the beam dispersion relation ω/k = |V| and a wave mode supported by the plasma.
The nature of the instability, by which the plasma relaxes, depends on how the drift speed
V of ions relative to electrons compares to the phase speed of the plasma waves and to the
electron thermal speed vte .

If V exceeds significantly vte , the Buneman instability develops (Buneman 1959). It is
an electrostatic instability and the waves grow fastest if their wave vector is parallel to V
and, thus, to B. This case is illustrated in Fig. 8(a). The Buneman instability can also drive
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Fig. 7 Burst of plasma flow with Ti = 40 eV and flowing at 30 km/s immediately after reconnection event.
The background proton temperature is 20 eV

Fig. 8 Cases (a–c) denote the
possible configurations if the
drift speed V between ions and
electrons is parallel to the
magnetic field B. The arrows
denoted as k are the wave vectors
of the unstable electrostatic
waves. The beam velocity vector
V is always parallel to the
magnetic field B. The projection
Vk of V onto k fulfills Vk ≤ |V|.
(a) and (b) result in a Buneman
instability if |V| and Vk are
significantly larger than the
electron thermal speed vte ,
respectively. The projected speed
Vk 	 vte in (c) and only the
ICHWI can be driven

oblique modes with a wave vector k, if the drift speed component Vk along k exceeds vte .
This case is illustrated in Fig. 8(b). The Buneman instability saturates by the formation of
a chain of electron phase space holes, which were first found in simulations of counter-
streaming electron beams (Roberts and Berk 1967). Electron phase space holes are kinetic-
scale bipolar electric field structures, in which a fraction of the electrons is trapped by the
wave potential (Bernstein et al. 1957; Schamel 1986; Dieckmann et al. 2012). A chain of
electron phase space holes is unstable to the coalescence instability (Roberts and Berk 1967)
and, as a result, only solitary phase space holes survive. Solitary phase space holes are
stable in one dimension (Bernstein et al. 1957) and they can be observed over limited time
intervals also in three dimensions (Sarri et al. 2010). Their life-time is extended by the
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guiding magnetic field B (Ergun et al. 1998) that is present in reconnection studies and
they are thus encountered in related numerical simulations (Drake et al. 2003; Lapenta et al.
2010).

As discussed above a field-aligned current can drive an instability, even if the drift speed
between ions and electrons does not exceed the electron’s thermal speed. It can destabi-
lize electrostatic ion cyclotron harmonic (ICH) waves and we refer to this instability as
the ion cyclotron harmonic wave instability (ICHWI) (Drummond and Rosenbluth 1962;
Kindel and Kennel 1971; Rasmussen and Schrittwieser 1991; Basu and Grossbard 2011).
ICH waves, like their high-frequency counterpart the electron cyclotron harmonic (ECH)
waves (Bernstein 1958), are practically undamped in the linear regime only if they move
almost perpendicularly to B. The field-aligned driving current in the ion’s rest frame, which
is provided by the drifting electrons, can couple to ICH waves only if the latter have a com-
ponent of k along V (Fig. 8(c)). The ICHWI does thus drive waves with wave vectors that
are oriented almost perpendicularly to B. Their orientation and their wavelength, which is
comparable to the ion gyroradius, sets these waves apart from the short almost field-aligned
waves driven the Buneman instability. The current-driven ICHWI has previously been mod-
elled by a hybrid scheme, which approximates electrons by an inertia-less fluid and uses a
kinetic scheme for the ions (Seyler and Providakes 1987). A spatial modulation of the ion
density constituted the final state of the ICHWI. Later on this instability has been examined
with particle-in-cell (PIC) simulations in periodic and open boundary systems (Ishiguro
et al. 1997a, 1997b). We present here results from PIC simulations (see Sect. 4.2) of the
Buneman instability and the ICHWI, which elucidate their growth and saturation mecha-
nisms. The simulations are restricted to one spatial dimension and we consider the cases in
Figs. 8(a,c).

4.2 The Particle-in-Cell Simulation Method

The PIC simulation method is discussed in detail by Dawson (1983) and we outline it here
only briefly. A PIC code solves the Maxwell’s equations for the macroscopic (collective)
electromagnetic fields on a numerical grid and the relativistic Lorentz force equation for
an ensemble of computational particles (CPs). The CP’s do not correspond to individual
electrons or ions but to phase space volume elements. The ensemble properties of the CP’s,
which represent a given plasma species (electrons or ions) in a PIC simulation, approximate
well those of a true plasma species provided that the CP’s have the same charge-to-mass
ratio as the true plasma particles. However, the charge qj of a CP does not have to be equal
to multiples of an elementary charge and its mass mj does not have to be the electron mass
me or ion mass mi .

The PIC code algorithm works as follows. The microscopic current density jj ∝ qjvj
of the j ’th CP that moves at the speed vj is distributed over the closest grid points. The
exact distribution method depends on the interpolation order. The assignment of the entire
microcurrent to the next grid point (NGP) is possible but, typically, higher order polynomial
schemes are used due to their superior numerical properties. Common are second order or
cubic interpolation schemes. By summing up the current contributions of all CP’s, we obtain
the macroscopic plasma current density J(x). The equations

∇ ×E=−∂B
∂t

(2)

∇ ×B= μ0J+μ0ε0
∂E
∂t

(3)
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are used to update in time the macroscopic electric E and magnetic B fields. In what follows
we always assume that B is constant; although the EPOCH PIC code we use is electro-
magnetic, the electrostatic instabilities leave B unchanged. The equations ∇ · B = 0 and
∇ ·E= ρ/ε0 are typically solved as constraints or through correction steps. The position of
each CP is updated in time by xi,new = xi,old + vi,old�t , where �t is the time step. A numer-
ical approximation of the relativistic Lorentz equation

dpi
dt
= qi

(
E(xi )+ vi ×B(xi )

)
. (4)

updates the momentum of each CP. The electric E(xi ) and magnetic B(xi ) fields are inter-
polated from the grid to the particle position using the same interpolation scheme as that
between the microscopic and macroscopic currents. We resolve in what follows all three
components of the particle momentum and one spatial (x) dimension and use the periodic
boundary conditions.

4.3 Buneman Instability

The Buneman instability develops as the result of a drift between the ions and electrons that
exceeds the electron thermal speed. We introduce two plasma species in the simulations.
Electrons with the charge-to-mass ratio −e/me and equally dense protons with the correct
ratio e/mp . The electrons are at rest in the rest frame of the simulation and the protons move
at the mean speed V in the positive x-direction. We apply a spatially uniform background
current to compensate the net protonic current. The plasma is thus initially charge and cur-
rent neutral. No initial electromagnetic fields are introduced; a B �= 0 has no effect on the
Buneman instability if only unstable waves with k ‖ B are considered.

The Buneman instability is described by the simple dispersion relation 1 − ω2
p/ω

2 +
ω2
pi/(ω− kV )2 = 0 in the cold plasma limit with the proton plasma frequency ωpi . The

proton beam speed V and the wavenumber k are both taken to be parallel to x and they
thus reduce to scalars. The most unstable Buneman modes have the phase speed ωu/ku ≈ V
and they are co-moving with the proton beam. The frequency ωu ≈ ωp in the electron rest
frame and ku ≈ ωp/V or kuλD ≈ vte/V . The exponential growth rate of the cold Buneman
instability ωi ≈ (3me/16mi)

1/3 is ≈0.05ωp . We consider three cases. We start with the case
V � vte to illustrate the growth and saturation of the cold Buneman instability. We then
reduce the proton beam speed in two steps to get an idea how thermal effects affect the
saturation state. We resolve in all cases a simulation box with length L1 = 1700λD by 2400
simulation cells and we represent each species by 1600 CPs per cell. We examine the cases
V/vte = 15, 5 and 2.5.

The time-evolution of the electrostatic field of the Buneman instability driven by a spa-
tially uniform proton beam in one dimension is visualized best with a k-t diagram. We
perform a Fourier transform over space of the electric field Ex(x, t) along the simulation
direction and compute the power spectrum by multiplying the result Ex(k, t) with its com-
plex conjugate. We display the power spectrum |Ex(k, t)|2 as a function of the time t . The
power spectra of all three case studies are normalized to that with V/vte = 15 to illustrate
its change with the beam speed.

Case 1, V/vte = 15 A strong wave appears at tωp ≈ 70 at a wavenumber kλD ≈ 0.07,
which equals the estimate kuλD ≈ vte/V from cold plasma theory. Its harmonics nku (Yoon
et al. 2003) are observed during 145< tωp < 180. The spectrum shows that wave power is
transferred to lower k after tωp ≈ 200, which is a consequence of the coalescence (Roberts
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Fig. 9 Panel (a) shows the time
evolution of the power spectrum
log10 |Ex(k, t)|2, normalized to
its peak value. Panel (b) shows
the electron phase space
distribution in a sub-interval of
the box at the time tωp ≈ 180

and Berk 1967) of the electron phase space holes visible in Fig. 9(b). The elliptical structures
correspond to the electrons, which are trapped in the wave potential. Multiple beams of
trapped electrons are observed, because the electrons have been picked up by a wave with
a growing potential. The center of each electron phase space hole corresponds to a stable
equilibrium point. These equilibrium points move at the phase speed that is just below the
V = 15vte of the proton beam (Buneman 1959). The broadband electrostatic turbulence
visible after tωp ≈ 180 in Fig. 9(a) is a consequence of the spatially varying shapes and
sizes of the electron phase space holes in Fig. 9(b).

Case 2, V/vte = 5 A reduction of the proton beam speed by a factor 3 leaves the instability
qualitatively unchanged, which is demonstrated by Fig. 10. The wave is growing here at
kλD ≈ 0.2, again in excellent agreement with the estimate kuλD ≈ vte/V from cold theory.
The peak power is reduced by more than an order of magnitude compared to the first case;
the lower phase speed of the wave in the electron reference frame means that it starts to
interact nonlinearly with the electrons at a lower wave amplitude. The order-of-magnitude
decrease is in line with analytic predictions (Ishihara et al. 1980). The electron phase space
distribution shows again a chain of electron phase space holes when the instability saturates
and a gradual transfer of power to lower wavenumbers after tωp ≈ 200.

Case 3, V/vte = 2.5 A further decrease of the proton beam speed changes also qualita-
tively the growth and saturation of the instability. Although we observe growing waves with
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Fig. 10 Panel (a) shows the time
evolution of the power spectrum
log10 |Ex(k, t)|2, normalized to
the peak value of Case 1.
Panel (b) shows the electron
phase space distribution in a
sub-interval of the box at the time
tωp ≈ 140

the expected kuλD ≈ 0.4, the band of unstable waves in Fig. 11(a) is wider and the system
is practically stationary for tωp > 400. A shift in time of the wave spectrum to lower values
of k prior to this time does, however, demonstrate that at least initially the electron phase
space holes merge also in this simulation. The electron phase space holes are now filled
with electrons; the wave has been growing in a velocity interval that has been populated
with electrons, while the phase speed of the wave in the first two cases was much higher
than the peak speed of the electrons. The latter is limited to about |v| ≤ 3 in the rest frame
of the electrons due to the representation of the Maxwellian velocity distribution by a large
but finite number of CPs in our PIC simulations. The larger dynamical range of the phase
space density accessible to a Vlasov code pushes the boundary between the cold Buneman
instability (Case 1) and the kinetic Buneman instability (Case 3) to higher beam speeds
(Dieckmann et al. 2004a).

A further decrease of the drift speed between protons and electrons results in a drastic
decrease of the growth rate of the Buneman instability, because the waves experience Landau
damping by the hot electrons. The long growth times implies that this instability can no
longer develop during fast reconnection processes.

4.4 Ion-Cyclotron Instability

A relative speed between the proton beam and the electrons below V ≈ vte implies that
the dispersion relation ω/k = V of the proton beam in the electron frame of reference can
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Fig. 11 Panel (a) shows the time
evolution of the power spectrum
log10 |Ex(k, t)|2, normalized to
the peak value of Case 1.
Panel (b) shows the electron
phase space distribution in a
sub-interval of the box at the time
tωp ≈ 140

no longer couple to the undamped Langmuir modes with their phase speed ωp/k > vte .
Any other electrostatic instability would require the presence of undamped waves with a
lower phase speed, which is not the case for V ‖ k in the absence of a second ion beam
(Forslund and Shonk 1970). Since we also demand V ‖ B, instabilities would have to involve
waves with k �‖ B. The projection Vk of the beam velocity V onto an oblique wave vector k
(see Fig. 8(c)) implies Vk 	 |V| and any unstable wave would have to have a phase speed
ω/k	 vte . The rich spectrum of electrostatic waves with a k that is quasi-perpendicular to
B impedes their simple description in form of solutions of the linear dispersion relation.

A PIC simulation produces statistical noise with a broad range of frequencies and
wavenumbers. The noise in the electrostatic field component along a 1D simulation box
is electrostatic and is associated with statistical fluctuations of the particle numbers and,
thus, of the charge density. The noise is strongest, if its frequency ω and wave number k
correspond to a plasma eigenmode. A PIC simulation demonstrating this relation has been
performed by Dieckmann et al. (2004b). We can determine with the help of the noise the
electrostatic wave spectrum, which is supported by the plasma. We perform for this purpose
a 1D simulation and take B to be perpendicular to the simulation direction. We consider one
electron species and one species of ions with a mass mi = 25me . Both species are at rest in
the simulation box and have the temperature 250 eV. We resolve the length L2 = 5100λD of
the simulation box by 4800 simulation cells and set ωce ≡ e|B|/me = ωp/2. L thus equals
2550 thermal gyro-radii vte/ωce of the electrons or 510 gyroradii vti/ωci of the ions that
move with the ion thermal speed vti . The simulation time tωp = 4500 or tωci = 90. We
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Fig. 12 The 10-logarithmic
power spectrum of the noise as a
function of ω/ωce and kvti/ωci :
Panel (a) shows the
high-frequency branches of the
electron cyclotron harmonic
(ECH) waves with ω ≥ ωce . The
low frequency branches of the ion
cycloton harmonic (ICH) waves
have ω < ωce . Panel (b) enlarges
the low-frequency interval and
gives frequencies in units of the
ion cyclotron frequency ωci . All
wave numbers are normalized to
the ion thermal gyroradius

sample the electric field component Ex(x, t) along the simulation direction and Fourier
transform it over space and time to get Ex(k,ω).

The full power spectrum |E2
x(k,ω)| is displayed in Fig. 12. The modes with ω/ωce > 1

are the ECH modes. The ECH mode in the branch 2<ω/ωce < 3 contains the upper-hybrid
frequency and it couples to the slow extraordinary mode at low k. The wave modes with
ω/ωce < 1 are the ICH modes. Figure 12(b) enlarges their frequency interval. Clearly, ICH
branches exist with frequencies exceeding ωci . The ICH branches couple at low wave num-
bers to the lower-hybrid mode. The slow extraordinary mode and the lower-hybrid mode are
fluid modes and their dispersion relation is only weakly affected by a change in tempera-
ture, while the wave numbers of the kinetic ECH/ICH waves scale linearly with the inverse
thermal speed. The ECH / ICH modes will get damped by gyroresonance with the electrons,
when we go to the required k �⊥ B.

Now we examine the ICHWI. We select a magnetic B field direction, which is ori-
ented in the x–y plane and forms an angle θ = 0.2 radians with respect to the y-direction.
The strength of the magnetic field gives ωp = 2ωce . We use an ion-to-electron mass ra-
tio mi/me = 200. The temperature of electrons and ions is 250 eV. The length of the 1D
simulation box L3 = 82.5vti/ωci along the x-direction is resolved by 2400 grid cells and
we represent ions and electrons by 8000 CPs per cell each. The ions are at rest and the
electrons flow along B at the speed vD = vte . The projection of the drift speed along the
direction of the wavevectors, which is resolved by the 1D simulation, is thus vk = 0.2vD
and θVD/cs = 2.2 with c2

s = γ kTe/mi and γ = 5/3. The latter implies that we are in the
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Fig. 13 The time evolution of
the power spectrum
log10 |Ex(k, t)|2 of the
electrostatic field in the
simulation box. The power
spectrum is normalized to its
peak value

Fig. 14 The 10-logarithmic
power spectrum |Ex(k,ω)|3 of
the initial electrostatic field,
normalized to its peak value.
Mode 1 is the slow extraordinary
mode, which couples to the upper
hybrid frequency branch of the
ECH modes at kvti/ωci ≈ 1.
Mode 2 is an ECH mode. The
electrostatic noise 3 around ωce
is generated by gyroresonance of
the waves with the electrons that
move along the oblique B. Mode
4 is the oblique ion acoustic
mode and 5 is the electron beam
mode

kinetic regime of the ICHWI (Seyler and Providakes 1987). The high electron drift speed
and the reduced ion mass accelerate the growth of the ICHWI (Drummond and Rosenbluth
1962). We compensate for the electronic net current and the plasma is initially charge- and
current-neutral.

We compute the k-t power spectrum of the electrostatic field |Ex(k, t)|2 in the simulation
direction by Fourier transforming Ex(x, t) over x and by taking the square of the amplitude
modulus Ex(k, t). Figure 13 shows its evolution during the simulation time T ωci = 23.
Strong electrostatic waves start to grow at tωci = 5 at around 5 < kvti/ωci < 10 and the
electrostatic waves thus have a wavelength close to a thermal ion Larmor radius, which is
what we expect for the ICHWI (Drummond and Rosenbluth 1962). The wave power grows
rapidly by about three orders of magnitude within tωci ≈ 3 and saturates; the exponential
growth rate is thus not small compared to ωci .

The dispersion relation provided by the electrostatic fluctuations helps us to identify
the mode, which is destabilized by the electron current. We compute the power spectrum
|Ex(k,ω)|2 by Fourier transforming Ex(x, t) over the full length of the simulation box and
over the time interval 0< tωci < 5, when the electrostatic field of the ICHWI is weak. This
allows us to detect the weak noise moving on the undamped solutions of the dispersion rela-
tion, together with the signal caused by the instability. The latter will dominate the spectrum
at later times. Figure 14 shows the result. We find two ECH modes in the dispersion relation,
the one in the upper-hybrid frequency branch and the one (2) in the lowest ECH branch. As
expected both modes do not participate in the instability. We find a maximum of the power
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Fig. 15 Panel (a) shows the
power spectrum |Ex(k,ω)|2
sampled during the time
0< tωci < 5, while (b) shows
the power spectrum sampled
during the time 18< tωci < 23.
Both power spectra are
normalized to their respective
maxima and the gray scale is
10-logarithmic

Fig. 16 The electron phase
space density in the x − vx plane
and in a subinterval of the
simulation box at the time
tωci = 10. The gray scale is
linear

on the dispersion relation ω/k = vk of the electron beam in the interval 5< kvti/ωci < 10.
This part of the dispersion relation is thus driving the ICHWI. The unstable band of fre-
quencies on the electron beam mode is well below that of the oblique ion acoustic mode,
which is visible in the dispersion relation at lower k and goes over into the fast ion acoustic
wave at kvti/ωci ≈ 1 (Seyler and Wahlund 1996). Only the ICH modes exist in the interval
in ω, k, in which the beam is destabilized, and the simulation further suggests that the elec-
tron beam couples to a high harmonic of the ICH modes. A high harmonic has a real part of
the frequency ωr � ωci , which can support the large observed growth rate of the ICHWI.

It is illustrative to compare in Fig. 15 the low-frequency part of the dispersion relation
displayed by Fig. 14 with its counterpart sampled in the time interval 18< tωci < 23, after
the ICHWI has saturated and after the strong waves have collapsed. The dispersion relations
of the electron beam and of the fast ion acoustic wave at kvti/ωci < 1 remain practically
unchanged. However, the slope of the dispersion relation of the oblique ion acoustic mode
has increased drastically during the simulation. The phase speed of the ion acoustic modes
is proportional to the ion sound speed in the plasma and its increase must arise from an
increase in the electron temperature.

The simulation data supports this conclusion. The distribution of the electron phase space
density in the x − vx plane in Fig. 16 shows a distribution that is modulated along the
x-direction. The density is modulated on a length scale comparable to an ion thermal gyro-
radius, which is a consequence of the strong electrostatic waves driven by the ICHWI (see
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Fig. 17 The electron phase
space density in the x − vy plane
and in a subinterval of the
simulation box at the time
tωci = 10. The gray scale is
linear

Fig. 18 The ion phase space
distribution in the x − vx plane
sampled at the time tωci = 10.
The gray scale is linear

Fig. 13). The electron density is large over the velocity interval |vx/vte|< 15. Initially most
electrons were located in an interval with a width ∼2vte and they have thus been heated up.
Figure 17 demonstrates that the electrons have also been heated up along vy . We find oscil-
lations of the electron mean speed along vy on spatial scales of an ion thermal gyroradius.
The strong electron heating along vx and vy implies that the ion acoustic speed cs ∝ T 1/2

e has
increased by a factor of a few. Here Te is the electron temperature. It is indeed the electron
heating that changes the dispersion relation of the ion acoustic mode in Fig. 15.

The strong electrostatic waves have a low phase speed and they should interact strongly
also with the ions. The ion phase space distribution sampled at the time tωci = 10 and shown
in Fig. 18 confirms this. We find large phase space vortices centred at a speed≈−2.5vti and
a spatial width ∼vti/ωci . These are ion phase space holes (Schamel and Bujarbarua 1980).
The phase speed ω/k of the electrostatic wave that produced them corresponds to the central
speed of these structures. The phase speed is thus ∼− 2.5vti , since the vortices move in the
negative x-direction. Combining ω/k ≈−2.5vti and k ≈ 6ωci/vti (see Fig. 15) we find that
the frequency of the wave that is driving them is |ω/ωci | ≈ 20.

This chain of ion phase space holes is unstable and we find a diffuse ion phase space
distribution at the final time tωci = 23 in Fig. 19. The bulk ions have been heated by the
ICHWI, since their initial thermal spread of a few vti has increased to about 10vti . Fig-
ure 13 shows that the life-time of this chain of ion phase space holes, which is tied to strong
electrostatic fields, is comparable to about TLωci ≈ 10. Ion phase space holes are at least in
unmagnetized plasma stabilized by an electron temperature that exceeds the ion temperature
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Fig. 19 The ion phase space
distribution in the x − vx plane
sampled at the time tωci = 23.
The gray scale is linear

(Schamel and Bujarbarua 1980), so we anticipate that the life time of these ion phase space
holes can in some laboratory settings be much longer than for our simulation setup.

Our comparison of the Buneman and ICHWI instabilities shows some clear differences
in the initial conditions that drive them and in the final state. These differences help us
distinguishing them in reconnection experiments. Buneman instabilities are driven by fast
beams of electrons. They do thus require strong field-aligned electric fields, which may not
always be generated by reconnection processes. They saturate by the formation of electron
phase space holes. Such structures move fast with about the electron thermal speed and
they correspond to a localized positive electrostatic potential, which results in the electron
phase space vortices. Electron phase space holes typically move along a guiding magnetic
field, which stabilizes them. The ion cyclotron harmonic wave instability (ICHWI), on the
other hand, requires much lower drift speeds of the electrons than the Buneman instability
and can thus be triggered more easily in reconnection experiments. It grows much slower
and saturates by forming ion phase space holes that move across the magnetic field. These
structures move at speeds comparable to the ion thermal speed and correspond to a localized
negative potential.

5 Summary

We have assembled some evidence from experiments, simulation, and theory supporting the
idea that large-scale plasma motions can rapidly couple to micro-scales. The paradigm of a
hierarchy of closely coupled instabilities is at play in a wide variety of cosmic and laboratory
plasma systems. Indeed, the explanation of rapid events such as the heating of a solar flare
require a mechanism coupling the largest scales to the smallest. The RSX experiments (and
those of Moser and Bellan) show that a large-scale instability such as the ideal kink can
initiate physics at smaller scales via reconnection or a secondary instability (such as the
Rayleigh-Taylor). Intense current sheets with large electron drift compared to ion thermal
speed can initiate kinetic instabilities such as those observed in the SSX experiment and in
PIC simulations.
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Abstract This paper gives an overview of the insights into the magnetic reconnection pro-
cess obtained by in-situ measurements across current sheets found in planetary magneto-
spheres and the solar wind. Emphasis is placed on results that might be of interest to the
study of reconnection in regions where no in-situ observations are available. These results
include the role of symmetric versus asymmetric boundary conditions, the identification of
the onset conditions, the reconnection rates, and the spatial and temporal scales. Special
attention is paid to observations in the so-called diffusion region surrounding the reconnec-
tion sites, where ions and eventually also electrons become demagnetized and reconnection
is initiated.

Keywords Magnetic reconnection · Current sheets · Diffusion region ·Magnetosphere ·
Solar wind

1 Introduction

This paper describes the insights on magnetic reconnection that have been obtained from in-
situ observations in planetary magnetospheres and in the solar wind, and their comparison
with theory and simulations. Emphasis is placed on results general enough to possibly be of
interest to the study of reconnection in regions where no in-situ observation are available.

The reconnection scenario can be split into two regimes: the small region surrounding the
reconnection site, commonly referred to as the diffusion (or dissipation) region, where non-
MHD effects dominate and allow reconnection to occur, and the large-scale reconnection
layer away from the diffusion region, for which a fluid description is appropriate, but where
kinetic effects can also be important.
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We discuss the two regimes in reverse order. Section 2 deals with the large-scale aspects
that have emerged from observations obtained in the reconnection layer downstream from
the actual reconnection site. Section 3 then focusses on observations of the microphysics in
and near the diffusion region. Section 4 summarizes the results and lists some open ques-
tions.

2 Large-Scale Aspects

To set the scene, Fig. 1 shows a 2D cut through Earth’s magnetosphere. Reconnection is
shown to occur at two sites, the subsolar magnetopause and the magnetotail current sheet.
At the subsolar magnetopause, a southward directed interplanetary magnetic field (IMF) can
connect with the northward directed magnetospheric magnetic field. Once reconnected, field
lines are pulled over the polar caps, enter the magnetotail, and are reconnected once more
across the tail current sheet, setting up a global circulation of plasma and magnetic field
(Dungey 1961). Early observations demonstrating that magnetospheric activity responds to
the southward turnings of the IMF (Fairfield and Cahill 1966), as well as measurements of
the convection over the polar caps (Heppner 1972), provided strong support for the recon-
nection concept, long before any in-situ observations at the magnetopause or the magnetotail
current sheets were available. In addition to the magnetopause and magnetotail, reconnec-
tion has also been observed to occur across current sheets in the solar wind, and in the
magnetosheath, the region downstream of the bow shock.

2.1 Plasma Conditions

Boundary conditions and configurations at these various reconnection sites differ greatly.
The magnetopause is usually characterized by highly asymmetric conditions on the two
sides of the current layer, the density being lower and the magnetic field strength higher
on the Earthward side. The magnetic shear across the magnetopause varies, reflecting the
variable orientation of the interplanetary magnetic field carried by the solar wind. Thus the
reconnection configuration at the magnetopause is generally characterized by substantial
guide fields. In Earth’s magnetotail, reconnection occurs across the current sheet that sep-
arates the oppositely directed magnetic fields in the northern and southern tail lobes. As a
result, the boundary conditions are nearly symmetric and there is essentially no guide field,

Fig. 1 2D cut through Earth’s magnetosphere and upstream solar wind, showing reconnection at the subsolar
magnetopause and in the magnetotail. Bow shock and magnetopause are indicated by curved dashed lines,
with the magnetosheath in between. Interplanetary field lines are in dark blue, closed magnetospheric field
lines in green, and reconnected field lines in red (From Day 2001)
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at least not in the near-Earth magnetotail. Solar wind and magnetosheath current sheets, fi-
nally, are characterized by nearly symmetric plasma conditions, but the magnetic shear is
variable.

Not only the boundary conditions at the various reconnection sites differ, but so do the
key plasma parameters. The plasma β , the ratio between plasma pressure, NkBT , and mag-
netic field pressures, B2/2μ0, is of order 1 in the solar wind, in the range 1–10 in the
magnetosheath outside the magnetopause, but only of order 0.01 in the magnetotail lobes
surrounding the magnetotail current sheet. The Alfvén speed, which sets the scale for the
reconnection outflow velocities, is near 50 km s−1 in the solar wind, a few hundred km s−1 at
the magnetopause, and 1000–2000 km s−1 in the tail lobes. The ion inertial length, λi , which
is the characteristic length scale, is about 100 km in the solar wind, 50 km in the magne-
tosheath outside the magnetopause, and 1000 km around the magnetotail current sheet.

2.2 Reconnection Signatures

2.2.1 Normal Magnetic Field and Flow; Reconnection Electric Field

As reconnection implies the presence of a significant component of the magnetic field nor-
mal to the current layer, Bn, and a proportional inflow velocity, vn, it would seem that the
most direct way to prove the occurrence of reconnection would be to measure Bn and/or vn.
However, those quantities usually are small compared to the tangential components, and
their determination is dependent on precise knowledge of the current sheet orientation,
which makes their reliable determination difficult. Similarly, the reconnection electric field
tangential to the current layer, Et , is not only small, but has to be determined in the frame co-
moving with the current sheet. To get a rough estimate of Bn, one usually relies on minimum
variance analysis of the magnetic field (Sonnerup and Cahill 1967), where Bn is identified
with the minimum eigenvalue, but this technique has a number of pitfalls that must be con-
sidered before the resulting Bn’s can be trusted (e.g., Sonnerup and Scheible 1998).

2.2.2 Accelerated Plasma Flows: The Walén Relation

Given the difficulties with the determination of Bn, vn, and Et , the clearest evidence for re-
connection are detections of the accelerated plasma flows. As plasma flows across a current
layer with Bn �= 0, the components of the plasma velocity, v, tangential to that layer change
in response to the j × Bn force. For an ideal rotational discontinuity (RD), the change in
the velocity is (Hudson 1971):

�v =±�vA, (1)

where the symbol � refers to changes relative to some reference state (upstream of the
magnetopause for example), and vA is the local Alfvén velocity, corrected for the effect of
pressure anisotropy,

vA =B
√
(1− α)/μ0ρ, (2)

with α = (p‖ −p⊥)μ0/B
2. The positive (negative) sign on the r.h.s. of Eq. (1) applies if the

normal components of the magnetic field and plasma velocity, Bn and vn, have the same (op-
posite) signs. Equation (1) is the Walén relation expressed in the spacecraft frame. A more
convenient frame is often the Hoffmann-Teller frame, as first demonstrated by Sonnerup
et al. (1987). In the Hoffmann-Teller frame, the flow velocity, v′, is aligned with the mag-
netic field, and the Walén-relation reduces to v′ = ±vA.
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In spite of the fact that the flow acceleration �v is due to the j × Bn force, the Walén
relation does not contain Bn. This is because for an RD, as for any planar Alfvén wave,
vn is proportional to Bn. Thus the smaller Bn, the smaller the inflow velocity, and thus the
less mass to accelerate. This independence means that a successful Walén test does not say
anything about the reconnection rate, which in turn is proportional to Bn.

2.2.3 Kinetic Effects

Strong evidence for reconnection has also been obtained from the kinetic effects, which
manifest themselves in the ion and electron velocity distribution functions (Cowley 1982,
1995). Among those are a D-shape of the 2D distributions of the transmitted ions, and inter-
penetrating ion beams, an example of which is shown in Fig. 9.

2.3 Earth’s Magnetopause

In ideal MHD, the magnetopause is an impenetrable boundary forever separating the solar
wind from the magnetosphere. Among the many possible plasma transfer mechanisms, it
is primarily magnetic reconnection that allows solar wind plasma to penetrate the magne-
topause and enter Earth’s magnetosphere (Sibeck et al. 1999).

2.3.1 Structure, Flows, and Kinetic Effects

The left part of Fig. 2 shows the magnetopause reconnection configuration assuming anti-
parallel magnetic fields on the two sides of the current layer, i.e., 180◦ magnetic shear.
Reconnection occurs in a small ‘diffusion’ region near the X that is considered a black box
in all of Sect. 2. Outside the diffusion region, the MP current layer is akin to a rotational
discontinuity. Plasma flowing across the RD gets accelerated by the j × Bn force, which
can be visualized as the slingshot effect from the sharply bent magnetic field lines. The
outflow forms a boundary layer on the Earthward side of the RD, with a plasma density
dropping rapidly with increasing distance from the RD. Because of the large vertical extent
of the RD, most of the plasma in the boundary layer entered way downstream from the X,
never encountering the diffusion region at the X itself.

The right part of Fig. 2 shows the first in-situ observation of the predicted plasma jet-
ting (Paschmann et al. 1979), made possible when high time-resolution 3D plasma mea-
surements became available. The figure shows time-series of key plasma parameters for an
outbound orbit by the ISEE spacecraft that included a complete magnetopause crossing, fol-
lowed by partial re-crossings caused by magnetopause motion reversals. The magnetic shear
across the magnetopause was 100◦ for this case. As expected for a crossing near the subso-
lar point, flow speeds were near-zero in the adjacent magnetosheath, but increased to almost
500 km s−1 upon crossing of the current layer, in agreement with the predictions from the
Walén-relation.

More accelerated flows were subsequently detected both on the dayside and flank mag-
netopause (e.g., Sonnerup et al. 1981; Gosling et al. 1986). By now, the detection of the ac-
celerated outflows and their comparison with the predictions from the Walén-relation have
become the prime in-situ evidence for reconnection, as shown by the many references to
Walén-relation tests in the review by Paschmann (2008). Further support for the magne-
topause reconnection configuration illustrated in Fig. 2 has been provided by simultaneous
observations by two spacecraft of the oppositely directed plasma outflows away from the
X-line (Phan et al. 2000).

Reprinted from the journal 312



In-Situ Observations of Reconnection in Space

Fig. 2 Left: The magnetopause reconnection configuration for assumed antiparallel magnetic fields. The
magnetopause (MP) is shown as a grey-shaded current layer, with a boundary layer (BL) on the Earthward
side. Reconnection occurs at the X-line at the center, and the field lines emanating from the X form the
separatrices, labeled S1 and S2. The dashed lines are stream lines, and the solid arrows indicate the plasma
inflow and outflow velocities. Et is the reconnection electric field, which is aligned with the current I . The
magnetic field normal component is directed inward (outward) north (south) of the X-line. Right: First obser-
vation of plasma jetting at Earth’s magnetopause. The figure shows the measurements along the spacecraft
trajectory shown on the left. From top to bottom, it shows the plasma density (in cm−3), the magnitude and
z-component of the flow velocity (both in km s−1), followed by the z-component of the magnetic field (in
nT), and the pressures of the magnetic field (dotted line) and plasma (solid line), both in nPa. The magne-
topause is recognized by the magnetic field rotation from positive Bz in the magnetosphere to negative Bz in
the magnetosheath (From Paschmann et al. 1979)

Fig. 3 Comparison of the
measured changes in flow
velocity, �V obs, with those
predicted by the Walén-relation,
�V th, for 11 high-speed flows
observed at the dayside
magnetopause. The velocities
have been normalized to a
common scale and orientation,
such that the predicted velocity
change is of unit length and
oriented horizontally (Figure
from Sonnerup et al. 1981)

It should be noted that the accelerated flows do not always match the Walén-relation
perfectly. While the observed flow direction agrees with the prediction usually quite well,
the flow magnitude is often less than the predicted value. This is illustrated in Fig. 3, which
shows that the measured velocity directions are close to the prediction, but that their magni-
tude can be as low as only 50 % of the prediction (Sonnerup et al. 1981). These discrepancies
are likely due to deviations of the real situation from the locally 1D, time-stationary condi-
tions assumed in the Walén-relation, or to obstructions in the flow.
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In addition to the plasma flow jets, a number of kinetic effects are observed at the magne-
topause, among them a D-shape of the 2D distributions of the transmitted ions (e.g., Fuselier
et al. 1991) that is caused by a cut-off at the Hoffmann-Teller velocity, interpenetrating ion
beams (Gosling et al. 1990), and edge effects from velocity dispersion (Gosling et al. 1990;
Vaivads et al. 2010).

2.3.2 Component Versus Anti-parallel Reconnection

The variable magnetic shear across the magnetopause allowed to resolve a long-standing
controversy, namely whether or not reconnection requires anti-parallel magnetic fields, i.e,
shear-angles of 180◦. Observations near the reconnection X-line for shear angles of ∼90◦
conclusively show that magnetopause reconnection can occur in the presence of strong guide
fields (e.g., Retinò et al. 2005; Pu et al. 2007; Trenchi et al. 2008). Reconnection in the
presence of significant guide fields is often referred to as component reconnection.

2.3.3 X-Line Location

The special geometry of the Earth’s magnetic field, together with the variability of the IMF
direction and the draping of the field lines over the magnetopause surface, imply that the
magnetic shear angle depends on time and location, with values ranging from 0◦ to 180◦
along the magnetopause surface at any given time. Although of mainly geophysical interest,
the question is therefore, where the reconnection X-lines will occur. In general it is located
in the subsolar region for southerly directed IMF, while for northward orientations it can
occur along the polar magnetopause, tailward of the polar cusps. For east-west directed
IMF, there is a tendency for reconnection to occur along a tilted X-line across the dayside
magnetopause, where the magnetic shear maximizes (Trattner et al. 2012).

2.3.4 Spatial and Temporal Scales

Another controversy that magnetospheric observations have resolved is whether reconnec-
tion is intrinsically transient or whether it can be quasi-stationary. In-situ and remote-sensing
observations of magnetopause reconnection have provided evidence for both modes.

Quasi-stationary Versus Transient Reconnection That reconnection can be quasi-stationary
is well-known from observations of its ionospheric signatures (e.g., Heppner 1972;
Rich and Hairston 1994; Greenwald et al. 1995). In-situ measurements at the magne-
topause lead to the same conclusion. Gosling et al. (1982) had observed reconnection
jets at each of several crossing occurring within a 5-hour interval, which suggests quasi-
stationary reconnection. More recently, fortuitous circumstances left the Cluster spacecraft
close to the magnetopause for long times, with the measurements indicating the presence
of reconnection jets at all crossing instances, for up to several hours (Phan et al. 2004;
Retinò et al. 2005). Figure 4 shows excellent agreement between the measured flow ve-
locities and those predicted by the Walén-relation for the many magnetopause crossings
occurring within a half-hour interval. Remote-sensing optical observations of bright auroral
features caused by ion beams from a magnetopause reconnection site that lasted for almost
four hours have provided additional evidence (Frey et al. 2003).

On the other hand, magnetopause reconnection frequently is transient, causing what
is commonly referred to as flux-transfer-events (FTEs). FTEs are recognized as bipolar
pulses of the normal component of the magnetic field. Russell and Elphic (1979) envi-
sioned FTEs as a pair of elbow-shaped flux tubes, having diameters of order one Earth
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Fig. 4 Multiple magnetopause
crossings by the Cluster 1
spacecraft: (a) magnetic field
components in GSE; (b) ion
number density; (c–d) x and z
components of the predicted
(red) and observed (black) ion
bulk velocity, showing excellent
agreement. The magnetopause
crossings are recognized by the
magnetic field rotation (Adapted
from Phan et al. 2004)

radius (RE), interconnecting the interplanetary with the terrestrial magnetic field, and mov-
ing away from the reconnection site, as shown in Fig. 5(a). In the models of Scholer
(1988a) and Southwood et al. (1988), FTEs are caused by transient single X-line recon-
nection, leading to a pair of bulges moving away from the reconnection site at essen-
tially the Alfvén speed (Fig. 5(b)). Ionospheric signatures of FTEs tend to support this
picture of pulsed, but longitudinally extended reconnection (e.g., Lockwood et al. 1990b;
Fear et al. 2012). Alternatively, elongated structures could be formed by multiple X-line re-
connection (Lee and Fu 1985), produced by the tearing mode in the magnetopause current
layer, leading to magnetic flux ropes connected to the Earth on one end and to the solar wind
on the other, as illustrated in Fig. 5(c).

In either case the resulting structures are flux ropes with twisted (helical) fields (Song
and Lysak 1989; Scholer 1995). The twisted magnetic fields will exert tension which will
enhance the core magnetic field to preserve pressure balance (Paschmann et al. 1982). As

Fig. 5 Three FTE models. (a) Localized reconnection creating a pair of elbow-shaped flux tubes, as pro-
posed by Russell and Elphic (1979); (b) Single X-line bursty reconnection, leading to a pair of bulges with
a substantial longitudinal extent (Scholer 1988a; Southwood et al. 1988); (c) Multiple X-line reconnection
(Lee and Fu 1985). From Scholer (2003), after Lockwood et al. (1990a)
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Fig. 6 Top: 2D views of the field line evolution in global MHD simulations showing the formation of a flux
rope by reconnection at two sequentially activated X-lines marked in red; bottom: structure of the flux rope
inferred from ion and electron beams observed along the trajectories of four THEMIS spacecraft (Adapted
from Hasegawa et al. 2010)

argued by Sonnerup (1987) and Scholer (1988b), enhanced core fields can also be produced
by a sweeping up of magnetopause flux by the reconnected field lines. As far as simulations
are concerned, core-field enhancements are evident in the 3D MHD simulations by Ma et al.
(1994). Global 3D simulations have also been able to model so-called crater FTEs, which
possess a strong core field embedded in weak fields (Sibeck et al. 2008).

Large- Versus Small-Scale Reconnection at the magnetopause can be large-scale, extend-
ing essentially over the entire dayside magnetopause, as demonstrated by the simultaneous
detection of reconnection signatures at widely spaced locations, both in-situ (Phan et al.
2006b; Dunlop et al. 2011a, 2011b) and by remote-sensing (e.g., Pinnock et al. 2003).

Whether magnetopause reconnection can be localized (‘patchy’), as envisioned by
Nishida (1989), and also evident in the ‘elbow’ model of FTEs (Fig. 5(a)) has not been
fully resolved. Only a few ionospheric observations have been reported that suggest that
FTEs can indeed be small-scale (e.g., Oksavik et al. 2004). It should be pointed out though
that transient magnetotail reconnection can be localized, as discussed in Sect. 2.4.2.
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Flux Ropes The recent multi-point measurements from the Cluster and THEMIS missions
have revealed in considerable detail the structure of flux ropes. Figure 6 shows a magne-
topause case, reported by Hasegawa et al. (2010), where a 2D flux-rope is formed by recon-
nection at two sequentially activated closely-spaced X-lines, as suggested by global MHD
simulations (Raeder 2006). Hasegawa et al. also show maps of the transverse magnetic field
within the flux rope, as obtained from Grad-Shafranov reconstruction, a technique that had
been applied to FTEs already earlier (Sonnerup et al. 2004). Another flux rope, again flanked
by two active X lines producing colliding plasma jets near the center, but with properties sug-
gestive of 3D effects and suprathermal electron energization, has been reported by Øieroset
et al. (2011). In a comprehensive study of almost 4000 FTEs observed by the THEMIS
spacecraft (Zhang et al. 2012a), 41 flux ropes that were flanked by two X-lines could be
identified, suggesting that multiple X-lines are rare or shortlived.

2.4 Earth’s Magnetotail

As already mentioned in Sect. 2.1, reconnection in the magnetotail is characterized by nearly
symmetric plasma conditions and a magnetic shear that is near 180◦ in the near-Earth mag-
netotail, but can deviate from 180◦ in the distant magnetotail. There are two preferred loca-
tions for magnetotail reconnection. First, there is the large-scale, nearly continuous recon-
nection in the distant tail, which on average must balance subsolar reconnection, because
otherwise magnetic flux would be added to the magnetotail forever. The distant X-line lies
typically around 140 RE (Nishida et al. 1997), but can also be as close as 60 RE (Øieroset
et al. 2000). Second, there is near-Earth reconnection that is transient and associated with
magnetospheric substorms (e.g., Angelopoulos et al. 1994, 2008; Nagai et al. 1998). The
near-Earth X-lines form at distances between 10 and 30 RE (Nishida and Nagayama 1973).
There is a dependence on solar wind energy input, with the position near 15 RE at high
input, but beyond 20 RE at low input (Nagai 2006). An example of the substorm-related
bursty high-speed reconnection flows, observed during the passage of an X-line at a dis-
tance of 22 RE, is shown in Fig. 7 (Angelopoulos et al. 2008).

2.4.1 Structure and Flows

For symmetric conditions, the outflow region is expected to be bounded by slow shocks and
such shocks have indeed been reported (Feldman et al. 1985; Saito et al. 1998; Eriksson
et al. 2004).

Initially, near-Earth magnetotail reconnection involves field lines embedded within the
hot plasma sheet surrounding the current sheet, where the Alfvén-speed is typically several
hundred km s−1. If reconnection proceeds long enough, it will eventually reconnect the much
more tenuous lobe flux tubes where the Alfvén-speed is typically 1000–2000 km s−1. It
is this fast reconnection phase that is generally believed to be the phase associated with
magnetospheric substorm (e.g., Baker et al. 2002).

2.4.2 Spatial and Temporal Scales

In contrast to dayside magnetopause reconnection which at times can be quasi-steady and
extended in space, reconnection in the near-Earth magnetotail is generally highly intermit-
tent (Baumjohann et al. 1990; Angelopoulos et al. 1992) and patchy, producing narrow flow
burst channels. The spatial scale of these flow channels is a few RE, corresponding to a few
tens of ion inertial lengths (Angelopoulos et al. 1997; Nakamura et al. 2004). Braking of
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Fig. 7 Crossings of the magnetotail current sheet by one of the THEMIS spacecraft, showing bursty
high-speed jets that switch direction from tailward to Earthward, in association with the passage of the recon-
nection X-line. Top: time-series of the three components of the measured magnetic field; energy-time spec-
trogram of the ions from 10 to 105 eV; the three components of the plasma bulk velocity. Bottom: schematic
that illustrates the underlying configuration. Adapted from Angelopoulos et al. (2008)

these jets in the magnetic flux pile-up regions Earthward of the reconnection site is a strong
candidate for electron acceleration (see Sect. 2.4.3).

Another transient reconnection feature in the magnetotail are magnetic flux ropes or plas-
moids. On the largest scales, there are the plasmoids that are formed between the near-Earth
and distant X-lines, subsequently propagating down-tail (Hones 1979), which can be re-
motely sensed because they compress the lobe magnetic field (Slavin et al. 1984). On the
smallest scales, there are flux ropes that are formed by reconnection at multiple X-lines (e.g.,
Slavin et al. 2005). Recent multi-point measurements with the Cluster and THEMIS space-
craft have allowed to probe their internal structure (Eastwood et al. 2005; Imber et al. 2011;
Beyene et al. 2011; Kiehas et al. 2012).

2.4.3 Electron Acceleration

The potential for accelerating electrons to high energies is one of the most appealing features
of magnetic reconnection. In-situ measurements offer a unique opportunity to check the
reality of this expectation.

At the magnetopause the identification of acceleration and heating is hindered by the
energetic particles of magnetospheric origin that can enter the outflow region and mix with
the incident solar wind plasma. There is as yet no evidence to suggest that reconnection
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in the solar wind ever produces substantial particle acceleration (Gosling 2011). However,
observations in the magnetotail have clearly shown the association of energetic electrons up
to several hundred keV with reconnection (Terasawa and Nishida 1976; Baker and Stone
1976).

The initial acceleration appears to occur in the diffusion region itself, as first reported
by Øieroset et al. (2002) and later confirmed by Retinò et al. (2008). The smallness of the
diffusion region limits its effectiveness for the overall acceleration. In the case presented by
Øieroset et al., the energy density in the energetic electrons was less that 1 % of the energy
density in the ion jets. But once these accelerated electrons have escaped the diffusion region
and enter the outflow region, other processes can take over.

Hoshino et al. (2001) were the first to consider the magnetic flux pileup region, created
when the fast reconnection outflow jets collide with the pre-existing plasmas at rest, as the
site for the second step in the electron acceleration. Strong observational evidence for this
scenario has been provided by the Cluster and THEMIS multi-point measurements in the
outflow region close to the diffusion region (Imada et al. 2007; Ashour-Abdalla et al. 2011;
Khotyaintsev et al. 2011; Vaivads et al. 2011). Regarding the actual mechanism, there is
observational evidence for betatron and/or Fermi acceleration (Hada et al. 1981; Ashour-
Abdalla et al. 2011; Khotyaintsev et al. 2011; Fu et al. 2011). Cluster multi-point measure-
ments have also provided evidence for electron acceleration in association with magnetic
islands (Chen et al. 2008b) and for island (or flux-rope) coalescence (Retinò et al. 2008).

The finding that much of the electron acceleration seems to occur not within the diffusion
region itself, but through jet braking in the outflow is reminiscent of scenarios envisioned
for acceleration in the solar corona (e.g., Tsuneta 1995; Shibata et al. 1995).

It should be noted that particle acceleration in cosmic plasmas was the subject of the
first ISSI workshop in this series. In the volume resulting from that workshop, the chapter
by Birn et al. (2012) provides a detailed discussion of both in-situ observations as well as
simulation studies of ion and electron acceleration in Earth’s magnetotail.

2.5 Solar Wind

Current sheets associated with directional discontinuities in the magnetic field are ubiqui-
tous in the solar wind. That they can undergo reconnection and exhibit the associated plasma
jetting has been discovered only fairly recently (Gosling et al. 2005). Study of these recon-
nection events offers valuable new insights because the boundary conditions are more stable
and more symmetric than at the magnetopause, while the magnetic shear is as variable.
There is also the advantage that the solar wind rapidly advects any embedded structure past
an observing spacecraft. One thus obtains nearly instantaneous snapshots of the configura-
tion, in contrast to the magnetopause and magnetotail current sheets, which are constantly
reversing their motion. In the meantime, it has been established (see Gosling 2011) that such
reconnection events are quite common and apparent in essentially all solar wind data sets,
covering distances between 0.3 and 5 AU.

2.5.1 Structure, Flows, and Kinetic Effects

The overall structure is determined by plasma inflow across the RDs on both sides, with a
wedge-shaped outflow (exhaust) region in between, as depicted on the left in Fig. 8. Because
of the two back-to-back RDs, the entire structure appears as a bifurcated current sheet. On
the right in Fig. 8, the observations for a pass through such a structure are presented. Because
the inflow velocity on the two sides points in opposite directions, while the normal magnetic
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Fig. 8 Left: Schematic showing a slightly asymmetric solar wind reconnection configuration, consisting of
an outflow region (exhaust), bounded on either side by thin current sheets labelled A1 and A2 that are akin to
standing Alfvén waves, i.e., RDs. For simplicity, only one of the outflows emanating from the reconnection
site is shown. Right: Observations by the ACE spacecraft during a crossing of a structure as depicted on
the left. From top to bottom, the figure shows the plasma density, the parallel and perpendicular proton
temperatures, the three components of the bulk velocity, and the corresponding magnetic field components,
both in GSE coordinates (Adapted from Gosling et al. 2005)

field must be continuous and thus points in the same direction on both sides, the velocity and
magnetic field variations at the boundaries are correlated on one side and anti-correlated on
the other, as evident from Fig. 8. The outflow speed is much lower than at the magnetopause
because the Alfvén velocity in the solar wind is much smaller. Nevertheless the observed
flows closely meets the predictions from the Walén-relation. Multi-spacecraft observations
of oppositely directed outflows, implying that an X-line was located between the observing
spacecraft, have been reported by Davis et al. (2006) and Gosling et al. (2007c).

Under symmetric conditions, a slow shock (SS) is expected to occur inside the RDs
on both sides of the exhaust. Although the enhanced proton density and temperature and
decreased magnetic field strength observed in the central portion of the exhaust are qualita-
tively consistent with this expectation, the transitions across the boundaries of the exhaust
in Fig. 8 are rather thick (a few hundred ion inertial lengths.) Sharper exhaust boundaries,
reminiscent of slow shocks, have been seen in other solar wind exhausts (Phan et al. 2006a),
although it is often found that these boundaries consist of merged RDs and slow-shocks
(Teh et al. 2009; Sasunov et al. 2012). Sasunov et al. did, however, also report an event
with a well-separated RD and SS pair. A remarkable result of the solar wind reconnec-
tion observations is the persistence of well-defined exhaust boundaries even at very large
distances downstream from the X-line, of order of thousands or tens of thousands of ion
inertial lengths.

In Sect. 2.2.3, interpenetrating beams were mentioned as one of the possible kinetic ef-
fects. In ideal MHD, the plasmas inflowing from the two sides do not mix, but are kept
separated by a contact discontinuity. In practice this does not occur, as illustrated in Fig. 9,
which shows the accelerated beams from the two sides interpenetrating in the middle of the
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Fig. 9 Selected samples of the
proton distribution function in the
solar wind frame obtained before
(upper left panel), during (upper
right and lower left panels), and
following (lower right panel) the
reconnection exhaust crossing
from Fig. 8 (From Gosling et al.
2005)

event (Gosling et al. 2005). The two beams have velocities separated by roughly twice the
Alfvén speed, as expected from reconnection.

2.5.2 Prevalence of Low Shear

Solar wind reconnection events exhibit a prevalence of local magnetic shear angles <90◦,
with the smallest reported angle being only 11◦ (Gosling 2011), confirming the conclusion
from the magnetopause observations that even large guide fields do not prevent reconnec-
tion.

2.5.3 Spatial and Temporal Scales

The presence of extended current sheets with stable boundary conditions in the solar wind
allows studies of the large-scale properties of reconnection. Multi-spacecraft observations
have indicated that solar wind reconnection events can have large spatial and temporal
scales. The X-line can extend to several million kilometers (or tens of thousands of ion
inertial lengths) and be observed over periods of several hours (or thousands of Alfvén
transit times). An example is shown in Fig. 10 (Phan et al. 2006a). In one instance, the ob-
serving spacecraft remained in the exhaust as long as 3 hours (Gosling et al. 2007a). Even
more extreme events, observed by many widely-spaced spacecraft, including STEREO-A
and STEREO-B, have been reported by Gosling et al. (2007b) and Lavraud et al. (2009).
The latter study suggests that reconnection rates might not have been constant over the du-
ration of the event.

2.6 Magnetosheath

In the magnetosheath downstream from the quasi-parallel bow shock, the shocked solar wind
plasma is highly turbulent. Figure 11 shows (on the right) the rapid fluctuations in magnetic
field magnitude and direction, implying the occurrence of thin current sheets, which are
necessary for reconnection to occur. In the lower left of the figure, the suggested formation
of such current sheets between magnetic islands is illustrated. Analysis of high-resolution
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Fig. 10 A solar wind event observed sequentially by the widely spaced ACE, Cluster, and Wind spacecraft,
implying that reconnection was occurring over large spatial and temporal scales. Left: The top two panels
show the magnetic field and plasma flow velocities from ACE, and the subsequent panels show the same
quantities for one of the Cluster spacecraft and for Wind. Right: Schematic of the encounters by ACE, Cluster
and Wind with the exhaust region and its boundaries (blue planes) emanating from an extended (390 RE)
reconnection X-line The yellow plane is the ecliptic. Spacecraft positions (in RE) are given in geocentric
solar ecliptic coordinates (Adapted from Phan et al. 2006a)

Fig. 11 Left: Cluster spacecraft crossing of a quasi-parallel bow shock and schematic illustration of current
sheet formation between magnetic islands in the downstream magnetosheath. Right: time-series of magnitude
and main component of the measured magnetic field, showing evidence of many current sheets (Adapted from
Retinò et al. 2007)

multi-point measurements from Cluster (Retinò et al. 2007) for one such current layer cross-
ing have revealed the microphysical (Hall-current) signatures that are evidence for magnetic
reconnection (see Sect. 3.1). If reconnection occurs in a large percentage of these turbulent
current sheets, the process could play an important role in the dissipation of turbulent energy
(Sundkvist et al. 2007).
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Reconnection in the magnetosheath has also been observed on larger scales. Thick (non-
reconnecting) solar wind current sheets are compressed when they convect across the bow
shock and further compressed as they pile up against the magnetopause. The thinning of
the current sheet can trigger reconnection. This scenario was revealed by hybrid and MHD
simulations (Lin and Xie 1997; Maynard et al. 2002; Omidi et al. 2009) and confirmed by
multi spacecraft observations (Phan et al. 2007b). The interaction of current sheets with the
bow shock and the magnetopause may have applications beyond the near-Earth space. It has
been suggested that similar interactions could also occur across the termination shock and/or
at the heliopause of our solar system producing anomalous cosmic rays (Drake et al. 2010),
or in striped wind compression across termination shocks in pulsar wind nebulae (Lyubarsky
2003).

2.7 Other Planets

Reconnection signatures have been reported for the magnetospheres of five other planets,
mostly based on in-situ magnetic field measurements.

Mercury, with its small intrinsic magnetic field and its closeness to the Sun, has a small
magnetosphere, although its basic structure resembles that of Earth’s. MESSENGER ob-
servations have revealed reconnection signatures at the magnetopause and in the magne-
totail. In one instance, minimum variance analysis of the magnetic field implied that the
magnetopause appeared as a rotational discontinuity, with a finite Bn that translated into a
reconnection rate of 0.13 (Slavin et al. 2009).

Venus has no intrinsic magnetic field, but a magnetotail is formed by the draped IMF.
There formation of a plasmoid due to magnetic reconnection has been observed recently by
the Venus Express spacecraft (Zhang et al. 2012b).

At Mars, the Hall magnetic fields that are a signature of the reconnection diffusion region
have been detected at tail and flank current sheets (Eastwood et al. 2008; Halekas et al.
2009), indicating that reconnection is occurring, as discussed in Sect. 3.1. Flux ropes have
been observed there as well (Eastwood et al. 2012).

Jupiter has the largest planetary magnetosphere, its dynamics being dominated by plan-
etary rotation rather than by the solar wind. Yet there is significant solar wind interaction,
as manifested by a long magnetotail. In the magnetotail, magnetic signatures of localized
and transient reconnection have been observed (Russell et al. 1998), and some auroral fea-
tures have also been interpreted as resulting from magnetotail reconnection (Radioti et al.
2011). In a direct transfer of insights obtained for Earth’s magnetosphere, magnetopause re-
connection rates at Jupiter have been estimated using empirical relationships between solar
wind parameters and reconnection voltages obtained for Earth, scaled to Jupiter conditions
(Nichols et al. 2006).

Like Jupiter, Saturn has a large rapidly rotating magnetosphere, but reconnection might
still play a role in its dynamics. In one magnetopause crossing, a non-zero normal compo-
nent of the magnetic field has been reported from minimum variance analysis of the mag-
netic field, implying a reconnection rate of 0.10 (McAndrews et al. 2008). Interestingly, in
another direct transfer of knowledge gained at Earth (see Sect. 2.8.2), Masters et al. (2012)
have suggested that the higher plasma β in the magnetosheath of Saturn should prevent
magnetopause reconnection except for large shear angles. The case reported by McAndrews
et al. had indeed a fairly large magnetic shear (149◦).

2.8 General Characteristics

In this section, we will discuss some general characteristics of reconnection that the in-situ
observations have revealed.
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2.8.1 Occurrence Frequency

Not all crossings of the magnetopause, magnetotail, or solar wind current sheets show ev-
idence of reconnection. In fact, the majority of current sheet crossings in the solar wind
and in the magnetotail show no reconnection signatures, while at the dayside magnetopause
the occurrence rate of reconnection signatures is about 50 % (Paschmann et al. 1986). This
raises the question what conditions must be fulfilled for reconnection to occur. The next
section discusses such conditions.

2.8.2 Onset Conditions

Current Sheet Thickness For reconnection to occur, the current sheet must be sufficiently
thin. In collisionless plasmas, it appears that the current sheet thickness has to be one ion
inertial length or smaller, in order to initiate reconnection (e.g., Cassak et al. 2006).

According to the general understanding of magnetotail dynamics, the tail current sheet
is usually too thick for reconnection to start. The bursty nature of near-Earth magnetotail
reconnection suggests that sufficient thinning occurs only sporadically. Regardless of the
cause for thinning, ISEE and Cluster multi-spacecraft observations have provided evidence
for sub-ion-inertial-length current sheets just prior to magnetotail reconnection and associ-
ated substorm onset (e.g., Sanny et al. 1994; Runov et al. 2008).

The dayside magnetopause current sheet is usually thin due to the constant compression
of the solar wind against the dayside magnetosphere. However, as mentioned earlier, half
of the magnetopause crossings display no reconnection signatures even when the magnetic
shear is high. This indicates that a thin current sheet is a necessary but not sufficient condi-
tion for reconnection.

Magnetic Shear and Plasma β While it is clear that current sheets must be sufficiently
thin for reconnection to occur, the plasma β , i.e, the ratio of plasma to magnetic pressure,
has long been suspected to be an important additional constraint. Early magnetopause obser-
vations (Paschmann et al. 1986) had suggested that β in the inflow (magnetosheath) region
may be a controlling factor, with reconnection more likely to occur for small values of β .
It now appears, based on recent solar wind and magnetopause observations, that it is not
β alone that controls reconnection, but a combination of β (more precisely the difference
between the β values on the two sides) and the magnetic shear (Phan et al. 2010, 2013,
in press). The left part of Fig. 12 shows that for low �β reconnection occurred at current
sheets with both low and high magnetic shear angle, whereas for large �β reconnection
occurred only for high magnetic shear angles. The plot on the right shows that β itself does
not organize the data as well as �β . These observations are in quantitative agreement with
a theoretical prediction (Swisdak et al. 2003, 2010) that reconnection is suppressed in high
β plasmas at low magnetic shear angle due to diamagnetic drift of the reconnection X-line
caused by plasma pressure gradients across the current sheets.

2.8.3 Reconnection Rates

Reconnection rates are notoriously difficult to obtain from in-situ observations because they
require knowledge of the normal component of the magnetic field, Bn, or the plasma flow,
vn, which are both small and depend on precise knowledge of the current sheet orientation.
Similar restrictions apply to the determination of the reconnection electric field, Et . For the
magnetopause, Fuselier and Lewis (2011) have compiled some of the reported values in
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Fig. 12 Left: Plot of magnetic shear angle versus the difference of the plasma-β on the two sides of a set of
197 solar wind reconnection exhausts. The three curves are theoretical predictions from Swisdak et al. (2010)
for different choices of the scale size, L (in units of the ion inertial length, λi ), of the density gradient at a
reconnection diffusion region. Reconnection should be suppressed below these curves. Right: Similar plot,
but for β (Adapted from Phan et al. 2010)

the literature, ranging between <0.01 and 0.2. For one extended magnetopause reconnec-
tion event, Fuselier et al. (2010) have reported an average value of 0.08. Rosenqvist et al.
(2008) have determined reconnection rates for the multiple magnetopause crossings shown
in Fig. 4, and obtained values between 0.01 and 0.3, with an average of 0.14. For individ-
ual solar wind and magnetosheath events, values of ∼0.03 and ∼0.07, respectively, were
inferred (Phan et al. 2006a, 2007b). The large variations in the reported values do not neces-
sarily imply intrinsic variability of the reconnection rates, but may simply represent the (hard
to quantify) uncertainties in the determinations. Note that simulations of fast reconnection
give typical rates of 0.1–0.2 (Shay et al. 1998).

3 Microphysics

Magnetic reconnection is a cross-scale phenomenon. While the process is initiated in a small
diffusion region, where ion and electrons are demagnetized, the consequences of reconnec-
tion are large-scale, as discussed in Sect. 2.

The manner in which the particles demagnetize is closely related to the relative impor-
tance of the different scale sizes: the resistive scale, the ion scale, and the electron scale. In
the diffusion region the plasma frozen-in condition must be violated, implying that some of
the terms on the r.h.s. of the generalized Ohm’s law must be non-zero. Ohm’s law can be
written as (e.g., Rossi and Olbert 1970):

E + v×B = ηj ++ 1

ne
j ×B − 1

ne
∇ ·P e + me

ne2

[
∂j

∂t
+∇ · (jv + vj)

]
(3)

where E and B denote electric and magnetic fields, v is the velocity of the particle species,
and j is the current density. Each of the terms on the right hand side of Eq. (3) can break
the frozen-in condition and are associated with different scale sizes. Here ηj is the resistive
term, 1

ne
j ×B is the Hall, or ion, term, 1

ne
∇ · P e is the divergence of the electron pressure

term, and me
ne2 [ ∂j∂t +∇ · (jv + vj)] is the electron inertia term. Thus the first term becomes

important on the resistive scale, the second term is associated with the ion scale, and the last
two terms become important on the electron scale.

If the resistive scale is larger than the ion scale, both electrons and ions demagnetize on
the same scale, the resistive scale. However, if the resistivity is so small that the resistive
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Fig. 13 The geometry of the
diffusion region. Ions are
decoupled from the electrons and
magnetic field in the ion diffusion
region, creating Hall magnetic
and electric field patterns.
Electrons are demagnetized in the
much smaller electron diffusion
region. The green arrow indicates
the trajectory of the Polar
spacecraft while collecting the
data shown in Fig. 14(A) (From
Mozer et al. 2002)

term can be ignored, the ions will demagnetize at the ion scale, due to the 1
ne

j ×B (Hall)
term, while the electrons will stay magnetized longer, until they reach the much smaller
electron scale where they become demagnetized due to one of the electron terms. The ion
and electron separation in the diffusion region leads to a system of Hall currents, which in
turn induce the quadrupolar Hall magnetic fields, as shown in Fig. 13. A Hall electric field
develops in the ion diffusion region and is directed towards the current sheet on both sides
of the current sheet (Fig. 13). The Ve,y = Ez × Bx/B2 drift and its pulling of the magnetic
field in the negative y direction results in the quadrupolar Hall By (Mandt et al. 1994; Shay
et al. 1998; Pritchett 2005).

The quadrupolar Hall currents and magnetic fields are symmetric in magnitude on the
two sides of the current sheet only when reconnection is symmetric, i.e. when the plasma
on the two sides of the current sheet are similar. When reconnection is asymmetric, i.e.
the reconnecting plasmas are different, the Hall currents and magnetic field patterns are
also asymmetric, with larger magnitude Hall fields on the low-density side of the cur-
rent sheet (Pritchett 2008). Reconnection is usually asymmetric at the Earth’s magne-
topause, and symmetric in the Earth’s magnetotail. If a guide field is present, the Hall
magnetic field will be superposed onto this guide field and therefore appear to be asym-
metric even if reconnection is symmetric (Karimabadi et al. 1999; Pritchett and Coroniti
2004).

Until recently, much of our knowledge of processes in the diffusion region was derived
solely from theoretical modeling. The small size of the diffusion region made it very chal-
lenging to observe in situ with a spacecraft. The width of the ion diffusion region is of the
order of the ion inertial length, λi , which is only ∼50 km at the Earth’s dayside magne-
topause and ∼1000 km in the magnetotail. The length of the diffusion region is predicted
to be 10 times larger. The electron diffusion region width is the electron inertial length, λe ,
which is 43 times smaller, only ∼1–2 km at the magnetopause and ∼25 km in the magne-
totail. In this section we discuss recent findings from spacecraft encounters with both the
ion-scale and the electron-scale diffusion region, as well as observations from additional
reconnection-related regions where electron-scale physics has been found to be important.
Finally, we discuss briefly the upcoming NASA Magnetospheric Multi-Scale (MMS) mis-
sion, which is dedicated to studies of electron-scale physics in reconnection.
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3.1 The Ion Diffusion Region

In collisionless reconnection, the ion diffusion region is the region where ions are demag-
netized while electrons are not, resulting in a Hall current and induced Hall magnetic fields,
as discussed above and illustrated in Fig. 13. Confirming the presence of the Hall effect
with in-situ spacecraft observations is significant since it implies that the resistive scale is
smaller than the ion inertial length, and the ions and electrons are demagnetized at different
scales. While the quadrupolar Hall currents and Hall magnetic field in the diffusion region
were first predicted theoretically (Sonnerup 1979), the first in situ spacecraft observations
of these phenomena were made approximately two decades later.

Hall Currents The first observational confirmation of the predicted ion and electron de-
coupling in the diffusion region were made along the separatrix layers. The separatrices are
the surfaces defined by all magnetic field lines crossing the reconnection X-line, thus repre-
senting the most recently reconnected field lines. In Fig. 2, the field lines labeled S1 and S2
are cuts through the separatrix surfaces. Fujimoto et al. (1997) and Nagai et al. (2001) re-
ported observations by the Geotail spacecraft along magnetotail separatrices of low-energy
electrons streaming towards the X-line, while higher energy electrons were streaming away
from the X-line. The directions of the low energy electrons were consistent with them being
the Hall current carriers.

Hall Magnetic Fields In addition to observing the Hall current carrier along the separa-
trices, Nagai et al. (2001) reported associated out-of-plane magnetic fields consistent with
the predicted directions of the Hall magnetic field. Subsequently, Hall magnetic fields were
detected inside the diffusion region itself by the Wind spacecraft in Earth’s distant magneto-
tail (Øieroset et al. 2001). The diffusion region was identified from the plasma jet reversal,
which coincided with a reversal in the normal component of the magnetic field, indicating
that the spacecraft crossed a reconnection diffusion region, going from the earthward to the
tailward jet. Coinciding with these reversals, the out-of-plane magnetic field component also
reversed sign and the observed polarities were consistent with the predicted polarities of the
quadrupolar Hall magnetic field (see Fig. 14(C)).

Mozer et al. (2002) reported a fortuitous diffusion region encounter by the Polar space-
craft at the dayside magnetopause. We note that this event was a rare case when reconnec-
tion was nearly symmetric at the Earth’s magnetopause, thus the Hall magnetic field pattern
would still be quadrupolar, similar to the magnetotail Hall pattern. However, in contrast to
the Wind crossing along the outflow direction of the tail diffusion region, the Polar crossing
was normal to the current sheet, going from the magnetosheath to the magnetosphere south
of an X-line, as indicated by the green horizontal line in Fig. 13, the out-of-plane magnetic
field reversed sign from positive to negative, consistent with the predicted directions of the
Hall magnetic fields (Fig. 14(A)).

A Cluster multi-spacecraft encounter with a diffusion region at the dayside magnetopause
was reported by Vaivads et al. (2004), also showing out-of-plane magnetic fields consistent
with the Hall magnetic field directions (Fig. 14(B)). In this multi-spacecraft encounter, two
spacecraft observed the Hall magnetic field simultaneously in two of the quadrants, hence
establishing even more firmly that the observed out-of-plane magnetic fields were spatial,
not temporal structures. From the four-point timing analysis, the spatial scale shown along
the bottom of Fig. 14(B) was determined, giving a current layer thickness of a few ion
inertial lengths.

Confirming the presence of the Hall magnetic field in all four quadrants in one single
event is challenging, even with multi-spacecraft observations. To overcome this difficulty,
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Fig. 14 Hall magnetic and electric fields, as observed at the magnetopause and magnetotail reconnection
sites shown in the cartoon at the top center. (A) Magnetopause crossing by the Polar spacecraft, showing
the Hall and reconnecting magnetic field components and the Hall electric field (adapted from Mozer et al.
2002). (B) Magnetopause crossing by the four Cluster spacecraft, showing the reconnecting magnetic field
component, the out-of-plane magnetic field component, and the electric field normal to the magnetopause
(adapted from Vaivads et al. 2004). (C) Crossing of the magnetotail current sheet by the Wind spacecraft,
showing he bipolar Hall magnetic field and the reversal in the Earthward directed flow velocity (adapted from
Øieroset et al. 2001). (D) Hall magnetic field By versus reconnecting magnetic field Bx and reconnection
jet velocity Vx . Black corresponds to By > 0 and red to By < 0. (E) Hall electric field versus Bx and Vx .
Black corresponds to Ez > 0 and red to Ez < 0. The size of the symbols indicates the magnitude of the data
points (adapted from Eastwood et al. 2010b). (F) Hall magnetic fields observed by the Mars Global Surveyor
(MGS) spacecraft, in a format similar to part (D), except that Bn is used to distinguish the two sides of the X
(MGS data courtesy of J. Halekas). Center: simulation of the diffusion region, with the Hall field directions
in red (courtesy M. Shay)

Eastwood et al. (2010b) performed a statistical study, using Cluster multi-point observations
of 18 diffusion region encounters in the Earth’s magnetotail, which, taken together, covered
all four quadrants multiple times. The observed out-of-plane magnetic fields in these events
were indeed consistent with the predicted Hall magnetic field in all four quadrants, as shown
in Fig. 14(D).

The events included in Eastwood et al. (2010b) did not have any significant guide field.
By contrast, Eastwood et al. (2010a) studied a separate diffusion region encounter by Cluster
where a moderate guide field (20 % of the reconnecting field) was present and showed that
the Hall magnetic and electric fields were asymmetric and shunted away from the current
sheet, consistent with simulations.

In addition to the studies already mentioned, there has been several other reports of in-
situ spacecraft encounters with the diffusion region, both in the Earth’s magnetotail (e.g.,
Runov et al. 2003; Wygant et al. 2005; Borg et al. 2005; Nakamura et al. 2006; Asano
et al. 2008), at the Earth’s magnetopause (e.g., Pu et al. 2005; Zhang et al. 2008), in the
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magnetosheath (Phan et al. 2007a), and even at other planets (e.g., Eastwood et al. 2008;
Halekas and Brain 2010). Figure 14(F) shows the amplitude of the out-of-plane magnetic
field for 28 current sheet crossings at Mars. The observed polarities of the out-of-plane
magnetic fields surrounding diffusion regions at Mars are consistent with the predictions for
the Hall quadrupolar magnetic field, indicating that ion-electron decoupling also occur in
reconnection at Mars (Halekas et al. 2009).

Hall Electric Fields Electric fields with directions consistent with the predicted direction
of the Hall electric field (Shay et al. 1998; Pritchett 2005) has been reported in connection
with observations of the Hall magnetic field, both at the Earth’s magnetopause (Mozer et al.
2002; Vaivads et al. 2004) and in the magnetotail (Wygant et al. 2005; Borg et al. 2005;
Eastwood et al. 2010b). Examples are shown in Fig. 14(A) and (B). In their statistical study
Eastwood et al. (2010b) recorded the normal electric field and showed that its direction was
consistent with the predicted direction of the Hall electric field for all 18 events (Fig. 14(E)).

3.2 The Inner Electron Diffusion Region

Within the ion diffusion region there is a thin layer where electrons demagnetize (Fig. 13).
This inner electron diffusion region is located in close vicinity of the reconnection X-line.

According to theory, the electron diffusion region is characterized by a large out-of-plane
current centered at the electron jet reversal (Shay and Drake 1998; Hesse et al. 1999). The
two lower panels in the left part of Fig. 15 show horizontal cuts through a simulation of
the reconnection region, including the electron diffusion region shown in the top panel.
As shown in the middle panel, there is a large difference between electron and ion outflow
speeds. The bottom panel shows the electron and ion velocities in the out-of-plane direction.
While very little variation is seen in the out-of-plane ion velocity, there is a large into-the-
plane electron jet located right at the jet reversal. This into-the-plane electron jet indicates
the presence of a strong out-of-plane current right in the center where the ion and electron
jets reverse sign.

Because the inner electron diffusion region is 43 times smaller than the ion diffusion re-
gion, there have been few reports of encounters with this region until recently. Chen et al.
(2008a), with guidance from kinetic simulations, reported the encounter of the inner elec-
tron diffusion region by the Cluster spacecraft. More recently, Nagai et al. (2011) reported a
fortuitous encounter with the electron diffusion region in the Earth’s magnetotail, when the
Geotail spacecraft traversed from the tailward to the earthward side of a reconnection X-line
(Fig. 15, right). Panel (c) shows the electron and ion velocities in the outflow direction as
the dotted and solid line, respectively. A large difference between electron and ion speeds
is seen, similar to that in the simulation (Fig. 15, left). Furthermore, right at the jet rever-
sal there was a strong into-the-plane electron jet, a key characteristic of the inner electron
diffusion region.

The observed strong into-the-plane electron jet indicates that the spacecraft encountered
the inner electron diffusion region. However, only two data points were collected in the re-
gion of strong current. While this indicated that the electron diffusion region was indeed
encountered, it is not sufficient to study the detailed electron physics in this region. Investi-
gating the electron-scale processes in the electron diffusion region is the goal of the upcom-
ing MMS mission, which will perform very high-resolution plasma and field measurements
(see Sect. 3.5).
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Fig. 15 Left: Simulations of a reconnection region. The top panel shows the diffusion region, with the elec-
tron part at the center. The middle panel shows the electron and ion velocities in the outflow direction, the
lower panel the velocities in the out-of-plane direction, electrons in blue and ions in red (Figure courtesy
of I. Shinohara). Right: Geotail observations on 15 May 2003. (a) Normal magnetic field Bz , (b) electric
field Ex,Ey , and (c, d) plasma perpendicular velocities. The presumed X-line crossing is indicated by a red
vertical line. From Zenitani et al. (2012), after Nagai et al. (2011)

3.3 Elongated Electron Jet Layer

Full particle simulations in large simulation domains revealed the existence of a long (tens
of ion inertial length) super-Alfvénic electron jet connected to the inner electron diffusion
region (Daughton et al. 2006; Karimabadi et al. 2007; Shay et al. 2007). Cluster detected
such an electron jet (extending at least 60 ion inertial lengths) in a magnetosheath recon-
nection event under nearly symmetric boundary conditions (Phan et al. 2007a). Simulations
showed that in the case of asymmetric reconnection with a guide field, the extended electron
jet exists over a shorter length than for symmetric reconnection, and the jet exists on one
side of the X-line only (Mozer and Pritchett 2009). In contrast to the inner electron diffusion
region, the extended electron jet is not accompanied by dissipation (Hesse et al. 2008).

3.4 Electron Physics Along the Separatrices

Connected to the diffusion region are the separatrices, referred to earlier. Ion and electron
decoupling have been observed in thin (electron scale) layers, associated with the sepa-
ratrices, at distances far away from the traditional diffusion region surrounding the X-line
(Mozer et al. 2003; André et al. 2004; Khotyaintsev et al. 2006). These layers of electron-ion
decoupling along the separatrices are characterized by large density fluctuations and large
electric fields both perpendicular and parallel to the magnetic field.

Solitary waves, which are bipolar electric field pulses traveling parallel to the magnetic
field, have been observed on the magnetospheric side of the magnetopause current sheet
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Fig. 16 FAST and THEMIS observations of double layers and electron holes in the magnetosphere. The
occurrence regions are indicated in the cartoon. The data plots show time series of Eparallel, demonstrating
that double layers and solitary waves have been observed in the magnetotail current sheet (top, left), in the
plasma sheet boundary layer (top, right), in the auroral region (bottom, left) and in bursty bulk flows (bottom,
right). THEMIS data plots adapted from Ergun et al. (2009). Figure courtesy of R. Ergun and L. Andersson

(Cattell et al. 2002), as well as in the Earth’s magnetotail where they have been observed
near the outer edge of the plasma sheet and in the current sheet itself (Cattell et al. 2005;
Ergun et al. 2009; Andersson et al. 2009) (see Fig. 16). These waves, also referred to as
electron holes, could play an important role in dissipation and diffusion if they occur in
large numbers because they can affect the electron distribution function (Cattell et al. 2002).

3.5 NASA’s Magnetospheric Multi-scale Mission

The ion diffusion region has now been encountered and explored by a variety of space-
craft, but the electron diffusion region is largely unexplored. This is primarily because
current spacecraft instrumentation cannot resolve the electron diffusion region in detail.
The upcoming Magnetospheric Multi-Scale (MMS) mission, scheduled for launch in 2014,
consists of four spacecraft carrying identical plasma and field instruments with orders of
magnitude higher time resolution plasma measurements than before (e.g., Burch and Drake
2009). The spacecraft will fly in a tetrahedral (pyramid) formation with close (as small as
10 km) separation, allowing them to determine three dimensional structures of the recon-
nection sites they encounter, both at the magnetopause and in the magnetotail. Achieving
the MMS mission goal rests on the ability to unambiguously identify the inner electron
diffusion region in the data. Studies of recent spacecraft encounters with the inner elec-
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tron diffusion region have yielded methods for identifying this region (Zenitani et al. 2012;
Scudder et al. 2012).

4 Summary

In-situ observations in planetary magnetospheres and the solar wind, in conjunction with
theoretical modeling and simulations, have provided many insights into the reconnection
process that we have described in this paper and summarize below.

Different Boundary Conditions The magnetopause, magnetotail, and solar wind reconnec-
tion sites complement each other because they allow to study reconnection for quite differ-
ent boundary conditions and plasma regimes. At the magnetopause, conditions are usually
highly asymmetric, with the density much lower and the magnetic field strength much higher
on the magnetospheric side, while across the magnetotail and solar wind current sheets,
plasma conditions are usually fairly symmetric. The magnetic shear, on the other hand, is
highly variable across the magnetopause and solar wind current sheets, while nearly 180◦
across the magnetotail current sheet. The different boundary conditions affect the structure
and dynamics of reconnection.

Signatures of Reconnection in the Outflow Region The dominant observational evidence
for reconnection is the detection of the accelerated plasma bulk velocity at or near the Alfvén
speed in the outflow (exhaust) region. A number of kinetic effects complement the fluid
signatures, among them counterstreaming beams and cut-offs in the velocity distributions.
Other basic reconnection signatures such as the normal magnetic field, plasma inflow and
reconnection electric field are much more difficult to determine.

Nature of the Outflow Region Boundaries For asymmetric conditions, the dominant
boundary feature is predicted to be a rotational discontinuity (RD). The RDs have been iden-
tified for the magnetopause through the outflow velocities meeting the Walén-relation. For
symmetric conditions, the structure is expected to include slow shocks. In a few instances,
these have been identified for magnetotail and solar wind reconnection. A remarkable result
is the persistence of sharp and well-defined boundaries to very large distances downstream
from the X-line.

Detection of the Reconnection Diffusion Region While most of the spacecraft encoun-
ters with the reconnection layer occur in the outflow (exhaust) region downstream of the
diffusion region, the past decade has witnessed numerous reports of ion diffusion region en-
counters by spacecraft in the magnetotail, at the magnetopause and in the magnetosheath, as
well as glimpses of the much smaller electron diffusion region. Advances in the theoretical
understanding of the diffusion region, coupled with the spacecraft detections of the diffu-
sion region, form the basis for the upcoming Magnetospheric Multi-Scale mission which
will investigate the magnetic field breaking processes in the electron diffusion region using
ultra-high-resolution plasma and field measurements on four spacecraft.

Reconnection Rates Reconnection rates are notoriously difficult to measure reliably be-
cause they are proportional to the normal components of the magnetic field or plasma flow,
which are small and dependent on precise knowledge of the current sheet orientation. Nev-
ertheless, some values have been reported, ranging between <0.01 and 0.2, where it is un-
certain whether this range reflects true variability or simply the large uncertainties. On the
other hand, the detections of Hall magnetic and electric fields in the diffusion region suggest
that reconnection operates in the ‘fast’ regime in near-Earth space.
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Spatial and Temporal Scales Reconnection in the near-Earth magnetotail associated with
geomagnetic substorms is highly bursty, storing and explosively releasing magnetic energy
similar to solar flares. In the solar wind and at the magnetopause there is evidence that re-
connection can operate in a quasi-steady manner along extremely long X-lines. Thus in-situ
observations have clarified that reconnection is not intrinsically transient, but can operate in
a quasi-stationary, continuous fashion. It can operate over large spatial scales, but can also
be patchy.

Flux Ropes Intermittent or continuous reconnection with modulated reconnection rate
could produce flux ropes that are commonly observed at the magnetopause (referred to as
Flux Transfer Events) and in the magnetotail (called plasmoids or magnetic islands). Their
role in energizing particles has been suggested but has yet to be firmly established.

Reconnection Onset Conditions and Occurrence Frequency A large number of current
sheet encountered by spacecraft in the magnetosphere and solar wind display no local sig-
natures of reconnection. The question is what conditions need to be met for reconnection
to occur. There is clear evidence that current sheets must be sufficiently thin (an ion inertial
length or less). In addition to the thin current sheet requirement, a combination of plasma β
(more precisely the difference, �β , across the current sheet) and magnetic shear has a con-
trolling effect. For small�β , reconnection can happen even for low magnetic shear (or large
guide field), while for large �β , reconnection requires large shear. With these (and possi-
bly additional) strict conditions it is not surprising that many current sheets do not undergo
reconnection.

Anti-parallel Versus Component Reconnection A long-standing controversy that the in-
situ observations have resolved is whether or not reconnection requires purely anti-parallel
magnetic fields. The observations clearly show that it can happen in the presence of substan-
tial guide fields.

Turbulent Reconnection Downstream of the quasi-parallel bow shock, the shocked solar
wind (magnetosheath) plasma is highly turbulent and filled with thin current sheets, and
some initial evidence for reconnection across such current sheets has been reported. How-
ever, the plasma measurements onboard current spacecraft do not have sufficient temporal
resolution to firmly establish the occurrence rate of reconnection in these thin current sheets.
The upcoming magnetospheric Multi-Scale mission, with its ultra-high-resolution plasma
measurements, should be able to determine what fraction of the current sheets undergoes re-
connection and whether the process plays a significant role in dissipating turbulent energy.

Electron Acceleration Multi-point measurements in and near the reconnection diffusion
region have provided strong evidence for electron acceleration to hundreds of keV in a
two- or multi-step process, beginning within the diffusion region itself, but becoming more
pronounced when the electrons enter the outflow region, either in the flux pileup region
created by flow jet braking, or within magnetic islands.

Reconnection at Other Planets In-situ magnetic field measurements have provided evi-
dence for reconnection at five other planets (Mercury, Venus, Mars, Jupiter, and Saturn).
Because the solar wind plasma-β value decreases systematically with increasing distance
from the Sun, reconnection may be more frequent at inner planets and consequently may
play a more important role in their interaction with the solar wind.
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Abstract In this paper we present a short review of kinetic models of the thin current sheet
and corresponding Cluster observations in the Earth magnetotail. We concentrate mainly
on manifestations of non-fluid ion kinetic effects. We discuss the different approaches to
model description of the proton component and show that current sheets observed by Cluster
contain population of particles with transient trajectories, which, in fact, are main carriers
of the transverse current in the Earth magnetotail. We describe the influence of the electron
temperature anisotropy on the current sheet structure. We demonstrate that the decoupling
of proton and electron motions in thin current sheets results in appearance of the earthward
electrostatic field, which redistributes currents due to the cross-field drift. This effect can
describe small or negative proton currents often observed by Cluster.

Keywords Earth magnetotail · Current sheets · Kinetic models

1 Introduction

The current sheet (CS) of the Earth magnetotail is a critical element of all substorm models
(see, e.g., Baker et al. 1996; Lui et al. 2008; Angelopoulos et al. 2008; Sergeev et al. 2012,
and references therein). Moreover, every model of particle acceleration due to magnetic
reconnection involve CSs as a source of magnetic free energy (Priest and Forbes 2000).
Besides many laboratory experimental investigations of the CS formation (see, e.g., Frank
2010; Yamada et al. 2010; Frank et al. 2011), the Earth magnetotail CS is the most accessible
for direct studying by spacecraft. From the plasma-physical point of view, CSs represent a
selfconsistent high-β plasma configuration which might have remarkably small thickness.

Starting from the first papers devoted to the Earth magnetotail (Ness 1965; Speiser and
Ness 1967) the CS was supposed to be relatively thick with transverse spatial scale around
one-two Earth radii. The density jy of the current flowing in the neutral plane (where main
component of the magnetic field, Bx , changes sign) was estimated to be about few nA/m2
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(McComas et al. 1986; Sergeev et al. 1993). However, this data were collected by single or
double spacecraft missions and no statistical data were available before Cluster mission.

The first Cluster multispacecraft data have shown that the conception of the thick CS
(where current density and plasma density profiles coincide) is not really supported by ob-
servations. Thickness of the CS appeared to be about 1000–3000 km (Runov et al. 2006) or
even thinner (Nakamura et al. 2006). Such CS was called thin current sheet (TCS). Ampli-
tude of the current density in TCSs is, on average, about 10 nA/m2 (Artemyev et al. 2011a;
Davey et al. 2012) and can reach 100 nA/m2 (Nakamura et al. 2008). TCS can be con-
sidered as a transient increase of the current density in the magnetotail. Thus statistics
without additional selection of TCSs gives only ∼4 nA/m2 for the average cross-tail cur-
rent density (Kaufmann et al. 2001; Rong et al. 2011). Intense TCSs are embedded into
a thick plasma sheet with spatial scale about few Earth radii. The embedding manifests
itself in two effects: (1) amplitude of the magnetic field at the TCS boundary, B0, is
smaller than the lobe magnetic field amplitude Bext (Sergeev et al. 1993; Runov et al. 2006;
Artemyev et al. 2008a) and for the abundant statistics of Cluster TCS crossings Bext/B0 ∼
3–2 (see, e.g., Artemyev et al. 2011a; Petrukovich et al. 2011); (2) current density decreases
away from the TCS central region much faster than plasma density does (Asano et al. 2005;
Runov et al. 2006; Artemyev et al. 2010). Besides the embedding, TCSs possess another
unexpected property: the ion (proton) current density in TCS often could be substantially
smaller than the electron one (Asano et al. 2004; Artemyev et al. 2009). Possible explana-
tions of these TCS properties are suggested in this review.

Earlier analytical models of CSs can be separated into two classes: kinetic equilibria and
fluid models. The first class includes the most known model of the Harris CS (Harris 1962)
and several less investigated solutions of the Vlasov equations (Morozov and Solov’ev 1961;
Grad 1961; Nicholson 1963; Alpers 1969; Kan 1973; Channell 1976). The second class
consists of equilibria for MHD systems (Syrovatskii 1971; Bird and Beard 1972; Birn et al.
1975; Cowley 1978; Syrovatskii 1981). There are several recent models which can be con-
sidered as modifications of simple solutions presented by the two earlier classes (Schindler
and Birn 2002; Mottez 2003; Yoon and Lui 2004). Advantages and shortcomings of all these
theoretical models in context of modern spacecraft observations are also discussed below.

Additionally one should mention a separate class of TCS models based on the idea of
transient ions in the magnetotail. Due to the presence of the TCS natural boundaries where
magnetic field is approximately constant, a population of ions (protons) with open trajec-
tories can be found (so called Speiser trajectories, see Speiser 1965). The current carried
by ions moving along these transient orbits supports very intense TCS (Eastwood 1972,
1974) with very small spatial scale of order of the ion (proton) Larmor radius (Francfort
and Pellat 1976; Sitnov et al. 2000; Zelenyi et al. 2000). Development of analytical models
of the TCS with Speiser trajectories is based on the conception of the quasiadiabatic ion
motion (Büchner and Zelenyi 1989) and was proposed by Kropotkin and Domrin (1996)
and Kropotkin et al. (1997). The first analytical model for a realistic energy distribution
of transient particles was presented by Sitnov et al. (2000), Zelenyi et al. (2000). Results
of this model coincide with ones provided by the numerical simulations of TCS config-
urations with the substantial population of transient ions (Hamilton and Eastwood 1982;
Burkhart et al. 1992a; Pritchett and Coroniti 1992). There are several generalization of this
TCS model represented by two groups of equilibrium solutions (Sitnov et al. 2003, 2006;
Zhou et al. 2009) and (Zelenyi et al. 2004, 2006, 2011; Petrukovich et al. 2011). Moreover, it
is worth noting that effect of Speiser trajectories was partially included into the fluid model
of the TCS by Steinhauer et al. (2008).
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2 Current Sheet Models

Any kinetic model of a collisionless CS can be considered as a solution of the stationary
Vlasov-Maxwell system

⎧⎪⎪⎨
⎪⎪⎩

∂fα
∂r v+ qα

mα

∂fα
∂v (E+ 1

c
[v×B])= 0

rot B= (4π/c)∑α qα
∫

vfαdv, div B= 0

divE= 4π
∑

α qα
∫
fαdv, rot E= 0

(1)

Here fα is a velocity distribution of particles with mass mα and charge qα (α = e for elec-
trons and α = i for ions or protons). The generalization of this system for nonstationary
CSs (∂/∂t �= 0) can be found in Mahajan (1989). Spatial scale of the magnetic field inho-
mogeneity in the Earth magnetotail is much larger than the corresponding Debye length
rD =

√∑
α 4πq2

αnα/Tα where Tα is a particle temperature. Therefore, we can consider
quasineutrality condition as the equation for the scalar potential ϕ where E=−∇ϕ

∑
α

qα

∫
fαdv= 0 (2)

Although, By component of the magnetic field often exists in the Earth magnetotail
(Petrukovich 2011), we restrict our analysis by CS models with the classical geometry
when only Bx and Bz components are taken into account (hereafter we use GSM coordi-
nate system where y-axis is directed from dawn to dusk, x-axis is directed from the Earth
to the Sun, while z-axis is directed from south to north). Generalized kinetic models with
By �= 0 for the magnetotail CS can be found in Artemyev (2011), Malova et al. (2012), Min-
galev et al. (2012), while models of the magnetopause CS with Bx and By are discussed
in review by Roth et al. (1996) and in recent papers (see Harrison and Neukirch 2009;
Panov et al. 2011 and references therein).

Two components of the magnetic field Bz and Bx correspond to the single component
of the vector potential Ay(x, z) where rot(Ayey)= B. Thus two equations for the magnetic
field can be reduced to

�Ay =−(4π/c)
∑
α

qα

∫
vyfαdv (3)

2.1 Vlasov approach

Stationarity and homogeneity of the system along y (dawn-dusk) direction result in conser-
vation of the particle total energy Hα = (1/2mα)(p

2
x + p2

z )+ (1/2mα)(py − (qα/c)Ay)2 +
qαϕ and the generalized momentum py =mαvy+ (qα/c)Ay . Any function fα = fα(Hα,py)
of these integrals represents some solution of the stationary Vlasov equation. Therefore,
one can introduce certain distribution fα(Hα,py) and reduce problem (1) to the integro-
differential equation for Ay , while ϕ can be found as a function of Ay from the quasineutral-
ity condition (2). This is the essence of the so called Vlasov approach (Schindler and Birn
2002; Schindler et al. 2012).

Choice of the velocity distribution as a shifted Maxwellian function fα ∼ exp(−(Hα −
vDαpy)/Tα) with a constant drift velocity vDα gives for 1D system (without the Bz compo-
nent) the popular Harris solution (Harris 1962). For 2D systems (with Bz(x, z), Bx(x, z))
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a generalization of the Harris solution was obtained by Kan (1973). Review of exact 2D so-
lutions of Eq. (3) can be found in Yoon and Lui (2005), Vasko et al. (2012), while approxi-
mated solutions are discussed by Lui (2004). There are several specific functions fα(Hα,py)
giving bifurcated CS solutions (Camporeale and Lapenta 2005; Génot et al. 2005; Israele-
vich et al. 2007) and solutions possessing TCS manifestations (Schindler and Birn 2002;
Birn et al. 2004; Liu et al. 2010).

All stationary models that use distribution functions in a form fα(Hα,py) have several
common properties. (1) Scalar potential is a function of a single component of the vec-
tor potential ϕ = ϕ(Ay) and the corresponding electric field is orthogonal to the magnetic
field E · B = −∇ϕ · B = −(∂ϕ/∂Ay)∇Ay · [∇ × Ayey] = 0 everywhere (Schindler et al.
2012). (2) Anisotropy of the particle temperature occurs simultaneously with the nongy-
rotropy. Distributions fα in the velocity space depend on v2

x + v2
z and on vy . Therefore,

one can develop an isotropic CS model or a CS equilibrium having temperature anisotropy
Txx = Tzz �= Tyy . Here Tyy can be considered to be the perpendicular component of the
temperature, while the parallel component as well as the second perpendicular component
represent certain combinations of Txx and Tzz = Txx (Mottez 2004). As a result, two per-
pendicular components are not equal to each other for any anisotropic CS with Tyy �= Txx .
(3) The pressure balance along the magnetotail is supported by the gradient of the total
plasma pressure only. As a result, a transverse CS spatial scale (thickness, Lz) and a lon-
gitudinal spatial scale, Lx , cannot be considered as two independent free parameters: the
scaling relation 2LxBz/LzB0 ≈ 1 should be satisfied (Burkhart and Chen 1993).

2.2 Speiser trajectories in TCS

Vlasov models discussed in the previous section do not take into account effects corre-
sponding to the transient Speiser trajectories. To include these effects one needs to intro-
duce an additional invariant of motion, Iz =

∮
pzdz. Here we do not discuss the peculiar-

ities of the Speiser ion motion and the accuracy of the conservation of Iz (detailed intro-
duction to these problems can be found in Sonnerup 1971; Büchner and Zelenyi 1986;
Büchner and Zelenyi 1989; Vainchtein et al. 2005).

TCS models with Speiser ions are based on the ion velocity distribution fi(Hi, Iz).
There are several features of the TCS with fi(Hi, Iz): (1) the current density profile
is substantially thinner (Lz is about ion Larmor radius) in comparison with the plasma
density profile (Sitnov et al. 2000; Zelenyi et al. 2000). (2) The ion velocity distri-
bution in the neutral plane Bx = 0 has a very characteristic structure. In the veloc-
ity space (vx, vy) this distribution looks like half of a ring. Such form corresponds
to a peculiarity of ion orbits (Hamilton and Eastwood 1982; Burkhart et al. 1992a;
Zelenyi et al. 2011): before leaving the z = 0 plane (where Bx = 0), ions make a half
of a Larmor circle in the course of their rotation around Bz. (3) The fast field-aligned
motion of Speiser ions produces the inertial force which could support the pressure bal-
ance without any pressure gradient along the magnetotail (Rich et al. 1972; Hill 1975;
Burkhart et al. 1992a). Thus transient particles make it possible to construct a practically
1D TCS with Bz �= 0 (Burkhart and Chen 1993), i.e. the scale Lx can become much larger
than Lz(B0/Bz).

Current density carried by Speiser ions in the neutral plane has an amplitude ∼qinspvD
where vD is the bulk velocity of particles and nsp is the density of Speiser particles. For
40 TCSs observed by Cluster, vD was estimated to be vD ∼ 1–5vT where vT is the ion
thermal velocity, i.e. parameter ε = vT /vD ≈ 0.3 (Artemyev et al. 2010). This current
can be comparable with observed values of the cross-tail TCS current only if the den-
sity of Speiser population nsp is much smaller than the total density of ions (Artemyev
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Fig. 1 Comparison of the Harris model (dotted curves) with the spacecraft observations. Figure is adopted
from Runov et al. (2006)

et al. 2010). Therefore, TCSs with fi(Hi, Iz) should be embedded into the dense almost
isotropic background population. This embedding can be performed in two ways: (1) one
can consider the ion distribution fi(Hi, ηIz,py) and regulate impact of the Speiser popu-
lation by parameter η ≥ 0 (Sitnov et al. 2006); (2) the ion distribution can be considered
as a sum fi = ηfi(Hi, Iz) + fi,bg(Hi,py) where fi,bg(Hi,py) defines background popu-
lation and parameter η ≥ 0 regulates the contribution of Speiser ions (Zhou et al. 2009;
Petrukovich et al. 2011).

3 Spacecraft Observations of the TCS: Comparison with Models

Multipoint magnetic field measurements make it possible to restore the current density jy
by the so-called curlometer technique (Paschmann and Schwartz 2000). The first Clus-
ter statistical observations of the Earth magnetotail CS demonstrated the effect of em-
bedding. The most obvious demonstration was given by Asano et al. (2005) and Runov
et al. (2006). In both papers authors compared spacecraft observations with the Harris CS
model where the current density profile coincides with the plasma density profile. The
Harris model predicts a specific relation between the current density and the magnetic
field jy/jmax = 1− (Bx/Bext )2. Asano et al. (2005) have shown that jy/jmax calculated for
Bx/Bext ≈ 0.45 is much smaller than the expected value 1− (Bx/Bext )2 ≈ 0.8 for the ma-
jority of observed TCSs. Therefore, jy decreases with the increase of Bx faster than it can
be obtained from the Harris model. Runov et al. (2006) have compared profiles jy(Bx) with
the Harris parabolic dependence jy ∼ 1 − (Bx/Bext )2. Examples of this comparison are
presented in Fig. 1. Profiles of jy(Bx) are substantially narrower than the Harris parabolic
shapes, i.e. Cluster spacecraft observe TCSs with a strong current jy embedded into the
thick CS with weak current density.

To describe this embedded TCS structure one needs to separate profiles of the plasma
density (attributed to the background thick CS) and the current density of the TCS. Such
separation is intrinsic for the TCS models with Speiser particles (Zelenyi et al. 2004; Sitnov
et al. 2006) and these models are capable to match the observed profiles much better than
the Harris configuration, see Fig. 2 and the comparison presented in Sitnov et al. (2006),
Artemyev et al. (2008a).

Although the comparison of the theoretical and experimental current density profiles
strongly supports the TCS models with the population of Speiser ions, results of such com-
parison cannot be considered as a decisive argument. As it was shown by Artemyev et al.
(2009), Vlasov models (Birn et al. 2004; Yoon and Lui 2004) can also describe jy(Bx) pro-
files reasonably well if TCSs produced by these models would be embedded in the certain
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Fig. 2 Comparison of the spacecraft observations with the TCS models. Panel (a) shows the normalized
current density, plasma density n and velocity Vy = jy/en profiles from the TCS model (Sitnov et al. 2006).
Panel (b) shows the Cluster observations of the same parameters as panel (a) for the particular TCS: var-
ious symbols denotes measurements for Bx < 0 and Bx > 0. Both panels are adopted from Sitnov et al.
(2006). Panel (c) shows the comparison of the TCS model (Zelenyi et al. 2004) (grey curve) with the Cluster
observations (black curves). Figure is adopted from Artemyev et al. (2008a)

background current sheet. Therefore, the presence of the Speiser population and its role in
TCS formation can be established only from investigation of ion velocity distributions (Ball
et al. 2005; Zhou et al. 2009; Artemyev et al. 2010).

Because density of the Speiser population in the TCS is relatively small (often it does
not exceed 10 % of the total proton density, see Artemyev et al. 2010) there are only two
methods to distinguish the Speiser velocity distribution from the background plasma. The
first approach works for the TCS observed in the vicinity of the reconnection region when
the background plasma density is small. In this case the velocity distribution contains only
two components: a very cold core (temperature < 10 MK (1 keV)) and a hot wing forming
by the Speiser population (Ball et al. 2005; Zhou et al. 2009). The example of such velocity
distribution is presented in Fig. 3(a): one can easily see the asymmetric flank of the velocity
distribution with vy > 0. The second approach can be applied to the TCS observed under
quiet conditions with the substantial ion (proton) current density. Due to weak (if any) vari-
ations of the plasma density across the TCS, one can calculate the distribution function of
particles residing in the central region as the difference of fi observed in Bx ≈ 0 and in the
TCS boundaries where |Bx | ≈ B0. This differences �fi contains two parts: the volume of
phase density �fi > 0 is assumed to be filled by Speiser particles, while the phase volume
�fi < 0 corresponds to some population residing mostly at the TCS boundaries (Artemyev
et al. 2010). The example of such velocity distribution �fi is shown in Fig. 3(b). One can
notice the similarity between the flank of the distribution shown in Fig. 3(a) and the positive
difference �fi > 0 shown in Fig. 3(b).

Both experimental velocity distributions can be compared with the numerical (Hamilton
and Eastwood 1982; Burkhart et al. 1992a) and analytical (Zelenyi et al. 2010) distributions
of Speiser particles (see Figs. 3(c), (d)). The common half-ring form is characteristic for
all the distributions. Therefore, we have another indirect evidence of the important role of
Speiser particles in the TCS formation.

One additional feature of the TCS with the finite Speiser population is the impact of
the inertia of ion motion on the longitudinal pressure balance (Rich et al. 1972; Hill 1975;
Cowley and Pellat 1979). This effect allows to maintain practically one-dimensionality of
TCS with Bz �= 0 and Lx/Lz� B0/Bz (Burkhart et al. 1992a; Ashour-Abdalla et al. 1994;
Mingalev et al. 2009). Therefore, the presence of finite population of Speiser ions in the
observed TCS should result in a large value of the parameter λ= 2LxBz/B0Lz. However, the
longitudinal scale Lx of the magnetic field inhomogeneity cannot be estimated directly from
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Fig. 3 The velocity distribution of ions in (vx, vy) plane. Panel (a) shows the velocity distribution observed
by THEMIS spacecraft P1, figure is adopted from Zhou et al. (2009). Panel (b) shows the difference of the
velocity distributions observed by Cluster spacecraft C4 in the TCS central region and in the boundary. Grey
color indicates the positive difference: this volume of phase density is filled by particles presented only in
the central region. Figure is adopted from Artemyev et al. (2010). Panel (c) shows the velocity distribution of
Speiser particles in the neutral plane Bx = 0. This distribution is obtained in the numerical modeling. Figure
is adopted from Burkhart et al. (1992a). Panel (d) shows the velocity distribution in the neutral plane obtained
in the TCS model (Zelenyi et al. 2004). Figure is adopted from Zelenyi et al. (2010)

the closely packed Cluster observations (Lx ∼ 5–10RE is much larger than the characteristic
spacecraft separation ∼100–10000 km).

To estimate Lx we use measurements of the electron temperature profiles across TCSs:
Te could be considered as a function of the magnetic field Bx and profiles Te(Bx) could be
explicitly measured. These profiles can be considered as projections of the longitudinal pro-
file Te(x) (i.e. Te(Bz)) along field lines (Artemyev et al. 2011b). Therefore, using the simple
model of the electron heating in the course of the earthward convection due to ∼ cEy/Bz
drift one can recover the profile Bz(x) from the profile Te(x), while Te(x) can be obtained
from the reverse projection of Te(Bx) along field lines. This indirect technique allows to
estimate Lx for 62 TCS Cluster crossings (Artemyev et al. 2011b, 2012a).

The examples of the Te(Bx) profiles are shown in Fig. 4(a). Decrease of the electron
temperature Te with increase of |Bx | corresponds to the tailward decrease of Te(x): electrons
from the deep tail come to higher |z| (i.e. larger |Bx |) moving along field lines. We estimate
Lx by using the profiles Te(Bx), see statistical distribution in Fig. 4(b). The average value of
Lx is about 10RE. The current sheet thickness as well as Bz and B0 can be obtained for each
TCS crossing by using direct spacecraft measurements. Thus we can estimate the parameter
λ= 2LxBz/B0Lz (see Fig. 4(b)). One can see, that the average value of λ is about∼ 7. Such
high values of λ could be achieved only if significant part of the longitudinal stress balance
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Fig. 4 Panel (a) shows two examples of profiles of electron temperature in TCS. Panel (b) shows distribution
of estimates Lx (measured in RE ) and λ = 2LxBz/B0Lz . All figures are adopted from Artemyev et al.
(2011b)

will be supported by the Speiser population. Therefore, one can conclude that Speiser ions
represent the principal ingredient of the TCS plasma population.

4 Adiabatic Electrons in the TCS

The TCS thickness Lz is much larger than electron Larmor radius and the normal compo-
nent Bz always has a finite value (far from the immediate vicinity of X-line). As a result,
electrons, as a rule, are magnetized in the TCS and can be described as adiabatic particles
with a conserved magnetic moment μ. Therefore, one can use anisotropic MHD approach to
describe of the electron dynamics. In a stationary system after neglecting the electron mass
the stress balance of the electron component can be written as Shkarofsky et al. (1966)

∇p̂e =−eniE+ c−1[je ×B] (4)

where we assumed the quasineutrality ne ≈ ni (nα is the density of particles of sort α and
qe =−e) and introduced pressure tensor p̂e as

∇p̂e =∇⊥p⊥e +∇‖p‖e +Λ
(
(B∇)B− 2

B
B
(B∇)B

)

Here Λ = (p‖e − p⊥e)/B2 and B = |B|. Projection of Eq. (4) on the transverse direction
(perpendicular to B) gives the transverse electron current density

j⊥e =−ceni
[E×B]
B2

− c [∇⊥p⊥e ×B]
B2

+ cΛ [B× (B∇)B]
B2

(5)
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The last term in the expression for j⊥e is the curvature drift current existing only for config-
urations with a finite pressure anisotropy. For the 1D TCS (Bz ≈ const) in the vicinity of the
neutral plane (Bx ∼ 0 and B ∼ Bz) this term can be written as

cΛ
[B× (B∇)B]

B2
≈ c

(
p‖e
p⊥e

− 1

)
p⊥e
B2
z

∂Bx

∂z
≈ jy

(
p‖e
p⊥e

− 1

)
p⊥e

4πB2
z

(6)

where jy = (c/4π)∂Bx/∂z is the total density of current supporting the existence of
the TCS. For magnetospheric conditions we estimate p⊥e/4πB2

z ∼ 10–100 (p⊥e ∼ 0.01–
0.1 nPa and Bz ∼ 0.5–5 nT). As a result, even 1 %–10 % of the electron temperature
anisotropy results in the extremely high electron current density j⊥e ∼ jy (Zelenyi et al.
2011). Therefore, the effect of the electron temperature anisotropy, often observed in the
magnetotail (Stiles et al. 1978; Artemyev et al. 2011a, 2012a), leads to a very strong (al-
though very localized) transverse current. Thus the electron temperature anisotropy should
be taken into account by any realistic TCS model.

There are two procedures for the development of TCS models that include effects of
the electron anisotropy. For models obtained from the Vlasov approach one can intro-
duce the velocity distribution of electrons as a function of the energy and the general-
ized momentum fe = fe(He,py), where He = (v2

x + v2
z )me/2 + (py + (e/c)Ay)2/2me −

eϕ and py = mevy − (e/c)Ay . Therefore, the distribution fe can be written as fe =
fe(v

2
x + v2

z , vy). For such distribution the electron temperature tensor has three compo-
nents Txx , Tzz = Txx , and Tyy (see CS models with Tyy �= Txx proposed by Nicholson 1963;
Mottez 2003). The dawn-dusk direction, y, is perpendicular to the magnetic field of the
TCS, B= Bxex + Bzez. Thus, Tyy can be considered to be the perpendicular component of
the electron temperature T (1)⊥e . However, the second perpendicular component of the temper-
ature tensor, T (2)⊥e = Txx(Bz/B)2+Tzz(Bx/B)2 = Txx , is not equal to Tyy = T (1)⊥e , but is equal
to T‖e = Txx(Bx/B)2 + Tzz(Bz/B)2 = Txx . Therefore, we obtain the pressure nongyrotropy
for CS models developed on the basis of the Vlasov approach (Mottez 2004). Moreover,
as was shown by Schindler and Hesse (2010) even initially gyrotropic CSs with fe(He,py)
could violate the gyrotropy during the slow evolution.

If we consider an additional invariant of motion μ (assumption about μ conservation
already takes into account conservation of the generalized momentum py , see Cary and
Brizard 2009), then the velocity distribution of electrons can be written as fe = fe(He,μ),
where He =mev

2
‖/2+μB − eϕ and μ=mev

2
⊥/2B . Dependence of fe on v‖ and v⊥ results

in the temperature tensor with the two different components T‖e �= T (1)⊥e = T (2)⊥e .
To test both approaches we calculate the electron temperature tensor for 62 TCS cross-

ings by the Cluster mission (see details in Artemyev et al. 2012a). Comparison of compo-
nents of the temperature tensor Tyy , Tzz and Txx with components T‖e and T⊥e is shown in
Fig. 5. As one can see, Tzz ≈ Tyy ≈ T⊥e , Txx ≈ T‖e , and T‖e/T⊥e ≈ 1.1. Therefore, the elec-
tron nongyrotropy is practically absent in the observed TCS. Moreover, the average electron
gyroradius is much smaller than the vertical spatial scale of TCS, Lz. As a result, Txx can be
approximated by T‖e almost everywhere.

Estimates of the curvature currents and observed ratios of components of the temperature
tensor demonstrate that one should use the distribution function fe(He,μ) that depends on
the magnetic moment for the description of the TCS electron component. Therefore, for
electrons it is important to introduce the additional adiabatic invariant, as it was done for the
ion component with Iz.
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Fig. 5 Distribution of ratios of electron temperature tensor components for TCSs. Figure is adopted from
Artemyev et al. (2012a)

5 Electric Field Due to the Decoupling of Electron and Ion Motions

Separation of ion and electron motions in the TCS results in appearance of the electrostatic
field which is described by the scalar potential ϕ. Spatial distribution of ϕ can be obtained
from the quasineutrality condition (2). Here, again, two approaches can be used. According
to the Vlasov approach one should consider a velocity distribution as a function of the energy
Hα =mα(v

2
x + v2

z )/2+ (py − (qα/c)Ay)2/2mα + qαϕ and the generalized momentum py .
As a result, the particle density (as well as other system parameters) depends on Ay and ϕ
only. The quasineutrality condition ne(Ay,ϕ)= ni(Ay,ϕ) gives the dependence ϕ = ϕ(Ay)
(Yoon and Lui 2004; Birn et al. 2004; Liu et al. 2010; Schindler et al. 2012). Corresponding
components of the electrostatic field are

{
Ex =−∂ϕ/∂x = (∂ϕ/∂Ay)Bz
Ez =−∂ϕ/∂z=−(∂ϕ/∂Ay)Bx (7)

and E · B= 0. This electrostatic field can redistribute the current density between ions and
electrons by means of the cross-field drift (Schindler and Birn 2002; Birn et al. 2004)

vE×B = cE×B
B2

= cEzBx −ExBz
B2
x +B2

z

=−c ∂ϕ
∂Ay

For various TCS models one can obtain different dependencies ϕ = ϕ(Ay) and different
drift velocities vE×B (Yoon and Lui 2004; Birn et al. 2004; Schindler 2006). However, all
TCS models of this type do not contain parallel electrostatic fields.

The situation is different if one takes into account effects of the anisotropy and consider
electrons in the framework of the MHD theory. In this case projection of the stress balance
(4) on the parallel direction B/B gives (Shkarofsky et al. 1966)

eneE‖ = −∇‖p‖e +ΛB
B
(B∇)B

where one can substitute E‖ = −∇‖ϕ. For simplified systems with the uniform isotropic
temperature one immediately obtains the Boltzmann distribution of electrons along field
lines: eneE‖ = −Te∇‖ne and eϕ/Te = lnne.

For the TCS observed in the magnetotail one can assume the uniform plasma density
ne = const (Artemyev et al. 2010) and the uniform temperature anisotropy αe = T‖e/T⊥e > 1
(Artemyev et al. 2012a) across the TCS. Then one can write

e∇‖ϕ = T⊥e∇‖ ln
(
T
αe
⊥e /B

αe−1
)

(8)
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At the boundary of the TCS ions as well as electrons become magnetized and decoupling of
ion and electron motions vanishes, i.e. ϕboundary = 0. From the TCS boundary to the TCS cen-
tral region magnetic field B decreases, while the electron temperature T⊥e increases (Arte-
myev et al. 2011b). As a result, we obtain a negative gradient ∇‖ϕ < 0, i.e. ϕ decreases to-
wards the TCS boundaries. For 1D TCS we have ∇‖ = (Bz/B)(∂/∂z) and ϕBx=0 > ϕboundary.
Thus the electrostatic potential acquires its maximum in the central region of the 1D TCS.
Correspondingly Ez field is directed from the TCS central region towards the TCS bound-
aries and is equal to zero in the neutral plane (Zelenyi et al. 2011). Drift of particles due
to the field Ez is vE×B = cEzBx/B2 > 0. This drift decreases the electron current density
in the periphery of the TCS (where Bx field has substantially large value) and is absent
in the vicinity of the central region. Thus obtained Ez has the opposite direction com-
pared to the models developed using the Vlasov approach (see Schindler and Birn 2002;
Birn et al. 2004; Baumjohann et al. 2007). This is effect of the parallel electric field E‖,
which determines Ez in the 1D TCS as Ez =E‖(B/Bz). The parallel electric field is absent
in Vlasov models where presence of a finite Bz �= 0 results in the inhomogeneity along x
with Ex =−Ez(Bz/Bx).

It is interesting to note that Eq. (8) gives the following expression for Ez in the isotropic
TCS (αe = 1): Ez =−∂ϕ/∂z=−(1/e)∂Te/∂z. Substituting Ez into Eq. (5) we obtain j⊥e =
−cene(EzBx/B2)− cne(Bx/B2)∂Te/∂z = 0. Thus, the distribution of electrons along field
lines in isotropic systems with Bz �= 0 reduces the drift electron current. Only anisotropic
electrons can support the cross-tail current density in the 1D TCS (see, e.g., Cowley and
Pellat 1979).

One can also consider effects of the weak inhomogeneity of the magnetic field com-
ponent Bz along the x-direction (∂Bz/∂x > 0). In this case magnetic field lines are not
equidistant and each line has its own length measured from the TCS central region up to the
boundary where ϕ = 0. Therefore, there is a certain gradient of the scalar potential along
the neutral plane ∂ϕ/∂x �= 0. Corresponding electrostatic field Ex should appear. We derive
the expression for Ex =Ex(z) for the simplified geometry of the magnetic field with Bx(z)
and Bz(x). The main effect responsible for Ex formation is the dependence of the length of
field lines on x. The length of a fragment of field lines is �s ≈�z(B/Bz). The potential ac-
cumulated along this fragment is �ϕ ≈�s(∂ϕ/∂s)≈�s(∂ϕ/∂z)(∂z/∂s)≈−�sEzBz/B .
Once we consider ∂Bz/∂x �= 0 one can write

∂�ϕ

∂x
≈ ∂�s

∂x

∂ϕ

∂s
=−�z B

2
x

BzB

∂ lnBz
∂x

∂ϕ

∂s

After the integration over z one can obtain

∂ϕ

∂x
≈ ∂ lnBz

∂x

∫ z

Lz

Ez
(
z′
) B2

x (z
′)

B2
x (z

′)+B2
z

dz′

where we keep ∂ lnBz/∂x outside the integral due to the simplifying assumption that
∂ lnBz/∂x ≈ const. Final expression for the electric field Ex can be written as Zelenyi et al.
(2010):

Ex(z)≈ ∂ lnBz
∂x

∫ Lz

z

Ez(z
′)B2

x (z
′)

B2
x (z

′)+B2
z

dz′ (9)

The electrostatic field Ex(z) has a maximum in the central region of the TCS and is equal
to zero at the TCS boundaries where |z| = Lz. Of course, Eq. (9) gives only an estimate of
the Ex field. To obtain distribution of the scalar potential ϕ(x, z) in the 2D TCS in a more
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rigorous manner one needs to define the distribution of electron pressure and magnetic field
components in the (x, z) plane. This requires the solution of the 2D system for the TCS with
Speiser trajectories and the anisotropic electron pressure (such models still have not been
developed, unfortunately).

Equation (9) defines simplified spatial distribution of the electrostatic field across the
TCS. Using Ez from the 1D TCS model derived from Eq. (8) we obtain Ex > 0 in the
central region of the TCS (Zelenyi et al. 2010). The amplitude of Ex can be estimated as
Ex ≈EzLz/Lx ≈ δϕ/Lx where Lx ≈ (∂ lnBz/∂x)−1 and δϕ ≈ Te/e is the drop of the scalar
potential between the TCS boundary and the central region. Then we obtain Ex ≈ Te/eLx .
The corresponding cross-field drift velocity in the vicinity of the neutral plane Bx ≈ 0 is
vE×B = −cEx/Bz ≈ −cTe/eBzLx < 0. This drift enhances the electron current density in
the central region and reduces the ion contribution to the total cross-tail current. The corre-
sponding current density amplitude can be estimated as jE×B = ene|vE×B| ≈ cnpTe/BzLx =
2cnpTe/B0Lzλ= evT np(ρp/λLz)(Te/Tp)where vT =

√
2Tp/mp , ρp = vT mpc/eB0 and Tp

is the proton temperature. It is very important that the contributions from the vE×B drift to
the electron and ion currents exactly compensate each other. The presence of Ex does not
change the total cross-tail currents but instead dramatically redistributes the partial contri-
butions of ions and electrons. The total proton current density (with vE×B drift taken into
account) can be written as

jp = jsp + jbg,p − evT np
(
Te

Tp

ρp

λLz

)

where jbg,p 	 jp is the current density of background protons, while jsp = evDnsp ≈
ε−1evT nsp ≈ 3evT nsp is the current density of Speiser protons with density nsp (here we
also take into account that the bulk velocity of Speiser protons in the neutral plane vD is
about three times the thermal velocity: ε = vT /vD ≈ 0.3 for TCSs, see Artemyev et al.
2010). Thus, we obtain

jp = evT nsp
(

1− np

nsp

Te

Tp

3ρp
λLz

)

For Tp/Te ≈ 3–5, Lz ≈ ρp , nsp ≈ 0.1–0.2np , and λ ≈ 7 (see discussion above) we obtain
jp ≈ 0 or even jp < 0. The negative total proton current density are often observed in the
Earth magnetotail (Runov et al. 2006; Artemyev et al. 2009). Examples of such observations
can be found in Fig. 6 where three profiles of the TCS current density from (Runov et al.
2006) are shown. One can see that jp profiles do not follow to curlometer profiles jcurl and
the local proton current density is negative.

The negative proton currents are, as a rule, compensated by the enhanced electron
currents. Thus the total current jp + je fits the curlometer data (Artemyev et al. 2009;
Zelenyi et al. 2010; Artemyev et al. 2011a). Average values of jp + je for the central re-
gion of the TCS |Bx |< 5 nT can be compared to the average value of jcurl to examine the
reliability of the plasma data and the idea of the current redistribution due to the cross-field
drifts (i.e. that the total current jp + je should be equal to jcurl even for the negative pro-
ton contribution). Artemyev et al. (2011a) used 62 TCS crossings by the Cluster mission
to compare average jp + je and jcurl and results are shown in Fig. 7(b). One can see that
the ratio (jp + je)/jcurl for TCS crossings with various y coordinate is quite close to 1 (the
distribution of a number of crossings over y also shown in Fig. 7(a)).

Comparison between Eq. (9) for Ex obtained in the anisotropic MHD and Eq. (7) de-
scribing electrostatic fields in the system with ϕ = ϕ(Ay) clarifies the main effect of the
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Fig. 6 Comparison proton current density jp and curlometer current density jcurl for three TCSs. Figure is
adopted from Runov et al. (2006)

Fig. 7 Panel (a) shows distribution of TCS crossings over y coordinate. Panel (b) shows comparison of total
particle current density and curlometer data. Figure is adopted from Artemyev et al. (2011a)

electron temperature anisotropy. Nonzero gradients of plasma parameters (pressure, tem-
perature) along field lines leads to a value of finite parallel electric field E‖ �= 0. In this
case Ex = E‖(B/Bx)− (Ez/Bx)Bz can be positive even if Ez/Bx > 0, while Vlasov mod-
els require Ex =−(Ez/Bx)Bz. This is an important difference between models constructed
based on two approaches. The presence of a parallel gradient of plasma parameters violates
the conservation of the plasma density along field lines. This is the principal question for
all models describing the magnetotail structure and dynamics. Observations of the negative
proton current density indirectly supports the idea of the anisotropic electron distribution
with E‖ �= 0.

6 Discussion

In this paper we have shown that any realistic TCS models should include Speiser ions
(described with the help of invariant Iz) and anisotropic electrons. Therefore, one needs
to consider more narrow class of the three-parameter distributions fα(Hα,py,Kα) instead
of the very wide class of two-parameter distribution functions fα = fα(Hα,py). Here the
additional adiabatic invariant is Kα = Iz for ions and Kα = μ for electrons. Actually, the
introduction of an additional invariant (Iz or μ) corresponds to the assumption of the ex-
istence of an additional intrinsic symmetry in the system. Conservation of the momentum
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Fig. 8 Trajectories in the phase plane are shown by thin curves for the system with κ� 1 (panel (a)), for the
system with κ 	 1 inside the TCS (panel (b)) and far from the neutral plane (panel (c)). Areas surrounded
by trajectories are equal to corresponding adiabatic (quasiadiabatic) invariants. For all trajectories periodic
phases conjugate to the adiabatic (quasiadiabatic) invariants are shown

py yields a Hamiltonian Hα with two degrees of freedom and four corresponding indepen-
dent variables: Hα =Hα(px, x,pz, z) (two pairs of conjugate variables (pz, z) and (px, x)).
This stationary system cannot be integrated: the existence of only one integral of motion,
Hα = const, is not sufficient to integrate a system with two degrees of freedom. However,
for a particular relation between the scale of the magnetic field inhomogeneity and the par-
ticle Larmor radius ρα , this system has the additional symmetry. This ratio is defined by the
parameter κ = Bz/B0

√
Lz/ρα (Büchner and Zelenyi 1989).

For κ � 1, the magnetic field is strong enough to make the Larmor rotation the fastest
motion in the system (this condition is often satisfied for electrons). In this case it is reason-
able to introduce new pairs of conjugate variables (px, x,pz, z)→ (p‖, s,μ,φ) where s is a
coordinate along field lines and φ is the gyrophase (μ̇=−∂H/∂φ and φ̇ = ∂H/∂μ∼ κ2 �
1). Averaging over φ corresponds to the introduction of an additional symmetry associated
to the rotation around magnetic field (the gyrotropy of the system). For the averaged Hamil-
tonian 〈H 〉φ we have ∂〈H 〉φ/∂φ = 0. Therefore, we obtain the conservation of the magnetic
moment μ and the corresponding reduction of the number of independent variables and
the dimension of the system. The system with 〈H 〉φ becomes one-dimensional and can be
integrated.

Similar assumptions are valid for the opposite asymptotical regime with κ 	 1 (typical
for ions). In this case the additional symmetry of the system corresponds to the averaging
of the Hamiltonian over the angle θ . To define θ we make the change of variables by the
introduction of Iz =

∮
pzdz= Iz(H,px, x): (pz, z)→ (Iz, θ) where θ is the variable conju-

gate to Iz, i.e. İz =−∂H/∂θ and 2πθ̇ = ∂H/∂Iz. For fixed κx, on the (z,pz) phase plane
particles move along some closed trajectories. The area surrounded by each of these tra-
jectories is equal to Iz, while a phase of the periodic motion is θ (for details, see Büchner
and Zelenyi 1986). In Fig. 8 we illustrate the definition of θ (we also show the system with
κ � 1 for comparison). The topology of velocity distributions in the system with κ 	 1
(contour lines Iz = const) was discussed by Ashour-Abdalla et al. (1991). The variables
(κx,px) change much slower than θ because (κẋ, ṗx) = ±κ∂H/∂(px, κx) ∼ κ 	 1 and
2πθ̇ = ∂H/∂Iz ∼ 1. As a result, we can average over the “fast” periodic evolution of θ
to obtain the Hamiltonian 〈H 〉θ with İz = −∂〈H 〉θ /∂θ = 0 (Landau and Lifshitz 1988).
The averaged system with 〈H 〉θ has one degree of freedom and two independent variables
(x,px) and, thus, is integrable. Note that in the case Bz → 0 (i.e. κ → 0) Iz is an exact
integral of motion (Sonnerup 1971).

Formally, the adiabatic invariant μ and the quasiadiabatic invariant Iz represent the same
invariant (action) for two quantitatively different systems. The magnetic moment μ is con-
served in the systems where the spatial scale of the magnetic field inhomogeneity is much
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larger than the typical Larmor radius. On the other hand, Iz is approximately constant if the
spatial scale of the magnetic field inhomogeneity is much smaller than typical Larmor ra-
dius. Between these two regimes lies the region of chaotic motion, when κ ∼ 1 and neither
Iz nor μ are conserved even approximately, and particle trajectories cannot be integrated
analytically (Büchner and Zelenyi 1989).

For typical conditions of the Earth magnetotail far from the X-line, the assumption of
the conservation of μ provides an adequate description of the electron population, while
Iz conservation describes motion of unmagnetized ions (protons). The introduction of Iz
for electron description (Sitnov et al. 2006) means the presence of very hot quasiadiabatic
electron population with Larmor radius of the order of Larmor radius of thermal protons.
Such a situation can be realized for example in the vicinity of X-line where the magnetic
field is weak and electrons could follow Speiser type unclosed orbits and electron-scale
current sheets could emerge (see numerical modeling by Divin et al. 2010).

We hasten to mention that in our paper only stationary (or quasistationary) TCSs were
discussed. However, the conditions of the TCS stability are also important for understanding
the dynamics of the Earth magnetotail. Here we briefly discuss main results obtained for the
TCS dynamics and new challenges of the TCS theory corresponding to the near-Earth TCS
with the relatively strong gradient ∂/∂x.

6.1 TCS Oscillations

Details of the investigations of the Vlasov equilibria stability can be found in several quite
comprehensive reviews (Lui 2004; Schindler 2006). Here we briefly discuss the main stabil-
ity properties of the TCS containing the Speiser population. There are two general branches
of the TCS unstable modes: various lower-frequency drift perturbations are believed to be re-
sponsible for the TCS oscillations (so called flapping motions, see, e.g., Runov et al. 2005;
Sergeev et al. 2006; Petrukovich et al. 2006, and references therein), while the develop-
ment of tearing modes results in the magnetic reconnections (Coppi et al. 1966). Drift
modes were investigated for the bifurcated TCS where ion distributions fi = fi(Hi,py, ηIz)
correspond to the generalized Harris equilibrium (for η = 0 distribution function fi is
identical to the classical Harris one) by Sitnov et al. (2004a). This configuration be-
comes unstable relative to large-scale kink perturbations. Shear of the proton bulk veloc-
ity along the current direction provides the energy source for the growth of this mode.
Low frequency (below the local ion gyrofrequency) and high frequency (around the fre-
quency of lower-hybrid resonance) oscillations of the TCS model (Sitnov et al. 2000;
Zelenyi et al. 2004) were studied by Artemyev et al. (2008b) and Sitnov et al. (2004b), re-
spectively. In particular, Artemyev et al. (2008b) have shown that the phase velocity of drift
modes in the TCS can become very low due to the weakness of plasma density gradient in
the central region of the TCS. Such slow drift modes can describe observed quasiperiodi-
cal oscillations of the TCS (Zelenyi et al. 2009). Moreover, the background plasma of the
sheet where TCS is embedded can modify the TCS drift modes due to the presence of the
additional large spatial scale of the density variations (Artemyev et al. 2012b).

6.2 Tearing Mode

The TCS thinning and following magnetic reconnection at the distances x ∈ [−15,−30]RE

(Baumjohann et al. 1999; Petrukovich et al. 2007; Angelopoulos et al. 2008; Petrukovich
et al. 2009) are traditionally associated with the tearing instability (Schindler 1974; Galeev
and Zelenyi 1976; Galeev 1979). While for the modification of the Harris current sheet
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Fig. 9 Region of the tearing
instability with the positive
growth rate is shown in grey
color. The black dots show
positions of the stable
(undestroyed) TCSs observed by
the Cluster mission. Figure is
adopted from Zelenyi et al.
(2010)

model with Bz �= 0 the tearing was found to have a negative growth rate (Pellat et al. 1991),
the situation can be different for the TCS with a finite population of Speiser particles. The
TCS can be unstable relative to the tearing mode inside a certain parameter range (Zelenyi
et al. 2008) due to the combination of realistic physical effects missed in any modifica-
tions of the Harris equilibrium. Important destabilization effects are related to the stretching
(when the pressure balance is partially supported by the inertia of the proton motion, i.e.
parameter λ is growing and becomes λ > 1), embedding of the TCS in the wider plasma
sheet (Burkhart et al. 1992b), and the strong electron curvature currents corresponding to
the temperature anisotropy. Domain of the instability in parameter space can be compared
with spacecraft observations, see Fig. 9. It was shown for Cluster observations that TCSs
found under quiet conditions are located outside of the instability region (Fig. 9), while
evolution of TCSs during the growth phase brings their state toward the instability domain
(Zelenyi et al. 2010).

6.3 Convection and Near-Earth TCS

Although, some part of the longitudinal pressure balance in the TCS can be supported by
the inertia of the Speiser ion motion (i.e. λ > 1), the other part should correspond to the
gradient ∂/∂x and to the plasma convection with inhomogeneous bulk velocity vx(x) �= 0.
The plasma convection vx(x) occurs due to the electrostatic field Ey (Angelopoulos et al.
1993) and represent the classical cross-field drift. Therefore, for a fixed x coordinate, the
TCS cannot be considered as a totally self-consistent 1D structure, but its properties are
controlled by the downtail plasma characteristics. The slow convection of ions from the
downtail region can be described by the quasiadiabatic theory assuming conservation of Iz
and one additional invariant Ix =

∮
pxdx (Vainchtein et al. 2005). Combination of these two

invariants allows to determine properties of trajectories in the system with weak gradients
∂Bz/∂x (Zelenyi et al. 1990). Conservation of Ix is a consequence of small values of Bz
and weak gradients of Bz, i.e. Lx being substantially larger than proton Larmor radius in
the neutral plane ∼ (B0/Bz)ρp ∼ 1–2RE. Additional condition is that the velocity of the
convection should be small enough: distance passed by ions along x direction during one
Larmor period in Bz should be substantially smaller than Lx . In fact TCSs formed at various
x are coupled by the earthward convection (Zelenyi et al. 1990). This model seems to be
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adequate for x <−15RE where gradients ∂Bz/∂x are traditionally considered to be weak.
However, an important problem of this model is the relation between the timescale of the
earthward convection and the lifetime of the TCS (time interval of existing of a relatively
stable and quasistationary TCS structure), i.e. the question of the convection regime in the
magnetotail (Baumjohann 2002).

For the TCS observed in the near Earth region x >−15RE, the approximation of weak
gradients ∂Bz/∂x becomes unrealistic. Moreover, this region is characterized by frequent
transient increases of Bz corresponding to depolarization fronts (Nakamura et al. 2009;
Runov et al. 2009; Saito et al. 2010). Therefore, structure of the TCS in this region can some-
times include local enhancement of Bz, so called plasma-bubbles (see Sergeev et al. 1992;
Sitnov et al. 2007, and references therein) which drastically change the TCS stability cri-
teria even for simplified Vlasov models (Sitnov and Schindler 2010) and single fluid mod-
els (Erkaev et al. 2007; Korovinskiy et al. 2011). Strong (and sometimes reversed) gradi-
ents ∂Bz/∂x lead to substantial modification of the current sheet physics and new instabil-
ity modes can occur, e.g. ballooning mode with substantial role of the electron dynamics
(Pritchett and Coroniti 2010; Pritchett and Coroniti 2011). This mode seems to be responsi-
ble for the TCS sausage-like oscillations (Panov et al. 2012a) and the subsequent magnetic
reconnections (Panov et al. 2012b).

7 Conclusions

More than ten years of the magnetotail Cluster observation demonstrated that protons
at Speiser trajectories play the principal role in the TCS formation and dynamics for
x < −15RE. Thus, the new class of TCS models based on the conservation of Iz invariant
for proton (ion) description as well as effects of the electron temperature anisotropy should
be considered as the most adequate for investigation of the TCS structure and dynamics in
this region. However, estimates of the longitudinal structure of the TCS at x >−15RE and
a couple of years of the THEMIS mission provide the new challenge for the application of
the TCS theory to the near-Earth region. The kinetic description of current sheets embedded
into strong dipole field with substantial role of the gradient ∂Bz/∂x is necessary. These new
models could be considered as generalizations of the early model proposed by Whipple et al.
(1991).
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Abstract Very often space plasma is treated as collisionless. We check the validity of this
paradigm considering various regimes of tearing mode (spontaneous reconnection) includ-
ing effects of particle collisions and shear of magnetic field. We briefly describe Pitaevskii’s
effect of effective modification of collision frequency due to the finite particle Larmor ra-
dius in the presence of magnetic field. This effect results in a significant increase of the role
of collisionality, especially in a weakly magnetized systems. Another popular paradigm is
related with application of MHD description to collisionless or weakly collisional systems.
We show, that for current sheets observed in the Earth magnetotail and magnetopause as
well as for current sheets formed in Solar corona and in laboratory devices most appropriate
is the kinetic semi-collisional tearing regime. Role of “collisions” could play usual Coulomb
pair collisions of electrons and ions (e.g. in Solar corona) or effective collisions (scattering)
of electrons with the microturbulence wave modes. Transition to real MHD modes requires
either very large collisions frequencies and/or very large amplitudes of the magnetic field
shear. The largest domain in the parameter space is occupied by the kinetic regimes of tear-
ing mode growth where dissipation is provided either by Landau damping or by real (or
effective) collisions.

Keywords Tearing instability ·Magnetic reconnection

1 Introduction

Starting from the original paper by Giovanelli (1947) reconnection of magnetic field lines
is considered as a main mechanism of magnetic energy dissipation. First MHD mod-
els describing quasi-stationary magnetic reconnection already included main elements of
this process: diffusion region (Sweet 1958), slow shock waves (Petschek 1964) and thin
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current sheet (Syrovatskii 1966). There are several comprehensive books (Parker 1994;
Priest and Forbes 2000; Biskamp 2000; Birn and Priest 2007) devoted to various aspects
of magnetic reconnection and related charged particle acceleration. The most of theories
can be attributed to the one of two possible approaches: kinetic collisionless approach and
fluid resistive approach.

Magnetic reconnection plays an important role in various plasma systems starting from
rarefied collisionless plasma of interplanetary medium and planetary magnetospheres and
going to a weakly collisional plasma of Solar corona and then to collision dominated plasma
of laboratory devices (see review by Yamada et al. 2010). Initialization of the magnetic re-
connection corresponds to the instability of current sheet separating magnetic fields with
opposite polarities. Therefore, the problem of relationship between collision and collision-
less reconnection regimes can be reformulated as a problem of current sheet instabilities in
presence of collisions with arbitrary frequency νeff and of an magnetic shear (also of an
arbitrary intensity). It should be noted that as was shown by Coppi et al. (1966b), heuris-
tically even the case with νeff = 0 could be reduced to collisional if one will take into
account that Landau damping (providing necessary dissipation for the case with νeff → 0)
could be roughly considered as supporting effective scattering of electrons with frequency
νeff ∼ vTe/λ, where λ is the wavelength of the mode and vTe is electron thermal velocity.

First paper devoted to instability of current sheet relative to the tearing mode was written
by Furth (1962). In this paper the stability of neutral current sheet with magnetic field rever-
sal was considered relative to a periodical fluctuation of a normal component of magnetic
field. The further development of theory of the tearing instability includes effects of elec-
tric field perturbation and effect of magnetic field shear (Laval et al. 1966). Investigation
of the tearing mode based on energy variation principle was developed for current sheets
(Schindler and Soop 1968) and generalized in the recent monograph by Schindler (2006).

Application of the tearing instability to collisionless plasma of the Earth magnetotail was
done in pioneering work by Coppi et al. (1966b). Further investigations have shown that the
principal role for this instability is played by the finite normal component of magnetic field,
which magnetizes electrons and destroy corresponding Landau resonant damping (Schindler
1974; Galeev and Zelenyi 1976). Magnetized electrons provide the effect of tearing stabi-
lization due to combination of the frozen-in condition and condition of quasi-neutrality. This
effect could be so strong that the spontaneous reconnection mode will be stable for the entire
parameter range (Pellat et al. 1991).

Stabilization of the magnetotail current sheet contradicts to numerous observations of
magnetic reconnection (see, e.g., Angelopoulos et al. 2008). This problem can be solved
by choice of proper initial equilibrium, which describes magnetotail current sheet with a
number of additional realistic effects. For example it was shown that embedded thin cur-
rent sheets often observed in the downtail are unstable relative to the tearing mode (Zelenyi
et al. 2008, 2010). Alternative idea corresponds to current sheet with the reversed longitudi-
nal gradient of the normal component of magnetic field. Such current sheets could become
unstable relative to the tearing mode (Sitnov and Schindler 2010) or to a more exotic insta-
bilities also resulting in magnetic reconnection (Pritchett and Coroniti 2011).

Although, stability problem for the magnetotail current sheet is of primary importance,
in this review we consider mainly the stability of current sheet without normal component
of magnetic field, but in presence of a shear magnetic field component having an arbitrary
intensity. Therefore our consideration deals with current sheet of planetary magnetopause.
Collisions (which is the primary goal of our paper) weakly influence the properties of equi-
librium current sheet solutions, but once the system unstable—collisions strongly control
the rate of instability growth. We will combine in our analysis effects of usual Coulomb
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collisions and effects of particle scattering at microturbulent fluctuations (“effective” colli-
sions). These effects correspond to plasma microturbulence and can be important for current
sheets in Solar corona and laboratory experiments.

2 Initial Equilibria

Harris current sheet (Harris 1962) can be considered as the simplest kinetic equilibrium
model describing the basic properties of space current sheets (in absence of the normal
component of magnetic field). This model corresponds to the velocity distribution fα for
particles with mass mα and charge qα introduced as shifted Maxwellian distribution:

fα = C0α exp
(−(Hα − vDαPy)/Tα)= CαN(z) exp

(−(v2
x + v2

z + (vy − vDα )2
)
/vTα

)

where Hα =mα(v
2
x + v2

y + v2
z )/2 is particle energy, Py =mαvy + (qα/c)Ay is generalized

momentum, vDα is a constant particle drift velocity, Tα =mαv
2
Tα
/2 is particle temperature,

Cα = n0(2πvTα )
−3/2 is the constant of normalization with particle density in the central

region of current sheet, n0. Distribution of particle density is defined by function N(z) =
cosh−2(z/L), where L is the current sheet thickness. Here α denotes type of particles: α = i
for ions and α = e for electrons.

Density of cross-tail current supported by distribution function fα is jy(z) = (4π ×
B0/Lc) cosh−2(z/L) and resulting magnetic field acquires the simple form Bx =
B0 tanh(z/L). Therefore, in the central region of current sheet z ∼ 0 magnetic field Bx
changes sign. This region is filled by particles crossing z = 0 and oscillating in nonlin-
ear potential. Corresponding equation of particle motion across current sheet has the form
z̈ ≈ −z(const − z2) (Sonnerup 1971). Unmagnetized particles are trapped inside the re-
gion |z|< Rα , where Rα =√Lρα with ρα = vTα /Ωα and Ωα = |qα|B0/mαc (Dobrowolny
1968). Reflecting from magnetic “walls” z = ±Rα , these particles move along current
sheet plane and can therefore interact with unstable waves accordingly to the Landau
mechanism (see review by Galeev 1979, and references therein). Several recent investi-
gation of tearing and drift instabilities were devoted to the precise calculations of the im-
pact of these resonant particles (see, e.g., Lapenta and Brackbill 1997; Daughton 1999;
Daughton and Karimabadi 2005; Karimabadi et al. 2005).

It can be noticed, that the velocity distribution of particles in the Harris current sheet
remains the same even if the guide component of magnetic field By = const is applied to the
sheet. To take into account inhomogeneous By = By(z) one needs to consider jx(z) current
and corresponding modification of the velocity distribution (see review by Roth et al. 1996,
and references therein). However, for simplified geometry with By = const we can restrict
our analysis by the modified Harris equilibrium distribution.

We consider below normal component Bz �= 0 only for illustrating effect of modification
of collision frequency (so called Pitaevskii effect). This effect could be very important for
weakly magnetized and weakly collisional plasmas. One should note, however, that presence
of Bz �= 0 brings principal topological change to the system configuration and results in
appearance of very different plasma equilibria (see models of 1D current sheet with Bz �= 0
in Kropotkin et al. 1997; Sitnov et al. 2000; Zelenyi et al. 2000). Modification of the current
sheet and corresponding accompanying effects are described in review by Zelenyi et al.
(2011).
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3 Dissipative Effects

Besides the Landau kinetic mechanism of dissipation providing the growth of certain wave
modes in the current sheets, there are more standard effects of direct energy dissipation
due to effective (turbulent conductivity) or Coulomb particle collisions. For magnetospheric
plasma system certain role in generation of effective conductivity can be played by whistler
waves (see, e.g., Deng and Matsumoto 2001), by Alfven-whistler mode (Huang and et al.
2012), and by lower-hybrid waves (see Huba et al. 1977; Fujimoto et al. 2011). Indepen-
dently of dispersion of waves forming turbulence, their interaction with particles can be
approximately considered as effective collisions with certain collision frequency νeff . For
example, collision frequency provided by weak lower-hybrid turbulence can be described
by expression

νeff = ωLH
(

1

2
ρi |d lnN/dz|

)3

(Ti/Te)
2

where ωLH is lower-hybrid frequency.
To take into account this effect in kinetic model of current sheet instability we use col-

lision integral in Bhatnagar-Gross-Krook (BGK) form (Bhatnagar et al. 1954), which was
originally designed for Coulomb collisions. So in the consideration below νeff could have
the meaning either of effective or Coulomb collision frequency. We consider only effect of
collisions on instability and neglect by their influence on the initial equilibrium. Collision
integral for perturbation of the velocity distribution f1α can be written as

Stf1α =−
∑
σ

vασ

(
f1α − f0α∫

f0αdv

(∫
f1αdv+ mα

Tα
v
∫

vf1αdv
))

where νασ is frequency of collisions of α-type and σ -type particles: νie = μνei with
μ = me/mi . Linearized Vlasov equation gives following expression for f1α (Zelenyi and
Taktakishvili 1981):

f1α = qα

cTα
f0α

(
A1yvDα − cϕ1 + i

∫ 0

−∞

((
ωvy(τ )− vDανα

)
A1y −ωαcϕ1

)
εα(τ )dτ

)

+
∑
σ

νασ f0α

∫ 0

−∞

(
n1α + v(τ )

∫
vf1αdv

)
n−1εα(τ )dτ (1)

where n= n0N(z), n1α =
∫
f1αdv, ωα = ω+ iνα , να =∑

σ νασ , and

εα = exp
(−iωατ + ik(x(τ)− x))

Wavenumber of perturbation is k. Condition of quasineutrality n1e = n1i gives the perturba-
tion of the scalar potential ϕ1 as a function of the perturbation of the vector potential A1y .
Substituting (1) into Maxwell equation we obtain

d2A1y

dz2
− (
k2 + V0(z)+ V <(z)

)
A1y = 0

V0(z)+ V <(z)=−4πqα
c

∑
α

∫
vyf1αdv

(2)
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where we separate adiabatic impact V0 = −2L−2 cosh−2(z/L) and resonant impact V <.
Term V < can be taken as zero for |z| > Rα . The corresponding dispersion relation could
be obtained by matching solutions of (2) in the internal (|z|< Rα) and external (|z| > Rα)
regions. This technique is straightforward and described in details in may early publications
(Dobrowolny 1968; Galeev 1979; Zelenyi and Taktakishvili 1981)

L

2

∫ +∞

−∞

(
V <
e (z)+ V <

i (z)
)
dx = 1− (kL)2

kL
(3)

Dispersion relation (3) can be rewritten as

ω2
peL

2

c2

γ̄

ν̄e

(√
ρe

L

Ae(1−Ai )+Ai (1−Ae)

1−AeAi

+
√
ρi

L
Ai

)
= 1− (kL)2

kL
(4)

where we neglect electron current density in the region Re < |z| < Ri in comparison with
ion current and introduce the following notations: ωpe is plasma frequency, γ̄ = γ /kvTe ,
ν̄e = νe/kvTe , and

Aα =−iνασ Z0α

kvTα

(
1+ iναα Z0α

kvTα

)−1

, α �= σ (5)

Plasma integral Znα (Kramp function) has a form

Znα(ωα/kvTα )=
1√
π

∫ +∞

−∞

xne−x2
dx

x − (ωα/kvTα )− iϑsignk
, ϑ→ 0

There are several cases when analytical solutions of (4) could be obtained.
For very weak collisions ν̄e ∼ νi/kvTi 	 1 we have ωe	 kvTi 	 kvTe . Expansion of Z0α

function around zero value of ωα/kvTα gives the solution of (4):

γ̄ = 2√
π

(
ρe

L

)3/2 1− (kL)2
kL

= γ̄0e (6)

This is classical growth rate of the electron tearing mode in absence of collisions and shear
(see, e.g., Galeev and Zelenyi 1976).

For very strong collisions ν̄e ∼ νi/kvTi � 1 we can expand Z0α with ωα/kvTα � 1 and
obtain equation for γ̄

γ̄ = γ̄0eν̄e

(
1+ Δi

Re

(
1+ ν̄−2

e μ
−1/2 + γ̄ μ−1ν̄−1

e

)−1
)−1

(7)

whereΔi =Ri if the mean free path λei = vTe/νei is larger than Ri , whileΔi ∼ ν̄eμ−1/2ρe >

Ri , if the mean free path λei is smaller than Ri . Here, therefore, we have three solutions
of (7). Together with (6) we have

γ̄ = γ̄0e

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, ν̄e	 1

ν̄e, 1	 ν̄e	 μ−1/8, ρe/L < μ
3/4

μ−1/4/ν̄e, μ−1/8 	 ν̄e	 μ−1/4, ρe/L < μ

(μL/ρe)
1/2, μ1/4(L/ρe)

1/2 < ν̄e

(8)

369 Reprinted from the journal



L. Zelenyi, A. Artemyev

Fig. 1 Modified collision
frequency as function of
bn = Bz/B0. Figure is adopted
from (Zelenyi and Taktakishvili
1981)

Equation (8) demonstrates how Coulomb (of effective) dissipation replaces the weak and
sensitive Landau damping as a driving mechanism of spontaneous reconnection. This effect
is especially important if Landau damping is switched off by the influence of a weak normal
component of magnetic field and tearing mode becomes linearly stable (Schindler 1974;
Galeev and Zelenyi 1976; Pellat et al. 1991; Quest et al. 1996). In this case the presence of
collisions provides relatively slow, but persistent growth of reconnecting modes. Resistive
mode (similar to the one described by (8) for Bz = 0 case, γ̄ ∼ ν̄e) emerges in this case,
even for the modes stable in collisionless regime. These dissipative modes are clearly seen
in numerical simulations (Lipatov and Zelenyi 1982), where numerical dissipation due to
“shot noise” effects is unfortunately unavoidable.

4 Pitaevskii Effect

It is necessary to note, that the presence of finite normal component of magnetic field in
the vicinity of the neutral plane Bx ≈ 0 results in modification of the collision frequency
(so called Pitaevskii effect, see Pitaevskii 1963). The nature of this effect is related with the
kinetic character of collision process, which is missed both in τ -approximation and BGK-
approach. Strictly speaking, collisions should be described by Landau collisional operator
(Pitaevskii and Lifshitz 1981), where all details of distribution function become important
(especially gradients of distribution function in a phase space). For short wavelength modes
kρen > 1 (ρen = vTe/Ωen is electron Larmor radius in the vicinity of current sheet neutral
plane with electron gyrofrequency in Bz field, Ωen ) perturbed distribution f1α ∼ exp(ikx−
iωt)∼ exp(ikρen) sin(Ωent) becomes very inhomogeneous in the phase space and collisions
act much more effectively to smoothen it. Pitaevskii took this effect into account and have
shown that it could in a first approximation be reduced to the corresponding increase of
collision frequency:

ν̄e→ ν̄mod = ν̄e ×
{
k2ρ2

en, k2ρ2
en > 1

1, k2ρ2
en < 1

Here we take into account that for current sheet geometry ρen = ρe/bn, where bn = Bz/B0

is the dimensional value of the normal component of the magnetic field. The corresponding
modification of νe can be found in Fig. 1 and have non-monotonous form.

Modified collision frequency νmod equals to νe for unmagnetized electrons, when
νe < Ωen. For strongly magnetized electrons kρen < 1 (i.e. when the wavelength of pertur-
bations becomes larger than electron gyroradius in Bz field) modified frequency also equals
to νe . Effect of Pitaevskii starts working in the region with kρen > 1. In this region modified
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collision frequency increases with decrease of bn as νmod ∼ b−2
n until νmod is smaller than

Ωen. When νmod =Ωen (i.e. bn = kρeν̄1/3
e ), effect of Pitaevskii stops working. We decided to

remind about this effect, because it could be important even for a weakly collisional plasma
in a weak magnetic field characteristic for interplanetary (interstellar) space and planetary
magnetotails. Simple estimates of Reinolds numbers without taking into account the kinetics
of collision process could significantly underestimate their role.

5 Effects of Magnetic Field Shear and Collisional Dissipation

Very often plasma configurations in space and laboratory have the additional component of
magnetic field along the current supporting configuration. This component (toroidal in fu-
sion devices) could have small (magnetotail) or large (magnetopause) values, so we will con-
sider the general case when it could have an arbitrary value. In presence of a finite magnetic
field By motion of particles in the neutral plane can become magnetized by this component.
The critical value of By for such “magnetization” is defined as: B∗y = B0ρα/Rα = B0

√
ρα/L.

If By < B∗y particles can be considered as unmagnetized, because Larmor radius in By is
larger than the thickness of the central region of current sheet |z| < Rα . For such weak
By component its influence on system properties could be neglected. For By > B∗y all par-
ticles are magnetized (Galeev and Zelenyi 1978; Karimabadi et al. 2005). For these two
regimes mechanisms of tearing mode growth are principally different (Drake and Lee 1977;
Zelenyi and Taktakishvili 1987). When electrons get magnetized a finite dissipation due to
Landau resonance interaction is replaced by the dissipation produced by electron inertia
(me �= 0).

Here we introduce dimensionless parameter by = By/B0 and consider regimes of the
tearing mode for various values of by . In contrast to the system with By = 0, tearing mode in
the current sheet with magnetic field shear is very sensitive to any perturbation of the scalar
potential ϕ (Coppi 1965; Galeev et al. 1986; Daughton and Karimabadi 2005). The spatial
domain can be separated into two regions: (1) central region in the vicinity of so called
singular surface which is the layer with k‖ = kxBx(z)/|B| = 0. In this region perturbations
of the electrostatic field −∇‖ϕ = −k‖ϕ are small and can not compensate perturbation of
the inductive field−c−1∂A‖/∂t , where A‖ =A1y(z)By/|B|. As a result, a finite electric field
E‖ = −∇‖ϕ − c−1∂A‖/∂t exists in the vicinity of singular surface and frozen-in condition
breaks down. (2) Outer region where inductive and potential parts of E‖ compensate each
other (E‖ = 0) and single fluid-approximation can be used. In the vicinity of the layer with
k‖ = 0 equations for perturbed vector and scalar potentials for the general case with both
shear (by �= 0) and collisional effects (ν �= 0) taken into account can be written as (Zelenyi
and Taktakishvili 1987)

d2ϕ

dz2
=G(z), d2A‖

dz2
= ρ2

i

2R2
i b

2
y

ω

k‖c
G(z) (9)

where ω is frequency of perturbation and

G(z) =
(
ϕ(z)− ωA‖

k‖c

)
2R2

i

b2
yρ

2
i

∑
α

Z1α(1+Xσ )
R2
αDα

, α �= σ

Xσ = Z1α
2iνασω

(k‖vTα )2Dα

, α �= σ
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Dα = 1+ iναZ0α

k‖vTα
+ 2iνασωZ1α

(kavTα )
2

Argument of Znα function is ω/k‖vTα . To derive system of (9) we took into account several
assumptions: (1) we neglect particle drift vDα in the vicinity of the layer k‖ = 0; (2) we
assume that d2/dz2 � k2 and d2/dz2 � V0(z); (3) in the vicinity of the layer k‖ = 0 we
assume A‖ ≈ const �= 0, but we keep terms d2A‖/dz2; (4) we assume that ρi/by � Ri,Re
(By < B∗y ), i.e. by 	√ρi/L (but by �√ρe/L for an external solution).

One can get good physical insight to the problem considering the Doppler-shift of pertur-
bation for collisionless regime with γ > νe: ω′ = ω−ωD , where ωD = k‖v‖ ≈ k‖vTe . While
for collisional case γ < νe particles motion resembles the diffusion along magnetic field
lines. In this case Doppler-shift can be written as ωD ≈ k2

‖v
2
Te
/νe (Drake and Lee 1977). If the

value of Doppler-shift is much smaller than time scale of electric field variation (ωD 	 ω),
particle can be accelerated by E‖ in the vicinity of the layer k‖ = 0. Condition ωD 	 ω

defines the width of the singular region:

Δs =
{
Δ0
s = γ̄ byL, γ � νe

Δc
s =
√
γ̄ ν̄ebyL, γ 	 νe

System (9) determines the dispersion relation valid for Δs 	 L:

1− (kL)2
kL

= L

A‖

∫ +∞

−∞

d2A‖
dz2

dz (10)

This dispersion relation determines the growth rates for all regimes of the tearing mode de-
pending on by and νe . The important role is played by relation between scales Δs and δϕ ,
where δϕ defines the scale of ϕ variation, i.e. perturbations of vector potential A‖ are not
compensated by perturbations of the scalar potential in the domain |z| < δϕ . For systems
with Δs < δϕ kinetic regime of tearing mode is provided by resonant collisionless or col-
lisional interaction with particles in the region |z| < Δs (see left panel of the scheme in
Fig. 2). Electrostatic effects become important already outside the region of strong inter-
action of waves with electrons |z| < Δs . For |z| > Δs Doppler shift ∼ k‖(z)v‖ ∼ k‖(z)vTe
strongly reduces the resulting value of the perturbed current d2A‖/dz2 ∼ j‖.

For the opposite caseΔs > δφ (see right panel of the scheme in Fig. 2) electrostatic effects
control the evolution of the system because the width of interaction region depends on the
width of the domain, where the frozen in condition E‖ = iωA‖/c− ik‖ϕ = 0 is violated. For
|z| > δϕ E‖ → 0 and interaction for the cases with Δs > δφ occurs in MHD regime, when
the dissipation could be provided either by collisional (∼νe) or inertial (∼me) resistivities.

Below we consider two different regimes of the tearing mode: (1) MHD regime, when
inertia or resistivity produce perturbation of current density with spatial scale exceeding
ion Larmor radius ρyi = ρi/by (δϕ ∼ ρyi < Δs ); (2) kinetic regime, when spatial scales of
current perturbation are smaller than ion Larmor radius (δϕ ∼ ρyi > Δs ).

5.1 Collisionless Systems

If collisional frequency is small (νe 	 γ ) one can neglect the real part of the frequency of
perturbation (Reω = 0, Imω = γ ) and consider only electron input to the growth of pertur-
bations. In this case system (9) takes a form

d2ϕ

dz2
= 2Ti
ρ2
yiTe

(
ϕ − ω

k‖c
A‖

)
Z1e,

d2A‖
dz2

= Ti

R2
i Te

ω

k‖c

(
ϕ − ω

k‖c
A‖

)
Z1e (11)
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Fig. 2 Schematic view of relation between spatial scales Δs and δφ in kinetic and MHD regimes

For kinetic regime (ϕ ∼ 0) we could substitute expression for d2A‖/dz2 (11) into dispersion
relation (10) with additional condition Z1e ≈ 1 valid for |z| �Δ0

s to obtain growth rate (see
Laval et al. 1966)

γ̄01 = 1√
π

(
1+ Ti

Te

)
1− (kL)2
kL

(
ρe

L

)2 1

by

First equation of system (11) gives estimate of the spatial scale δϕ ≈ ρyi√Ti/2Te . Then limit
of this regime is defined by equation δϕ ≈Δs : by < (L/ρe)

√
1/2μ.

For MHD regime δϕ < Δs we can use expansion Z1e ≈ (1/2)(z/Δs)
2 in the region

|z| < Δ0
s . Substitution of expression for d2A‖/dz2 (11) into dispersion relation (10) gives

(Zelenyi and Taktakishvili 1987)

γ̄02 =√μ
(
ρe

L

)3(
4

(
1+ Ti

Te

)
Ti

TeI

1− (kL)2
kL

)2

(12)

with I = 2πΓ (3/4)/Γ (1/4). It is worth to notice, that these two regimes match at demag-
netization point b∗y , i.e. the ratio γ̄01/γ̄01 is some constant around unity, when by = b∗y =
(L/ρe)

√
1/2μ (Galeev and Zelenyi 1977). For the first time this instability (inertial MHD

tearing mode) was found in the early paper by Coppi (1965). One can see that the such mode
could exist only in the very exotic case by >

√
mi/me (L∼ ρi ) or equivalently for extremely

small plasma beta β <me/mi .

5.2 Collisional Systems

For the case with strong collisions να/k‖vTα � 1 system (9) can be rewritten as

ρ2
yi

d2ϕ

dz2
= 2Ti
Te

(
ϕ − ω

k‖c
A‖

)
k2
‖v

2
Te

2γ νe + k2
‖v

2
Te

R2
e

d2A‖
dz2

= ω

k‖c

(
ϕ − ω

k‖c
A‖

)
k2
‖v

2
Te

2γ νe + k2
‖v

2
Te

(13)
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For kinetic regime (δϕ > Δs and ϕ→ 0) the solution of the first equation of system (13) in
the region |z| >Δ0

s is the same as the solution of the first equation of collisionless system
(11). As a result, we obtain estimates of δϕ ≈ ρyi√Ti/2Te . Second equation of system (13)
after substitution into (10) with ϕ = 0 gives the growth rate for so called semi-collision
mode (Drake and Lee 1977):

γ̄sc = ν̄1/3
e

(
ρe

L

)4/3 1

π1/3b
2/3
y

((
1+ Ti

Te

)
1− (kL)2
kL

)2/3

Growth rate γ̄sc matches γ̄01 at ν̄e = (ρe/L)2/by .
For MHD regime (δϕ < Δs ) we can obtain the solution of the first equation of system

(13):

ϕ(z)= ω

k‖c
A‖

z2

4δϕΔc
s

∫ π/2

0

√
sin θ exp

(
−z

2 cos θ

4δϕΔc
s

)
dθ

Substituting ϕ(z) into the second equation of system (13) we obtain the expression for A‖,
which can be substituted into (10). As a result, we obtain growth rate of the well-known
resistive Furth-Killeen-Rosenbluth mode (Furth et al. 1963):

γ̄FKR = ν̄3/5
e

(
ρe

L

)6/5

μ1/5

(
1− (kL)2
kL

2(Ti + Te)
TeI

)4/5

with I = 2πΓ (3/4)/Γ (1/4). Growth rates γsc and γFKR match at Δc
s ∼ ρyi .

5.3 Role of By

Collisionless growth rate for resonant tearing mode in neutral current sheet with By = 0
was estimates as γ̄0e ∼ (ρe/L)3/2 (Coppi et al. 1966b). Therefore, estimates of collision-
less growth rate for inertial mode γ̄01 ∼ (ρe/L)2/by with By �= 0 becomes equal to γ̄0e for
by = (ρe/L)1/2 	 1. This value of by corresponds to magnetization of electrons (By = B∗y ),
i.e. ρe/by = Re for by = (ρe/L)1/2. For system with by > (ρe/L)1/2 growth rate is deter-
mined by electron inertial resistivity and described by expression γ01 ∼ (ρe/L)2/by until
frequency of collisions is small enough ν̄e < γ̄01. When ν̄e = γ̄01 and by > (ρe/L)1/2 (i.e.
ν̄e > (ρe/L)

3/2) the semi-collisional regime, where inertial resistivity is replaced by the col-
lisional one (Drake and Lee 1977) establishes with γ̄sc ∼ ν̄1/3

e /b
2/3
y . As we mention above

for very large by > (L/ρe)
√

1/2μ collisionless kinetic inertial mode transforms to MHD
inertial mode and growth rates also match quite well at By = B∗y . Therefore, we have depen-
dence of the growth rate on by , where growth rate for intermediate regime by ∼ (ρe/L)1/2
can be obtained only by numerical solution of the corresponding dispersion equation (see
Zelenyi and Taktakishvili 1987). So, we see that the interplay of different mictroscales of
spontaneous reconnection process (scales of resonant or collisional electron interaction Δs ,
scale of the violation of the frozen in condition, δφ) determines the real modes and mecha-
nisms of its operating.

6 Discussion and Conclusions

The general character of the growth rates for spontaneous reconnection modes as function
of νe and by is shown in Fig. 3, where we also indicate parameter regions for various current
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sheets in different conditions existing in space and laboratory plasmas. Magnetotail cur-
rent sheet is typically characterized by small value of magnetic shear by 	 1 (Petrukovich
2011). The level of high-frequency wave activity responsible for effective collisions is also
weak in this region (Coroniti 1985; Eastwood et al. 2009; Fujimoto et al. 2011). Therefore
“MT” domain is situated at a lower left corner of Fig. 3 in ν̄e	 1, by 	 1 region. However,
this domain could be extended by including current sheets observed under active condi-
tions. For example, in the vicinity of the reconnection regions, where secondary X-lines
can be formed due to the tearing instability of current sheet located in the outflow region,
component By could be relatively strong (By ∼ B0, see, e.g., Nakamura and et al. 2008;
Wang and et al. 2012). Moreover, in case of strong By electric field fluctuations related to
flows of accelerated particles are often observed in outflow region supporting increase of ef-
fective collisions νe (Huang and et al. 2012) in agreement with theoretical estimates (Yoon
and Lui 2006). However, for weak values of By the intensity of these effective collisions
is low to be responsible for reconnection (Eastwood et al. 2009), and corresponding MT
domain can be expanded to semicollisional region only for sufficiently large By . Here we
also can mention alternative source of effective conductivity corresponding to stochastic ion
and electron motion in the current sheets (Horton and Tajima 1990; Numata and Yoshida
2002). For magnetopause current sheet shear of magnetic field is often strong enough to
provide by > 1 (Berchem and Russell 1982; Panov et al. 2008). Therefore, electrons and
ions are magnetized in the vicinity of the neutral plane by By . In this case “MP” domain
corresponds to the inertial mode with γ = γ01. However, similar to “MT” domain effective
collisions due to lower-hybrid and/or ion-cyclotron turbulence (Labelle and Treumann 1988;
Panov et al. 2006) could expand “MP” domain up to semi-collisional regime of the tearing
mode.

Current sheets detected in Solar corona (“SC” domain) correspond to strong (but fi-
nite) shear mi/me > by > 1 and weak, but finite, collisions (Priest and Forbes 2000;
Uzdensky 2003; Birn and Priest 2007). Development of the semi-collision tearing mode
in these current sheets results in spontaneous magnetic reconnection (initiating the onset
of Solar flares) and the subsequent electron acceleration. Here effective collisions due to
high-frequency turbulence could also contribute to the growth rate and help to destabilize
current sheet (Büchner 2007). We emphasize that the process of spontaneous reconnection
in Solar corona and upper Solar atmosphere is mostly kinetic. Neither the value of shear
component by , nor the degree of collisionality are strong enough to support this process to
be accomplished in MHD regime.

Laboratory devices with relatively cool plasma, where magnetic field configurations with
current sheet are produced, are located in Fig. 3 in the domain with strong electron collisions
(Frank 2010; Yamada et al. 2010; Frank et al. 2011) enhanced by effective collisions (Ji
et al. 2004). Magnetic reconnection in laboratory current sheets due to growth of collisional
Furth-Killeen-Rosenbluth tearing mode (Furth et al. 1963) are often observed and described
in details (see, e.g., Frank 2010). Moreover, laboratory devices can operate with relatively
strong magnetic shear By ∼ B0 induced initially and growing with development of current
sheet (Frank et al. 2005).

Finally tokamaks (“TK” domain) with high-temperature plasma are characterized by
strong toroidal field (Wesson 2004; Steinhauer 2011) (strong shear by � 1 in our notations)
and moderately strong collisions. Although the degree of collisionality could be enhanced by
turbulence (see Budaev et al. 2011), tokamak domain most probably is located as semicolli-
sional regime at Fig. 3 especially for future devices for real hot fusion plasma confinement.
For tokamaks tearing instability plays important, although undesirable, role of destruction
of magnetic surface (see review Boozer 2012b, and references therein).
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Although, the analysis of reconnection mechanisms presented above is more appropriate
for description of reconnection in space plasma, here we would like to discuss briefly the
comparison with reconnection processes occurring in laboratory and tokamak experiments.
The theory of collisional reconnection in tokamaks is originated from paper by Kadomtsev
(1975) (see also review Kadomtsev 1987), where the model of resistive reconnection was
developed. This model predicts reconnection time ∼ ν−1/2

e and is unable to explain the pow-
erful sawtooth instability related to fast reconnection (von Goeler et al. 1974). Physics of
this fast tokamak reconnection is essentially similar to models with large By presented in
this review. It is believed that m = 1 modes in tokamaks results in formation of magnetic
islands in the vicinity of a singular layer k ·B= 0 (Rutherford 1973; Rosenbluth et al. 1973;
Zakharov 1980). Here the principal role is played by the electron inertia (Wesson 1990),
because plasma beta is small enough (β < mi/me) due to the large shear component of the
magnetic field. Weak level of collisions in tokamak plasma leads to the dominance of this
inertial mode, which can describe fast sawtooth reconnection (Porcelli 1991). Inertial m= 1
mode in tokamaks in principal corresponds to the current sheet thickness of the order of elec-
tron inertial length d ∼ m1/2

e and develops with the growth rate γm=1 ∼√μ(ρi/d) ∼ √μ.
The same estimates can be obtained for collisionless inertial tearing regime γ02 ∼√μ for
L∼ d ∼√me (see (12)).

Important role of additional effective collisions (or anomalous diffusion) for inertial
m= 1 mode was considered by Drake and Kleva (1991). Authors have shown that sta-
bilization of m = 1 mode due to diamagnetic drifts (effect similar to Doppler-shift ef-
fect for collisionless mode, see discussion above and in Drake and Lee (1977)) results
in significal reduction of the growth rate. At the same time effective diffusion due to
drift instability can provide the increase of reconnection rate. The stabilization effect of
diamagnetic drifts for m = 1 mode was confirmed by experimental observation (Levin-
ton et al. 1994) and numerical modeling (Zakharov et al. 1993). Other possible candi-
date for the increase of the tearing growth rate in tokamaks reconnection with large shear
magnetic component is the gradient of electron pressure along field lines (Aydemir 1992;
Grasso et al. 1999). Presence of the finite electron compressibility results in appearance of
nonvanishing parallel electric field in the vicinity of the singular layer. In this case the struc-
ture of reconnection region resembles the one shown in Fig. 2 (left panel), where j‖ �= 0
domain is embedded into E‖ �= 0 domain (Kleva et al. 1995).

General model of two-fluid magnetic reconnection in tokamaks with two limits (β <
me/mi and β ∼ 1) can be found in Biskamp et al. (1997). In case of small plasma beta elec-
tron inertia plays the most important role, while large-β regime corresponds to separation
of electron and ion motions and Hall reconnection. The comprehensive review by Porcelli
et al. (2002) can be used to obtain more detailed information about inertial and Hall modes
of magnetic reconnection in tokamaks, while papers by Park et al. (2006b, 2006a); Igochine
et al. (2007) contain comparison of theoretical predictions and experimented observations.

Substantial difference between tearing modes developed in space and laboratory plas-
mas is provided by the difference of boundary conditions. The traditional approach to
growth rate calculations consists in matching of solutions of perturbed Vlasov-Maxwell
equations at the boundary separating inner region around the singular layer k · B = 0 and
outer region, where resonant wave-particle interaction or inertial effects can be neglected.
Therefore, to determine solutions in the outer region one needs to introduce the certain
external boundary conditions. The most appropriate approach for space systems consists
in consideration of infinitely distant boundaries with corresponding solutions quickly de-
creasing with distance from the singular layer (an example of alternative approach can
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Fig. 3 Regimes of tearing mode:
MT denotes magnetotail, MP
denotes magnetopause, SC
denotes solar corona, and TK
denotes tokamaks. Figure is
adopted from Zelenyi and
Taktakishvili (1981)

be found in Zelenyi and Kuznetsova 1984). Situation is different for tokamaks config-
urations, where outer boundaries are accessible and have well defined physical proper-
ties like infinite conductivity (Coppi et al. 1966a; Wesson 1966). In this case, the set of
external solutions is fully controlled by system geometry (see, e.g., Mikhailovskii 1978;
Pegoraro and Schep 1986, and references therein). Additionally, characteristic cylindrical-
like geometry of the tokamak system corresponds to appearance of local singularities of
solutions (Newcomb 1960). Such singularities are absent in simplified plane geometry typ-
ical for space systems. These two problems are not encountered in major of space-plasma
systems. Therefore, further comparison between spacecraft observations (and correspond-
ing theories) with tokamak and laboratory reconnections requires accurate consideration of
the geometry issue (see discussion in Boozer 2012a).

In conclusion, we can mention that for the major part of observed current sheets the semi-
collisions regime of spontaneous reconnection seems to play the most important role. This
regime principally cannot be described in a frame of MHD approach, until shear of magnetic
field becomes unrealistically strong. On the other hand, unlikely that pure kinetic mode with
unmagnetized electrons could be realized in realistic systems due to electron magnetization
by even very weak magnetic fields. As a result, it is principal that the regime of current
sheet destruction in the course of magnetic reconnection should be described in a frame of
kinetic models with careful taking into account effects of collisions, which also exist in many
seemingly collisionless configurations as effective collisions due to scattering of electrons at
microturbulence fluctuations. In addition it should be kept in mind that weak magnetization
(kρα > 1) of particle trajectories could substantially enhance collision frequencies formally
defined in simplified τ - or BGK descriptions due to kinetic properties of the exact collisional
operator. This effect known as Pitaevskii one could occur in a wide parameter range.
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Abstract Astrophysical plasmas can have parameters vastly different from the more stud-
ied laboratory and space plasmas. In particular, the magnetic fields can be the dominant
component of the plasma, with energy-density exceeding the particle rest-mass energy den-
sity. Magnetic fields then determine the plasma dynamical evolution, energy dissipation and
acceleration of non-thermal particles. Recent data coming from astrophysical high energy
missions, like magnetar bursts and Crab nebula flares, point to the importance of magnetic
reconnection in these objects.

In this review we outline a broad spectrum of problems related to the astrophysical rele-
vant processes in magnetically dominated relativistic plasmas. We discuss the problems of
large scale dynamics of relativistic plasmas, relativistic reconnection and particle accelera-
tion at reconnecting layers, turbulent cascade in force-fee plasmas. A number of astrophys-
ical applications are also discussed.
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1 Introduction

In many astrophysical settings the magnetic field controls the overall dynamics of plasma
while the dissipation of magnetic energy may power the high energy emission. The rele-
vant astrophysical settings include magnetars (strongly magnetized neutron stars possessing
super-strong magnetic fields), pulsars and pulsar wind nebulae, jets of Active Galactic Nu-
clei and Gamma-Ray Bursters. All these objects are efficient emitters of X-rays and γ -rays
and in the past two decades they have been subjects of intensive observational studies using a
number of very successful high energy satellites. These objects seem to share one important
property—their plasma is magnetically dominated, that is, the energy density of this plasma
is dominated not by the rest mass-energy of matter but by the mass-energy of magnetic field.
This is dramatically different from the laboratory plasmas, the magnetospheres of planets,
and the interplanetary plasma.

Recently, these topics came to the front of astrophysical and plasma physical research,
driven by a series of highly successful high energy mission like, Swift, Fermi, AGILE satel-
lites and coming on-line of the very high energy γ -ray telescopes like HESS and VERITAS.
A number of observations point to the importance of magnetic dissipation in astrophysi-
cal high energy sources, as we describe below. This signifies a shift of paradigm (from the
fluid-dominated point of view) and requires a targeted study of plasma microphysics in a
new regime. In this review we outline the related basic plasma physical problems and pos-
sible astrophysical applications.

1.1 Crab Nebula Flares: A New Type of Astrophysical Events

The constancy of the high energy Crab nebula emission has been surprisingly shown to be
false by multiple day- to week-long flares, presenting a challenge to standard pulsar wind
models (Kennel and Coroniti 1984). During these events, the Crab Nebula gamma-ray flux
above 100 MeV exceeded its average value by a factor of several or higher (Abdo et al. 2011;
Tavani et al. 2011; Buehler et al. 2012), while in other energy bands nothing unusual was
observed (e.g. Abdo et al. 2011; Tavani et al. 2011), and references therein). Additionally,
sub-flare variability timescales of ∼10 hours has been observed (Buehler et al. 2012). The
prevailing conclusion from the observations of flares is that flares are associated with the
nebular (and not the neutron star) and are mostly likely due to the highest energy synchrotron
emitting electrons. Thus, the flares reflect the instantaneous injection/emission properties of
the nebular and are not expected to produce a noticeable change in the inverse Compton
(IC) component above ∼1 GeV. One of the most surprising property of the flares is their
short time-scale variability, with typical duration two orders of magnitude smaller than the
dynamical time-scale of the nebular.

These events question the dominant paradigm of shock acceleration in pulsar wind neb-
ular (Lyutikov and Ouyed 2010a; Clausen-Brown and Lyutikov 2012). The key argument
in favor of the reconnection origin of the flare is its SED: the peak frequency is above the
classical synchrotron limit (de Jager et al. 1996; Lyutikov and Ouyed 2010a). This limit
comes from assuming the electric field accelerating the emitting particles, E, is less than the
emission region magnetic field, or E = ηB , where 0< η < 1:

Emax
ph = 27

16π
η
mhc3

e2
= 236η MeV (1)

Instead, these events offer tantalizing evidence in favor of relativistic reconnection (Uzden-
sky et al. 2011). Clausen-Brown and Lyutikov (2012) suggested that the flare arises due to
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intermitted reconnection in the downstream region, which produces relativistically moving
blobs of plasma. We associate the duration of the flare with stochastically changing proper-
ties of plasma within the nebula. Second, the flares are apparently isolated, intermittent high
flux events. Such intermittent behavior is often associated with power-law distributions of
various kinds generated by astrophysical systems such as magnetically-driven Solar flares
(Aschwanden 2005, and references therein).

Relativistic reconnection is a natural flaring mechanism in PWNe. The flare can be due
to a highly localized emission region, or blob, so that the flare observables determine the
intrinsic properties of the emission region. The natural flaring mechanism in this category is
relativistic magnetic reconnection, which has been invoked by Crab Nebula flare models
(Uzdensky et al. 2011) and fast flaring models in gamma-ray bursts (GRBs) and active
galactic nuclei (AGN, Lyutikov and Ouyed 2006a; Giannios et al. 2009).

In reconnection, the magnetic energy of a localized region, a current sheet, is converted
to random particle energy, (possibly) bulk relativistic motion, and radiation (for studies on
reconnection in highly magnetized relativistic plasmas, see Lyutikov and Uzdensky 2003;
Lyubarsky 2003; Uzdensky et al. 2011; McKinney and Uzdensky 2012). Reconnection in
PWNe has already been studied in the past as a possible resolution of the well known
σ -problem (Lyubarsky 2003; Komissarov 2012). In a similar vein, Lyutikov and Ouyed
(2010a) proposes a model in which, reconnection occurs primarily along the rotation axis
and equatorial region well beyond the light cylinder, thus qualitatively reproducing the
jet/equatorial wisp morphology of the nebula.

We have developed (Clausen-Brown and Lyutikov 2012) a statistical model of the emis-
sion from Doppler boosted reconnection mini-jets, looking for analytical expressions for
the moments of the resulting nebula light curve (e.g. time average, variance, skewness).
The light curve has a flat power spectrum that transitions at short timescales to a decreas-
ing power-law of index 2, Fig. 2. The flux distribution from mini-jets follows a decreasing
power-law of index ∼1, implying the average flux from flares is dominated by bright rare
events. The predictions for the flares’ statistics can be tested against forthcoming observa-
tions. We find the observed flare spectral energy distributions (SEDs) have several notable
features: A hard power-law index of p � 1 for accelerated particles that is expected in var-
ious reconnection models, including some evidence of a pile-up near the radiation reaction
limit. Also, the photon energy at which the SED peaks is higher than that implied by the syn-
chrotron radiation reaction limit, indicating the flare emission regions’ Doppler factors are
� few. Magnetic reconnection can be an important, if not dominant, mechanism of particle
acceleration within the nebula.

If magnetic reconnection is what causes the flares, the reconnection process itself may
leave a particular imprint on the SED in the form of a hard electron distribution. If much of
the synchrotron emission occurs from particles near the synchrotron limit, then the emitting
particles will display a SED that is close the single-particle synchrotron SED, see Fig. 1. The
best flare SED observations to date are 11 SEDs taken during the April 2011 by Fermi/LAT
team (Buehler et al. 2012). They were fitted with an empirical function of the form εFε ∝
εa exp (ε/εc), where ε represents photon energy, and different values for the normalization
and εc were used for each SED. The parameter a was assumed to be constant for all of the
SEDs, and its best fit value is a = 0.73± 0.12. The SED taken during the most luminous
part of the flare, with a εFε maximum of ∼4× 10−9 ergs−1 s−1 at a peak photon energy of
εpeak = 375± 26 MeV, probably constrained the best fit value of a the most.
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Fig. 1 The Fermi/LAT data from the most energetic part of the April 2011 Crab flare (Buehler et al.
2012) with the corresponding best fit curve and SEDs from three different electron energy distributions: a
p = 1 power-law with an abrupt cut-off, the same for p = 2, and a mono-energetic electron distribution
(Clausen-Brown and Lyutikov 2012). The shaded area represents the one-σ error region. The data favor
steep injection spectrum with a pile-up, consistent with acceleration in reconnection regions

Fig. 2 Ten year simulated Crab nebula light curve with the reconnection model of Crab flares. The “April
2011 type flares” represent flares with increases of ∼30 over the nebular average as found in Buehler et al.
(2012)
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1.2 Magnetar Giant Flares

In phenomena possibly related to Crab flares, two closely related classes of young neutron
stars—Anomalous X-ray Pulsars (AXPs) and the Soft Gamma-ray Repeaters (SGRs)—both
show X-ray flares and, once localized, quiescent X-ray emission (Kouveliotou et al. 1998;
Gavriil et al. 2002; for recent review see Woods and Thompson (2004)). Their high energy
emission is powered by the dissipation of their super-strong magnetic fields, B > 1015 G
(Thompson and Duncan 1995). Two models of GFs are proposed. First, a GF may result
from a sudden untwisting of the internal magnetic field (and twisting-up of the external
magnetic field, Thompson and Duncan 1995, 2001). Alternatively, a slow untwisting of the
internal magnetic field may lead to a gradual twisting of magnetospheric field lines, on
time scales much longer than the GF, until it reaches a dynamical stability threshold due
to increasing energy associated with the current-carrying magnetic field. Then follows a
sudden relaxation of the twist outside the star and an associated dissipation and a change
of magnetic topology lead to a GF, in analogy with solar flares and Coronal Mass Ejections
(CMEs) (Lyutikov 2006).

The observed sharp rise of γ -ray flux during GF, on a time scale similar to the Alfvén
crossing time of the inner magnetosphere, which takes ∼0.25 ms (Palmer et al. 2005). This
unambiguously points to the magnetospheric origin of GFs, presumably during reconnection
event in the magnetically-dominated magnetosphere (Lyutikov 2006).

The processes that cause magnetar X-ray flares (and possibly the persistent emission)
may be similar to those operating in the solar corona. The energy of magnetar flares is ac-
cumulated inside the neutron star at the moment of its formation in the form of interior
electric currents. These currents are then slowly pushed into the magnetosphere, gated by
slow, plastic deformations of the neutron star crust. This leads to gradual twisting of the
magnetospheric field lines, on time scales much longer than the magnetar’s GF, and creates
active magnetospheric regions similar to the Sun’s spots. Initially, when the electric current
(and possibly the magnetic flux) is pushed from the interior of the star into the magneto-
sphere, the latter slowly adjusts to the changing boundary conditions. As more and more
current is pushed into the magnetosphere, it eventually reaches a point of dynamical insta-
bility. The loss of stability leads to a rapid restructuring of magnetic configuration, on the
Alfvén crossing time scale, to the formation of narrow current sheets, and to the onset of
magnetic dissipation. As a result, a large amount of magnetic energy is converted into the
kinetic and bulk motion and radiation.

Observationally, a number of data point to the reconnection origin of the magnetar
flares. Other predictions of the model, confirmed by observations are (i) the post-flare
magnetosphere has a simpler structure, as the pre-flare network of currents has been
largely dissipated; (ii) its spectrum is softer, since the hardness of the spectrum is a
measure of the current strength in the bulk of magnetosphere (Thompson et al. 2002;
Lyutikov and Gavriil 2005), with softer spectra corresponding to a smaller external current;
and (iii) the spin-down rate, which depends on the amount of electric current flowing through
the open field lines, decreases. The observations of two recent GFs, in SGR 1900+14 and
SGR 1806-20, fully agree with these predictions. In both cases the persistent flux increased
by a factor of two, its spectrum hardened (the power law index decreased from 2.2 to 1.5),
and the spin-down rate increased in the months leading to the flare (Mereghetti et al. 2005).
In the post-flare period, the pulsed fraction and the spin-down rate have significantly de-
creased and the spectrum softened (Rea et al. 2005). All these effects imply an increase of
the external current before, and a decrease after the flare (Lyutikov 2006).
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1.3 Reconnection in Magnetized Jets of Active Galactic Nuclei and Gamma Ray Bursts

Recent observations of AGNs in GeV and TeV energy range have raised new questions re-
garding the parameters of the central engine, and the location and kinematics of the high
energy γ -ray, as well as X-ray and radio emission zones. In particular, the rapid flares re-
ported for Mrk 501 and PKS 2155-304, on timescales of 3–5 minutes (Albert et al. 2007;
Aharonian et al. 2007) imply an emitting size smaller than the gravitational radius tlc ∼
hours of the supermassive black holes of these blazars. This indicates a very high Doppler
factors δ, exceeding δ = 100. A similar estimate also comes from the requirement that the
TeV photons escape the production region.

While highly relativistic motion may appear to be a cure-all, the bulk Lorentz factor Γ
can be directly constrained by VLBI observations of bright blobs moving with apparent
speeds on the sky, βapp , that appear to be superluminal. This type of motion occurs when
the emitting region is moving relativistically and close to the line of sight (Rees 1966).
The apparent motion can exceed c due to propagation effects. If a blob is moving along
with the bulk flow of a jet and its velocity vector makes an angle, θob , with the line of
sight, then its apparent motion transverse to the line of sight will be: βapp = βΓ sin θob

1−βΓ cos θob
. The

maximum βapp can reach is βΓ Γ when θob ∼= 1/Γ . Thus, if the blob motion corresponds
to the underlying bulk motion of the jet, measuring βapp can constrain the possible bulk
Lorentz factor, Γ .

Following the suggestion by Lyutikov and Ouyed (2006a), a number of authors (Giannios
et al. 2009; Ghisellini and Tavecchio 2008; Lazar et al. 2009; Kumar and Narayan 2009)
proposed that fast time scale variability both in AGNs and GRBs is produced by “mini-jets”,
compact emitting regions that move relativistically within a jet of bulk Γ ∼ 10 (in case of
AGNs; for GRBs Γ ∼ 100). Thus, the emission is beamed in the bulk outflow frame, e.g.
due to relativistic motion of (using pulsar physics parlance) “fundamental emitters”.

In GRBs, claims of high polarization (Coburn and Boggs 2003; Willis et al. 2005) of-
fer direct measurements of the possibly dominant large-scale magnetic field. If confirmed,
these observations argue in favor of magnetic reconnection as the main particle acceleration
mechanism.

1.4 Reconnection in the Double Pulsar System PSR J0737-3039

Detection by McLaughlin (2004) of drifting sub-pulses of pulsar B in the Double Pulsar
system PSR J0737−3039 with the frequency related to A period, presents an excellent op-
portunity to use Pulsar B as a probe of Pulsar A wind properties at ∼1000 light cylinder
radii of A, many orders of magnitude closer that have been possible so far. In particular,
the fact that the observed modulation is at the frequency of A, and not a double frequency,
already can be used as an indication that a large fraction of A wind is carried by relativistic
MHD waves so that directions of electric and/or magnetic fields are important, not only total
pressure of the wind.

A possible explanation is that the modulation of B by A is due to reconnection between
magnetic fields in the wind and in the B magnetosphere. When magnetospheric field lines
connect to the wind’s magnetic field, they are “dragged” by the wind. Half a spin period of
pulsar A later, when the wind’s magnetic field changes polarity, the magnetospheric mag-
netic field disconnects from the wind and relaxes back to the position given by the impen-
etrable conductive boundary conditions. As the radio emission is produced along the local
direction of a magnetic field, this periodic “dragging” and relaxation.
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2 Dynamic Force-Free Plasma

In astrophysical settings the local microscopic plasma time scale (e.g. plasma frequency) is
much shorter than the global dynamical time scales and there is plenty of charges available
to screen the component of electric field along the magnetic field. In addition, astrophysical
plasma is usually collisionless, making it an extremely good conductor. In addition, there
is plenty of charges available to screen the component of electric field along the magnetic
field E ·B= 0. Even in the extreme cases, when plasma may not be able to short out parallel
electric field due to lack of available changes (charge separated flows) various radiative
process (e.g. emission of curvature photon or through inverse Compton scattering) may lead
to what is known as vacuum breakdown: abundant production of electron-positron pairs. The
newly born pairs will create a charge density that would shut-off the accelerating electric
field. The typical potential difference ΔVvac ∼ kT /e needed to break down the vacuum in
a GRB is typically in the MV-GV range. This is often orders of magnitude smaller than
typically available EMF (∼1015–1016 eV for pulsars, ∼1018–1020 eV for AGNs and GRBs).

The properties of plasma in the magnetospheres of pulsars and magnetars, pulsar winds,
AGN and GRB jets are very different from those of more conventional Solar and laboratory
plasmas. The principal difference is that it is relativistically strongly magnetized. In order
to describe the level of magnetization it is convenient to use the so-called magnetization
parameter σ = 2(uB/up), where uB = B2/8π is the magnetic energy density and up =
ρc2 is the rest mass-energy density. In traditional plasmas this parameter is very small. On
the contrary, in some astrophysical settings it is likely to be very large. For example, in
magnetars

ωBRNS

c

(
me

mp

)
∼ 1013 ≤ σ ≤ ωB

Ω

(
me

mp

)
∼ 1016 (2)

(the upper limit corresponds to the Goldreich-Julian density of electron-ion plasma whereas
the lower limit corresponds to the poloidal current producing the toroidal magnetic fields
of the same order as the poloidal one. Here ωB = eB/mec is the cyclotron frequency, B is
the magnetic field at the neutron star surface, RNS is the neutron star radius, and Ω is its
rotational frequency.

The parameter regime of highly magnetized plasma, σ � 1, implies that (i) the iner-
tia of this plasma is dominated by the magnetic field and not by the particle rest mass,
B2/8π � ρc2, (ii) the propagation speed of Alfvén waves approaches the speed of light,
(iii) the conduction current flows mostly along the magnetic field lines, (iv) the displace-
ment current (c/4π)∂tE may be of the same order as the conduction current, j, (v) the
electric charge density, ρe , may be of the order of j/c. These are very different from the
properties of laboratory plasmas, plasmas of planetary magnetospheres, and the interplane-
tary plasma, the cases where plenty of experimental data and theoretical results exist.

The large expected value of σ (or small 1/σ ) may be used as an expansion parameter in
the equations of relativistic magnetohydrodynamics. The zero order equations describe the
so-called relativistic force-free approximation. One may see this limit as the model where
massless charged particles support currents and charge densities such that the total Lorentz
force vanishes all the time (this also insures the ideal condition E · B= 0.) This allows one
to related the current to electro-magnetic fields (Gruzinov 1999)

J= c

4π

(E×B)∇ ·E+ (B · ∇ ×B−E · ∇ ×E)B
B2

(3)
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This may be considered as the Ohm’s law for relativistic force-free electro-dynamics. (Note
that this implies that the invariant E · B = 0 and that electromagnetic energy is conserved,
E · J= 0.)

Under stationary and axisymmetric conditions, these equations guarantee that the angular
velocity Ω is conserved along field lines. They also require a space charge density ρ =
∇ ·E/(4π) of magnitude ∼ΩB/c to develop. (Formally this, like the equation ∇ ·B= 0, is
just an initial condition.)

In the non-relativistic plasma the notion of force-free fields is often related to the sta-
tionary configuration attained asymptotically by the system (subject to some boundary con-
ditions and some constraints, e.g. conservation of helicity). This equilibrium is attained on
time scales of the order of the Alfvén crossing times. In strongly magnetized relativistic
plasma the Alfvén speed may become of the order of the speed of light c, so that crossing
times becomes of the order of the light travel time. But if plasma is moving relativistically
its state is changing on the same time scale. This leads to a notion of dynamical force-free
fields.

The force-free condition can be re-expressed by setting the divergence of the electromag-
netic stress tensor to zero. This form has the merit that it brings out the analogy with fluid
mechanics. Electromagnetic stress pushes and pulls electromagnetic energy which moves
with an electromagnetic velocity E × B/B2, perpendicular to the electric and magnetic
fields. This is the velocity of the frames (only defined up to an arbitrary Lorenz boost along
the magnetic field direction) in which the electric field vanishes, (provided that the first
electromagnetic invariant B2 −E2 > 0).

The limit σ →∞ is somewhat reminiscent of subsonic hydrodynamics as both the fast
speed and the Alfvén speed approach the speed of light. For example, in case of slow pro-
cesses, taking place on time scales much longer than light travel time, the Maxwell’s equa-
tions may be written as continuity and momentum conservation (Komissarov et al. 2007):

∂tρ +∇(2ρV)= 0, ∂tρV+∇
(
−B⊗B

4π
+ I

B2

8π

)
= 0 (4)

where ρ = B2/8πc2 is the effective mass density of the electromagnetic field and V =
E × B/B2 is the drift speed of charged particles. This closed system of equations is very
similar to non-relativistic MHD. This observation provides an interesting insight into the
dynamics of two very different dynamical systems.

2.1 Time-Dependent Hyperbolic Grad-Shafranov Equations

Estimating possible electromagnetic signature of merging and collapsing neutron stars is
most desirable for the gravitation waves searchers by LIGO and for identifying possible
progenitors of short Gamma Ray Bursts. Collapse of a neutron star into black hole may
proceed either through the accretion induced collapse (AIC) or during binary neutron star
mergers. We expect at late stages both processes proceed along a somewhat similar path: in
case of the merger, the two collapsing neutron stars form a transient supermassive neutron
star which then collapses into the black hole. Both an accreting neutron star (in case of an
AIC) and the transient supermassive neutron star are expected to be magnetized. In addition,
in case of merging neutron stars the strong shearing of the matter may increase magnetic
field well above the initial values.

Conventionally, in estimating the possible electromagnetic signatures it was first assumed
that a fraction RNS/RG of the initial external magnetic energy (also built-up by the collapse
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and compression of the magnetic field) is radiated away on time scale of the order of the
collapse time (Eardley and Press 1975). The main limitation of these models is that the ex-
ternal medium was treated as a vacuum. Electrodynamically, vacuum is a highly resistive
mediums, with the impedance of the order of 4π/c = 477 %. As a result, nothing pre-
vents magnetic fields from becoming disconnected from the star and escaping to infinity.
We expect that the magnetic field dynamics would be drastically different if the external
magnetosphere were treated as a highly conducing medium.

Lyutikov (2011) demonstrated that the time evolution of the axisymmetric force-free
magnetic fields can be expressed in terms of the hyperbolic Grad-Shafranov equation, under
the assumption that the fields remain axially-symmetric. Qualitatively, there two separate
types of non-stationarity: (i) due to the variations of the current I (t) for a given shape of the
flux function; (ii) due to the variations of the shape of the flux function for a given current I .
Using these equations it is possible to find exact non-linear time-dependent Michel-type
(split-monopole) structure of magnetospheres, e.g., driven by spinning and collapsing neu-
tron star in Schwarzschild geometry:

Br =
(
Rs

r

)2

Bs, Bφ =−R
2
s Ω sin θ

r
Bs, Eθ = Bφ

jr =−2

(
Rs

r

)2

cos θΩBs

P = (1− cos θ)BsR
2
s

Φ =−PΩ

I =−P (P − 2BsR2
s )Ω

2BsR2
s

= 1

2
BsR

2
s Ω sin2 θ

(5)

where P is the flux function, andΦ is the electric potential andΩ =Ω(r− t) is an arbitrary
function. Thus, we found exact solutions for time-dependent non-linear relativistic force-
free configurations. Though the configuration is non-stationary (there is a time-dependent
propagating wave), the form of the flux surfaces remains constant.

2.2 Limitations of Force-Free Approach

The generic limitation of the force-free formulation of MHD is that the evolution of the
electromagnetic field leads, under certain conditions, to the formation of regions withE >B
(e.g. Uzdensky 2003), since there is no mathematical limitation on B2−E2 changing a sign
under a strict force-free conditions. In practice, the particles in these regions are subject
to rapid acceleration through �E × �B drift, following by a formation of pair plasma via
various radiative effects and reduction of the electric field. Thus, regions with E > B are
necessarily resistive. This breaks the ideal assumption and leads to the slippage of magnetic
field lines with respect to plasma. In addition, evolution of the magnetized plasma often
leads to formation of resistive current sheets, with the similar effect on magnetic field.

As a simple example demonstrating that the dynamical system described by the relativis-
tic force-free limit has a natural tendency to violate the physical requirement of a negative
first electromagnetic invariant, E2 − B2 < 0, consider a resistive decay of a line current.
Suppose at time t = 0—there is a line current I0 that decays for times t > 0 according to
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I = I0(1− t/τ ). This launches an outgoing rarefaction wave in which the EM field are given
by

Bφ = I0

2πr

(
1−

√
t2 − r2

τ

)

Ez =− I0

2πτ
ln
t −√t2 − r2

r

(6)

(for r < t ). The resulting radial inward velocity, vr = Ez/Bφ at some moment becomes
larger than the speed of light. This example illustrates an important point: in force-free
approximation plasma tends to develop dissipative regions where E→ B . This regions can
develop non-locally, far from the cause that initiated the plasma motion (resistive decay at
r = 0).

Another generic limitation of the force-free approach is related to the structure of the
current sheet. Since in the force-free limit the plasma pressures are neglected, nothing pre-
vents formation of very thing and thus highly dissipative current sheets. As a result, nu-
merical models then can produce exceptionally high dissipation rates (e.g. Gruzinov 2012;
Lehner et al. 2011). If small kinetic pressure in taken into account (e.g. Lyutikov and McK-
inney 2011; Tchekhovskoy and Spitkovsky 2012), the reconnection rate drops considerably.
Another approach that allows (partial) stabilization of the current sheet is the resistive force-
free plasma dynamics, which we discuss next.

3 Dissipation in Highly Magnetized Plasmas

3.1 Tearing Mode in Force-Free Plasma

One of the most important resistive instabilities in a conventional plasma is the so-called
tearing instability. This is one of the principle unstable resistive modes, which plays a key
role in various TOKAMAK discharges like the sawtooth oscillations and the major dis-
ruptions (e.g. Kadomtsev 1975), and leads to the unsteady reconnection of Solar flares (e.g.
Shivamoggi 1985; Aschwanden 2002) and Earth’s magnetotail (e.g. Galeev et al. 1978). The
most important property of the tearing instability is the growth time that is much shorter than
the resistive time.

In addition to being magnetically-dominated, microscopic plasma processes, like par-
ticle collisions or plasma turbulence, may contribute to resistivity and thus make plasma
non-ideal. Resistivity will result in the decay of currents supporting the magnetic field; this,
in turn, will influence the plasma dynamics. Introduction of resistivity into force-free for-
mulation is not entirely self-consistent. The reason is that in force-free plasma the velocity
along the field is not defined. Since plasma resistivity must be defined in the plasma rest-
frame this creates a principal ambiguity.

The force-free tearing mode has been considered by Lyutikov (2003) (see also Gruzinov
2007; Li et al. 2012, for a somewhat different formulation of resistive force-free plasma).
Lyutikov (2003) found that similar to the non-relativistic case, the resistive force-free current
layers are unstable toward the formation of small-scale dissipative current sheets. He has
also found that the growth rate of tearing instability, τ =√τdτa , is intermediate between the
short Alfvén time scale τa (which equals to the light crossing time in the force-free regime)
and the long resistive time scale τd = l2/η, where l is the width of the current layer. This is
exactly the same expression as in the non-relativistic case, which is rather surprising given
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Fig. 3 Numerical simulations of the tearing instability in force-free plasma. The color images show the
distribution of Bz and the contours show the magnetic field lines. In this simulations the perturbation has the
wavelength corresponding to the maximum growth rate, τ �√τdτc , where τd is the resistive time and τc is

the light crossing time of the current layer. The Lundquist number Lu = τd/τc = 103

the fact that the dynamic equations of force-free plasma are very different from the equations
of non-relativistic MHD.

Numerical modeling of the tearing instability in strongly magnetized plasma (Komis-
sarov et al. 2007) (see Fig. 3) fully confirm the analytical estimates.

In high Reynolds number plasma it is expected that tearing developing into turbulence.
This has been observed in both PIC and MHD recent simulations (see below).

3.2 X-point Collapse in Force-Free Plasma

Consider a vicinity of an X-point. The non-current-carrying configuration has null lines
intersecting at 90 degrees. Following the work on the collapse of a non-relativistic X-point
(Dungey 1953; Imshennik and Syrovatskivi 1967; Priest and Forbes 2000), let us assume
that the initial configuration is squeezed by a factor λ, so that the initial configuration has
a vector potential Az ∝ x2 − y2/λ2. In addition, we assume that there is an axial constant
magnetic field Bz.

We are looking for time evolution of a vector potential of the type

Az =−
(
x2

a(t)2
− y2

b(t)2

)
B0

2L
, (7)

where parameters B0 and L charachterize the overall scaling of the magnetic field and the
spacial scale of the problem.

The initial condition for the squeezed X-point and the ideal condition then require

b(t)= λ/a(t)

Φ = xy Bz
c
∂t lna

(8)

(Since ΔΦ = 0 there is no induced charge density.) Parameter a characterizes the
“squeezeness” of the configuration; a = 1 is the current-free case.

Faraday’s law is then an identity, while the induction equation in the limit x, y→ 0 gives

∂2
t lna =A

(
a4 − λ2

λ4

)
, A= c2

L2

B2
0

B2
z

(9)
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Fig. 4 Structure of the magnetic field in the x–y plane during X-point collapse in force-free plasma. The
initial configuration on the left is slightly “squeezed”. On dynamical time scale the X-point collapses to form
a current sheet, right figure. The structure of the electric field in the x–y plane does not change during the
collapse and qualitatively resembles the t = 0 configuration of the magnetic field

Solutions of the equations (9) show that a(t) has a finite time singularity for λ < 1: in
finite time a becomes infinite. At the moment when one of the parameters a or b becomes
zero, the current sheet forms, see Fig. 4.

For small times t→ 0 (when |a − 1| 	 1), with initial conditions a(0) = 1, a′(0) = 0,
and assuming that the initial “squeezing” is small, λ= 1− ε, ε	 1, the solution is

a = 1+ ε sinh2

(
ct

L

B0

Bz

)
(10)

Thus, the typical collapse time is

τ ∼ L

c

Bz

B0
(11)

is of the order of the Alfvén (light) crossing time of the initial configuration. At these early
times the electric field grows exponentially

At early times the particle drift follows a trajectory in the x–y plane y ∝ 1/x. During
the final collapse, in the limit a→∞, the particle distribution is further squeezed towards
the neutral layer, y ∝ 1/(a2

√
lnx) (though in this limit the drift approximation becomes

inapplicable.) This shows that the X-point is stretched in one direction and is compressed in
the other direction (note that ∇v= 0—collapse is incompressible at the initial stage).

Thus, in an ideal relativistic force-free plasma the X-point undergoes a finite time col-
lapse. At the same time, particles are squeezed by the electromagnetic drift towards the
neutral layer. The assumption of the force-free plasma will be broken down when the inflow
velocity would become of the order of the Alfvén velocity. Then, the maximum electric field
is E ∼ βAB0 which is of the order of B0, magnetic field in the bulk, for σ ≥ 1. The collapse
occurs faster for small axial field Bz ≤ B0.

3.3 Stationary Relativistic Reconnection

Magnetic reconnection is widely recognized as a very important phenomenon in many lab-
oratory and astrophysical plasmas (Biskamp 2000, Priest and Forbes 2000). It has been
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studied very extensively over the last 40 years, and a significant progress has been made.
However, historically, the main applications of the reconnection theory were confined to So-
lar physics, Earth’s magnetosphere and the fusion projects. In all these cases, the magnetic
energy density is much smaller than the particle rest mass-energy density, and the character-
istic speeds are much less than the speed of light. Therefore it is not surprising that most of
the progress has been made in the non-relativistic regime.

The analytical studies of dissipative effects in resistive magnetically dominated plasmas,
though limited in their generality, provide an important first step towards the full under-
standing of the plasma dynamics under these extreme conditions and will serve as a guide
for numerical investigations.

The first step is the generalization of non-relativistic models to the new regime Lyutikov
and Uzdensky (2003), Lovelace et al. (2005) According to Lyutikov and Uzdensky (2003),
the relativistic theory of the simplest model of magnetic reconnection—the Sweet–Parker
model—involves two very large parameters: the Lundquist number, Lu, and the magneti-
zation parameter σ . The simplest Sweet–Parker model of relativistic reconnection cannot
be built self-consistently. The reason is that the convention non-relativistic model operates
only with conservation laws, and not with the dynamical structure. In the relativistic case the
conservation of energy then predicts acceleration to high Lorentz factors (Lyutikov and Uz-
densky 2003), but this would lead to large pressure drop and would violate a force-balance
across the current sheet (Lovelace et al. 2005).

Overall properties of stationary relativistic reconnection (like inflow and outflow veloci-
ties, Sweet-Parker versus Petschek models) remains an open question (for a recently review
see Hoshino and Lyubarsky 2012). The shift in our understanding of non-relativistic recon-
nection layers, in particular as we discuss in more detail later, the importance of turbulence
(Lazarian and Vishniac 1999) that is present in most astrophysical systems due to numerous
instabilities that prey on high Reynolds number velocity fluids.

Interestingly enough, reconnection itself creates turbulence, which can be the cause of
“reconnection instability” described in Lazarian and Vishniac (1999, 2009), which develops
when the initial level of turbulence in the system is low or even the magnetic fields are
originally laminar. As the outflow gets turbulent, the level of turbulence in the system and
the reconnection rate increases inducing the positive feedback. This process may result in
bursty reconnection of the time seen in solar flares, where the initial state of turbulence is
low. This process can be also a driver of other dramatic energy bursts, e.g. gamma ray bursts
(Lazarian et al. 2003, Zhang and Yan 2011; Lazarian and Yan 2012).

It is important that the initially laminar reconnection layer is subject to the tearing mode
instability1 (Loureiro et al. 2007), which both drive reconnection and ensure the turbulent
state of the 3D reconnection layer (see Karimabadi 2013; Lazarian and Karimabadi 2013;
Beresnyak 2013). All this puts in doubt many stationary and laminar reconnection models.
Indeed, as described above, in astrophysics the relativistic reconnection is invoked for highly
non-stationary processes and a laminar state of astrophysical fluid is more of an exception
rather than a rule. Thus, one might expect that in the relativistic regime the current sheet is
being fragmented and broadened by turbulence or/and subject to tearing.

3.3.1 Reconnection in the Presence of Turbulence

Properties of fluids are know to be strongly affected by turbulence. For instance, diffusion in
turbulent fluids does not depend on molecular diffusivity. Thus, it is important to understand

1The estimates of the tearing mode in highly relativistic plasmas (see Sect. 3.1) indicate that the mode growth
rate (surprisingly) follows the non-relativistic scaling.
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Fig. 5 Upper plot: Sweet-Parker model of reconnection. The outflow is limited by a thin slot Δ, which is
determined by Ohmic diffusivity. The other scale is an astrophysical scale Lx �Δ. Middle plot: Reconnec-
tion of weakly stochastic magnetic field according to LV99. The Goldreich-Sridhar (1995) model of MHD
turbulence is used to account for the stochasticity of magnetic field lines. The outflow in the LV99 theory
is limited by the diffusion of magnetic field lines, which depends on field line stochasticity. Lower plot: An
individual small-scale reconnection region. The reconnection over small patches of magnetic field determines
the local reconnection rate. The global reconnection rate is substantially larger as many independent patches
come together. From Lazarian et al. (2004)

what can be the role of turbulence for the diffusion of magnetic field and reconnection that
this transport can entail within relativistic plasmas. Below we provide arguments suggesting
that turbulence can make magnetic reconnection fast.

In terms of non-relativistic fluids, the predictive model of turbulent reconnection was pre-
sented in Lazarian and Vishniac (1999) [henceforth LV99]. LV99 considered reconnection
in the presence of sub-Alfvénic turbulence in magnetized plasmas. They identified stochas-
tic wandering of magnetic field-lines as the most critical property of MHD turbulence which
permits fast reconnection. As illustrated in Fig. 5, this line-wandering widens the outflow
region and alleviates the controlling constraint of mass conservation.2

One can argue that the LV99 model that was shown to make reconnection fast carries over
to relativistic fluids the same way as other, e.g. Sweet-Parker model does. In fact, it is clear
from Fig. 5 that LV99 generalizes the Sweet-Parker model for the case of turbulent magnetic
fields. The limitation that makes the Sweet-Parker reconnection slow both in relativistic and
non-relativistic cases stems from the fact that the thickness of the outflow region is limited

2The LV99 model is radically different from its predecessors which also appealed to the effects of turbu-
lence. For instance, unlike Speiser (1970) and Jacobson and Moses (1984) the model does not appeal to
changes of microscopic properties of plasma. The nearest progenitor to LV99 was the work of Matthaeus and
Lamkin (1985, 1986), who studied the problem numerically in 2D MHD and who suggested that magnetic
reconnection may be fast due to a number of turbulence effects, e.g. multiple X points and turbulent EMF.
However, these papers did not address the important role of magnetic field-line wandering, and did not obtain
a quantitative prediction for the reconnection rate, as did LV99.
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by effects related to plasma conductivity. These effects are related to microscopic scales and
make Δ	 L for the case of laminar fluids. In the case of LV99 reconnection the outflow is
determined by macroscopic field wandering and therefore theΔ can get comparable with L.
As the mass conservation dictates that the reconnection velocity is

Vrec ≈ VAΔ/L (12)

LV99 reconnection gets fast and it depends only on the intensity and injection scale of tur-
bulence. In the relativistic limit VA approaches the velocity of light and therefore one can
expect Eq. (12) to hold with the change of VA to c. At the same time, the exact scaling
of Δ depends on the properties of relativistic turbulence. In any case, Δ if it determined
by turbulence does not depend on microscopic plasma resistivity and therefore the recon-
nection should be fast3 even if the scaling of turbulence in relativistic case differs from
non-relativistic one.

On the basis of the recent studies of relativistic turbulence one may argue that LV99
model may be even directly applicable to the relativistic case. Indeed, the existing studies
of the scaling and anisotropies of MHD turbulence (Cho 2005 and Cho and Lazarian 2012)
testify that the relation between the parallel and perpendicular scales of eddies as well as the
spectrum of turbulence are the same for relativistic and non-relativistic turbulence. As Δ in
LV99 theory is determined by those properties of turbulence one can argue that the LV99
expressions for the reconnection rates can be directly relevant to relativistic reconnection.4

This can be used at least as an educated guess for the discussion that we present further.
Irrespectively of the exact correspondence of the properties of relativistic and non-

relativistic MHD turbulence one can argue that in the presence of turbulence Δ should
increase and therefore the rate of magnetic reconnection should grow. This provides a pre-
diction of flares of reconnection, explaining bursty energy release that is observed in solar
flares as well as in many high energy phenomena, as it discussed in LV99. Indeed, if mag-
netic fluxes in contact are initially laminar or very weakly turbulent, Δ and therefore the
reconnection rate may be slow initially. However this situation is unstable in the sense that
if the outflow of plasma from the reconnection region gets turbulent, this will increase the
turbulence of the ambient magnetic field and increase Δ. With larger Δ the outflow has
larger Reynolds number and thus will get more turbulent. This results in “reconnection in-
stability” (see more in Lazarian and Vishniac 2009). Similarly, one can argue that another
process predicted in LV99 and reported in the observations by Sych et al. (2009), i.e. the ini-
tiation of reconnection by magnetic reconnection in adjacent regions should also be present
in the relativistic case.

3.3.2 Acceleration at Relativistic Reconnection

Studies of the First order Fermi acceleration has been performed so far for non-relativistic
reconnection (see de Gouveia dal Pino and Lazarian 2005; Lazarian 2005; Lazarian and
Opher 2009; Drake et al. 2006, 2010; Lazarian and Desiati 2010; Lazarian et al. 2011, Kowal
et al. 2012). We briefly summarize those below. The first order acceleration of particles
entrained on the contracting magnetic loop can be understood from the Liouville theorem.

3Magnetic reconnection is universally defined as fast when it does not depend on resistivity.
4One may question the application of the field wondering concept to relativistic case. However, LV99 ex-
pression for Δ (and therefore also reconnection rates) was re-derived in ELV11 without appealing to this
concept.
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Fig. 6 Cosmic rays spiral about
a reconnected magnetic field line
and bounce back at points A
and B. The reconnected regions
move towards each other with the
reconnection velocity VR . From
Lazarian (2005)

In the process of the magnetic tubes contraction a regular increase of the particle’s energies
is expected. The requirement for the process to proceed efficiently is to keep the accelerated
particles within the contracting magnetic loop. This introduces limitations on the particle
diffusivity perpendicular to the magnetic field direction. The subtlety of the point above
is related to the fact that while in the first-order Fermi acceleration in shocks magnetic
compression is important, the acceleration via the LV99 reconnection process is applicable
even to incompressible fluids. Thus, unlike shocks, it is not the entire volume that shrinks
for the acceleration, but only the volume of the magnetic flux tube. Thus high perpendicular
diffusion of particles may decouple them from the magnetic field. Indeed, it is easy to see
that while the particles within a magnetic flux rope depicted in Fig. 6 bounce back and
forth between the converging mirrors and get accelerated, if these particles leave the flux
rope fast, they may start bouncing between the magnetic fields of different flux ropes which
may sometimes decrease their energy. Thus it is important that the particle diffusion both
in the parallel and perpendicular directions to the magnetic field stay different. The particle
anisotropy which arises from particles preferentially getting acceleration in terms of the
parallel momentum may also be important.

Similarly, the first order Fermi acceleration can happen in terms of the perpendicular
momentum. This is illustrated in Fig. 7. There the particle with a large Larmour radius is
bouncing back and forth between converging mirrors of reconnecting magnetic field sys-
tematically getting an increase of the perpendicular component of its momentum. Both pro-
cesses take place in reconnection layers.

3.4 Force-Free Turbulent Cascade

One of the most efficient ways of magnetic dissipation is through the turbulent cascade
where the energy is transported from the large input scales to the small dissipation scales
(Zakharov et al. 1992). The non-relativistic theory of turbulent cascade in magnetized
plasma is in the stage of active development, both theoretical (Iroshnikov 1963; Kraichnan
1965; Montgomery and Turner 1981; Shebalin et al. 1983; Sridhar and Goldreich 1994;
Goldreich and Sridhar 1997; Ng and Bhattacharjee 1996; Lazarian and Vishniac 1999;
Galtier et al. 2000) and numerical (Maron and Goldreich 2001; Cho et al. 2002; Cho and
Lazarian 2002, 2003; Kowal and Lazarian 2010). The consensus that is emerging from these
studies is that in the non-relativistic case the Alfvén wave cascade is well decoupled from
the fast and slow modes due to the fact that Alfvén waves are incompressible (slow mode
follows Alfvén waves). Unlike the hydrodynamic turbulence, the Alfvén wave cascade is
anisotropic with energy cascading mostly perpendicularly to the magnetic field.
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Fig. 7 Particles with a large Larmor radius gyrate about the magnetic field shared by two reconnecting fluxes
(the latter is frequently referred to as “guide field”. As the particle interacts with converging magnetized flow
corresponding to the reconnecting components of magnetic field, the particle gets energy gain during every
gyration. From Lazarian et al. (2012)

What is the structure of cascade in strongly magnetized plasma? First, we expect that like
the traditional hydromagnetic turbulence the electromagnetic turbulence is local in phase
space, so that the most important interaction is between waves with similar wave lengths.
This is because the longer wavelength perturbations can be excluded via the relevant Lorentz
transformation.

Previously, its properties have been addressed in Thompson and Blaes (1998), Troischt
and Thompson (2004). Thompson and Blaes (1998) assumed that the relativistic Alfvén
turbulence is similar to the non-relativistic one thus the energy cascade remains anisotropic.
However, this is unlikely to true for the electromagnetic turbulence where the fast waves play
as an important role as the Alfvén waves. Indeed, there exists strong three-wave coupling
between the non-zero frequency Alfvén waves and fast waves: A+ F → A, A+ F → F

and A + A→ F . In the non-relativistic case, the three wave coupling between non-zero
frequency Alfvén waves and fast waves does not exist because the resonance condition can-
not be satisfied, and the coupling between three fast waves does not exists because of the
vanishing coupling coefficient.

The three wave interaction coefficients are complicated, with different dependences on
the angles of interacting waves. Generically, the coupling of Alfvén and fast waves is strong,
so that the two cascades are well coupled. Two important questions need to be answered:
what are the angular dependence of the cascades and what are the wave number depen-
dence. It is feasible that both cascades are anisotropic in such a way that the stationary
kinetic equation for both Alfvén and fast waves are satisfied. We consider this unlikely. Al-
ternative possibility, which we favor, is that the interaction of two cascades may isotropise
them.
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4 Step Toward Relativistic Turbulence: Vortical Flows of Relativistic Fluid

Dynamics of relativistic plasma is a basic problem in fluid mechanics that has a wide range
of applications from the physics of early Universe to heavy nuclei collisions to astrophysics.
In cosmological applications, the post-inflation stage of reheating, that lead to matter cre-
ation, is dominated by relativistic turbulence (Micha and Tkachev 2003). In nuclear physics,
the head-on collision of two highly relativistic nuclei creates a relativistically hot quark–
gluon plasma that (Rischke et al. 1995). On a very different scale, a wide variety of as-
trophysical objects like jets from Active Galactic Nuclei (Begelman et al. 1984), Gamma
Ray Bursts (Lyutikov and Ouyed 2006b) pulsar winds Kennel and Coroniti (1984) contain
relativistic plasma.

Both, the quark–gluon plasma of nuclear collisions and astrophysical plasma are nearly
ideal, with very small viscose contribution. Nearly ideal fluids are subject to the develop-
ment of turbulence Landau and Lifshitz (1959). In the astrophysical set-up the relativistic
turbulence may result in a dynamo action, that may be essential for the production of the
high energy emission (Zhang et al. 2009). In addition, in case of relativistic supersonic flows
the turbulence is necessarily for acceleration of cosmic rays at shocks Blandford and Eichler
(1987).

Despite these important applications, the theory of relativistic turbulence is not de-
veloped, with only a few works addressing its statistical and dynamics properties (e.g.
Dettmann and Frankel 1996; Goodman and MacFadyen 2008). Since the relativistic turbu-
lence is generically compressive, we expect (following the analogy with the non-relativistic
compressive turbulence) that the turbulence can be represented as a collection of interact-
ing vortical and compressible modes. The compressible modes in the relativistic plasma are
well known (e.g. Landau and Lifshitz 1959). On the other hand, the vortical modes in the
relativistic fluid has not been considered so far.

One of the key features of relativistic vortices is that the flow compressibility must be
taken into account. This make a majority of work on vortices, which often use a non-
compressible approximation, (Landau and Lifshitz 1959; Lamb 1975), not applicable to
relativistic vortices. On the other hand, relativistic vortices resemble in many ways the vor-
tices in the compressible fluids (Green 1995). The centrifugal forces “pull away” gas from
the axis and can lead to the development of a cavitated core.

First we consider a structure of simple rectilinear relativistic vortex. A simple rectilinear
vortex with zero distributed vorticity has the following four-velocity structure, Fig. 8:

uφ = 1√
(r/r0)2 − 1

(13)

For polytropic equation of state (EoS) with index Γ the density becomes zero at

ri = 1+ Γ κ∞√
Γ κ∞(2+ Γ κ∞)

Γz

2πw̃∞
(14)

where κ∞ and w̃∞ are vorticity and proper enthalpy measured at infinity. Thus, a simple
relativistic vortex is cavitated—it has an empty vacuum core.

Vortical flows must have cores with special properties that are different from the bulk
flow. The structure of the core of the both relativistic and non-relativistic vortices depends
both on the parameters of the system and the history how a vortex has been created. For-
mally, for realistic isentropic EoS the rectilinear relativistic vortex develops a cavitated core.
The development of the cavitated core occurs in the non-relativistic compressible fluid as
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Fig. 8 Structure of relativistic vortex: proper density and Lorentz factor. One clearly sees a cavitated core.
The inside of the vortex had to be filled with dynamically unimportant low density gas since the scheme does
not allow full cavitation

well. For a typical laboratory fluid vortex with highly subsonic flow M 	 1 and not ex-
ceptionally high Reynolds numbers Re, the viscose core forms on time of the order of the
dynamical time. On the other hand, in astrophysics we expect M ∼ 1, while the Reynolds
number Re is huge. Thus, in astrophysical conditions the formation time of a viscose core is
very long, so that, generically, an isolated rectilinear astrophysical vortex will be cavitated.

5 The Subtle Role of Global Electric Fields

Astrophysical plasmas, typically, do not tolerate large scale electric fields: charge non-
neutrality in highly conducting medium is quickly suppressed by drawing-in of the opposite
charges. As a result, the dynamical role of large-scale electric fields in the overall dynam-
ics and particle acceleration is often under-appreciated. Magnetic fields, on the other hand,
may both suppress charge neutralization and can themselves give rise to global inductive
electric fields. Below we discuss two cases where global inductive electric fields and charge
non-neutral plasma may be important in otherwise conventional plasmas.

5.1 Inductive Acceleration of UHERCs

Relativistic outflows carrying large scale magnetic fields have large inductive potential and
may accelerate protons to ultra high energies. Lyutikov and Ouyed (2007) discussed a
scheme of Ultra-High Energy Cosmic Ray (UHECR) acceleration due to drifts in mag-
netized, cylindrically collimated, sheared jets of powerful active galaxies.

Lyutikov and Ouyed (2007) model of UHECR acceleration relies on the observation
that in a transversely sheared flow one sign of charges is located at a maximum of electric
potential, as we describe in this section. Consider sheared flow carrying magnetic field. At
each point there is electric field E=−v× B/c, so that the electric potential is determined
by

ΔΦ = 1

c
∇ · (v×B)= 1

c

(
B · (∇ × v)− v · (∇ ×B)

)
(15)
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If system is stationary and current-free, (in a local rest frame, the second term in Eq. (15)
vanishes at the position of a particle and is generally sub-dominant to the first term in the
near vicinity) then ∇ ×B= 0 and we find

ΔΦ = 1

c
(B · ∇ × v) (16)

We have arrived at an important result: depending on the sign of the quantity (B · ∇ × v)
(which is a scalar) charges of one sign are near potential minimum, while those with the op-
posite sign are near potential maximum. Since electric field is perpendicular both to velocity
and magnetic field, locally, the electric potential is a function of only one coordinate along
this direction. For (B · ∇ × v) < 0 ions are near potential maximum. A positively charged
particle carried by such a plasma is in an unstable equilibrium if B ·∇×v< 0, so that kinetic
drift along the velocity shear would lead to fast, regular energy gain.

The procedure outlined above to calculate electric potential is beyond the limits of ap-
plicability of non-relativistic MHD, which assumes quasi-neutrality and thus neglects the
dynamical effects associated with the potential (16). Thus, even in the low frequency regime
with non-relativistic velocities, a conventional realm of MHD theory, one should use at least
two fluid approach and also must retain both charge density as well as displacement current
in Maxwell equations.

Under ideal fluid approximation particles cannot move across magnetic field lines, so
that they cannot “sample” the electric potential (16). On the other hand, kinetic effects, like
drift motions, may lead to regular radial displacement along the shear and thus along electric
field. In this case one sign of charge will be gaining energy, while another sign will be losing
energy. This is independent on whether the drift is along the shear or counter to the shear
direction and thus is independent on the sign of the magnetic field gradient that induces the
shear.

When the Larmor radius becomes comparable to shear scale the particle motion becomes
unstable even for homogeneous flow. Particle trajectories can be found in quadratures in the
general case Lyutikov and Ouyed (2007). In the non-relativistic limit equations of motion
can be integrated exactly,

y = rL cosZωB
√

1+ ζ/ZωBt, z=− rL√
1+ ζ/ZωB sinZωB

√
1+ ζ/ωBt (17)

where ζ = V ′. This clearly shows that for strong negative shear, ζ <−ωB , particle trajectory
is unstable and its energy growth exponentially. For positive shear, ζ > 0, particle motion is
stable.

5.2 Relativistic Effects at Cosmic Ray-modified Perpendicular Shocks

Acceleration of cosmic rays is one of the main problems of high energy astrophysics. Shock
acceleration is the leading model (Blandford and Eichler 1987). Particle acceleration at
quasi-parallel shocks (when the magnetic field in the upstream medium is nearly aligned
with the shock normal) and quasi-perpendicular shocks (when the magnetic field in the up-
stream medium is nearly orthogonal to the shock normal) proceeds substantially differently.
Most astrophysical shocks are quasi-perpendicular, yet theoretically acceleration at this type
of shocks is less understood than in the case of quasi-parallel shocks. It is recognized that the
feedback of accelerated cosmic rays may considerably modify the parallel shock structure
(Axford et al. 1982).
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Fig. 9 Plasma flows in the frame of the shock. Far upstream, the incoming plasma moves with velocity
vs , magnetic field is along x direction and inductive electric field along −y direction. At the shock, cosmic
rays are accelerated and diffuse ahead of the shock a typical distance L, creating an electric field along
the shock normal. Electric drift of cosmic rays in this induced electric field and the initial magnetic field
produces z-dependent electric drift vE in y direction. Acceleration of plasma in y direction in turn produces
polarization drift of ions in z direction

Kinetic diffusion of cosmic rays ahead of perpendicular shocks induces large scale charge
non-neutrality, which is typically neglected in the non-relativistic fluid approach. Cosmic
rays diffusing ahead of the shock offset the charge balance in the incoming plasma, which
becomes non-neutral, with electric field directed along the shock normal. The incoming
upstream plasma will partially compensate this charge density by a combination of electric
and polarization drifts. This creates a current along the shock normal, perpendicular to the
magnetic field, see Fig. 9. Current-driven instabilities, in particular of the modified Buneman
type, generate plasma turbulence with wave vectors preferentially perpendicular to the initial
magnetic field, generating the field line wandering required for acceleration of cosmic rays
in the first place. Thus, similar to parallel shocks, assumption of turbulence and cosmic ray
acceleration leads to turbulence generation by cosmic rays themselves (Lyutikov and Ouyed
2010b).
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Abstract We discuss the degree to which radio propagation measurements diagnose con-
ditions in the ionized gas of the interstellar medium (ISM). The “signal generators” of the
radio waves of interest are extragalactic radio sources (quasars and radio galaxies), as well
as Galactic sources, primarily pulsars. The polarized synchrotron radiation of the Galactic
non-thermal radiation also serves to probe the ISM, including space between the emitting
regions and the solar system. Radio propagation measurements provide unique information
on turbulence in the ISM as well as the mean plasma properties such as density and magnetic
field strength. Radio propagation observations can provide input to the major contemporary
questions on the nature of ISM turbulence, such as its dissipation mechanisms and the pro-
cesses responsible for generating the turbulence on large spatial scales. Measurements of the
large scale Galactic magnetic field via Faraday rotation provide unique observational input
to theories of the generation of the Galactic field.

Keywords Interstellar matter-Milky Way · Plasmas-astrophysical · Turbulence-space
plasma

1 Introduction

The purpose of this article is to discuss how radio propagation measurements provide di-
agnostics of the interstellar medium (ISM). By radio propagation measurements, we mean
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those in which a radio astronomical observable (such as the interferometric visibility, or the
polarization position angle) has been modified by a medium between the source of the radio
waves and the radio telescope. In this paper, we will be interested in plasma media. These
measurements provide rather direct information on the ionized gas density (strictly speaking,
the electron density), the interstellar magnetic field, and (sometimes) indirect information on
flow velocities in the interstellar medium.

In addition to information on the mean plasma properties of the interstellar medium such
as 〈ne〉 and 〈B〉, these propagation observations yield information on turbulent fluctuations
in the interstellar plasma. In fact, it can be argued that the information on interstellar plasma
turbulence is the most unique contribution of this type of observation to studies of the ISM.

This paper is intended, in part, to serve a tutorial and review function. However, there
have been numerous reviews in the past on the probing of the interstellar medium by radio
propagation measurements, and the implications of those measurements for the astrophysics
of the ISM (see, in particular, Uscinski 1977; Rickett 1977, 1990). There is no point in
repeating the material already published in those papers. In the present article, we will make
detailed reference to those papers to make a number of important points. At the same time,
we will stress remaining, open questions about the interstellar plasma and its turbulence.
In some cases, those questions have been actively discussed for many years. We will also
clearly point out and discuss those topics in which radio propagation measurements provide
crucial data for some of the issues of greatest importance in contemporary astrophysics.

An underlying theme of this paper will be the conceptual unity of plasma processes
that occur in the interstellar medium, the solar corona, the interplanetary medium, and fi-
nally, experiments in plasma physics laboratories. In the last decade or two, plasma physics
laboratory experiments have succeeded in illuminating processes which also occur in astro-
physical plasmas. These experiments deal with processes which are at the basis of plasma
astrophysics. A partial list of the experiments which are contributing a new dimension to
plasma astrophysics are measurement of Faraday rotation in laboratory plasmas, and its
use in diagnosing the basic properties and processes in those plasmas (Brower et al. 2002;
Ding et al. 2003), observation of the nonlinear interaction of Alfvén waves (Carter et al.
2006), and a number of experimental efforts to investigate the nature of magnetic field re-
connection, a core process in astrophysics (e.g. Brown et al. 1989; Zweibel and Yamada
2009; Yamada et al. 2010). The unity of plasma physics and plasma astrophysics is exem-
plified by the interesting fact that the same radio propagation techniques, with the same
radio telescopes, are, or can be, used to study the plasma physics of the interstellar medium,
the corona, and the solar wind.

1.1 The Fundamentals: (1) Phases of the ISM

As has been noted for decades, the interstellar medium exists in a number of “phases” of
different temperature, density, and ionization state. These different properties mean that fun-
damental plasma parameters such as the ion gyroradius, ion cyclotron frequency, plasma β ,
and Debye length differ from one phase to another. The different phases and their plasma
parameters were discussed in Spangler (2001). Since this paper will discuss a number of
parts of the ISM, we list in Table 1 the phases of the interstellar medium, together with their
physical properties. Column 1 gives the astronomical name for the phase, column 2 gives
the number density, and column 3 the temperature. Column 4 gives the plasma β (discussion
below), and column 5 gives the volume filling factor of each phase. The numbers in this last
column are taken directly from Table 1.1 of Tielens (2005), with the exception of the value
for the Very Local Interstellar Medium (VLISM), which is taken from Frisch et al. (2011).
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Table 1 Main phases of the interstellar medium

Astronomical name Density (cm−3) Temperature (K) β Filling factor

Molecular Cloud 200−≥105 ≤100 9× 10−8 0.050 %

Cold Neutral Medium (CNM) 10–100 ∼100 . . . 1 %

HII regions 5–10 8000 15–30 3× 10−3 %

Warm Neutral Medium (WNM) 0.1–0.5 8000 . . . 30 %

Warm Ionized Medium (WIM) 0.1–0.5 8000 0.29 25 %

Very Local Medium (VLISM) 0.11 6700 0.27 6–19 %

Coronal (HIM) 5× 10−3 106 1.8 50 %

The physical parameters listed in Table 1 represent averages over large volumes, and in
some cases are quite uncertain. The main point of this table is to illustrate the great variety
of physical conditions in the ISM. One of the best diagnosed phases in Table 1 is that of the
VLISM, consisting of a group of clouds within about 15 parsecs of the Sun. Their properties
are known well from high resolution spectroscopy as well as studies of the interaction of
the heliosphere with these clouds. A discussion of the properties of the VLISM, as well as
the means for deducing these characteristics, is given in Frisch et al. (2011) and Redfield
(2009).

The plasma β is an important parameter in specifying the nature of any plasma. It is
usually defined as Krall and Trivelpiece (1973)

β ≡ p

B2/8π
(1)

where p is the gas pressure and B is the magnitude of the magnetic field. An alternative,
and sometimes more meaningful definition is in terms of two fundamental wave speeds in a
plasma, the ion acoustic speed cs and the Alfvén speed VA (Spangler et al. 1997)

β ≡ c2
s

V 2
A

(2)

where cs =
√
γ kB(Te+Ti )

mi
(Nicholson 1983) and VA = B√

4πρ
. In the above definitions, γ is

the ratio of specific heats (taken to be 5/3 for the calculations below), kB is Boltzmann’s
constant, Te and Ti are the electron and ion temperatures, respectively, mi is the mass of the
ion which constitutes the gas (taken here to be hydrogen), and ρ is the mass density in the
plasma. The two definitions of β in Eqs. (1) and (2) are nearly identical, differing only by a
factor of γ , so they are the same for an isothermal equation of state.

The reason for defining β in terms of wave speeds rather than pressures is that the def-
inition of Eq. (2) better suits the problem at hand, which is an understanding of turbulence
in the plasmas of the interstellar medium. The ratio of wave speeds in Eq. (2) is critical
in determining wave damping and instability properties, as well as other wave characteris-
tics such as compressibility. To the extent that turbulence in astrophysical medium may be
modeled in terms of wave properties, this definition of β is more appropriate.

We employ a number of simplifications in calculating cs , VA, and β . We assume Te = Ti .
Although this is not the case in the solar corona and solar wind, it is known to be the case
for the Warm Ionized Medium (WIM, Haffner et al. 2009), and is probably the case in the
clouds of the VLISM (Spangler et al. 2011b). We also assume a pure hydrogen plasma,
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with the important exception of the molecular clouds (see below). This choice avoids the
sometimes complicated question of the degree of ionization of helium. Finally, a value of
B = 4× 10−6 G is chosen, with the exception of the molecular clouds.

An important restriction in our calculations is that β is calculated for the “ionized fluid”,
i.e. the gas that consists of electrons and ions. This restriction is not meaningful for fully-
ionized media like the solar corona and the WIM, but is an important point for partially-
ionized media like the VLISM and molecular clouds. This distinction most directly affects
the Alfvén speed via the choice of ρ. In Table 1 we choose ρ to be the mass density of the
ionized fluid, not the total density that includes the neutral gas. Our choice is justified for
plasma waves and fluctuations with size scales much smaller than the ion-neutral collisional
scale. For much larger scales corresponding to outer scales of turbulence in partially-ionized
plasmas, neutral gas participates in the dynamics of the ionized fluid. The effective Alfvén
speed is then lower, and the plasma β higher.

We have omitted values of β for the Warm Neutral Medium (WNM) and Cold Neutral
Medium (CNM). At an excessively superficial level, one might think that the plasma β is
not a meaningful parameter for these neutral gases. In reality, these phases will be ionized at
some level. In fact, an interesting recent contribution to the discussion of phases of the ISM
has been the advocacy of Heiles for a “fifth phase”, which is partially ionized (Heiles 2011).
It seems likely that the “fifth phase” of Heiles is the same as the WNM, with perhaps an
elevated degree of ionization due to the proximity to an HII region. However, at the present
time, the nature and characteristics of this partially ionized medium are not sufficiently spec-
ified to add to Table 1.

Given the comments in the previous paragraph, it might seem odd to include a full set
of entries for the molecular cloud phase, which contains cold, predominantly neutral, and
molecular as opposed to atomic gas. At the outset, it must be recognized that there is an
enormous range of gas properties within the category of molecular clouds, from diffuse
molecular gas, to dense cores, to protostars. All derived parameters such as cs , VA, β , and
filling factor also have an enormous range. For this reason, we have chosen one restricted
but well-discussed case in considering the plasma β .

At a very basic level, it is obvious that molecular cloud gas is partially ionized because
one of the most important observational diagnostics is line radiation from molecular ions
such as HCO+, H+3 , and N2H+. In an insufficiently appreciated paper, Smith (1992) uses
data from millimeter wavelength observations of dense clouds to determine properties such
as electron density and temperature, and then proceeds to show that these properties satisfy
the classic criteria for the plasma state, such as a large number of electrons per Debye sphere.
In Table 1, our value of β for molecular clouds is calculated for the parameters in Smith
(1992).

An important result from Table 1 is the wide range of β in the different phases of the
ISM. It is one of the reasons why the nature of turbulence in these different media may
differ as well. The extremely low value in molecular clouds warrants immediate comment.
The value for β is so low because, relative to other ISM plasmas, molecular clouds have very
low temperatures, high magnetic field strength (for those clouds with H2 densities greater
than about 200 cm−3 (Crutcher et al. 2010)), and low ion densities due to low ionization
fractions. The value for β here suggests that small scale turbulent fluctuations or plasma
waves that do exist in the ionized fluid of molecular clouds will have the properties of waves
in low or zero β plasmas. However, for turbulent fluctuations and waves on much larger
scales that involve motion of the neutral fluid as well, both the Alfvén speed and β will be
much lower.

Of the media listed in Table 1, the Warm Ionized Medium (WIM) is perhaps the one
of greatest interest in plasma astrophysics. This situation is due to the substantial body of
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observational data on this medium; it is probably the best-diagnosed astrophysical plasma
beyond the solar wind. A major contribution to our understanding of the properties of the
WIM has been the long term program of observing the medium with imaging Fabry-Perot in-
terferometers operating in the Hα line and other important spectral lines. This program was
conceived and directed by R.J. Reynolds of the University of Wisconsin; as a consequence
the WIM is often referred to as the “Reynolds Layer”. In the past decade, these Hα observa-
tions have been greatly expanded by the Wisconsin H-Alpha Mapper (WHAM) instrument,
under the direction of L.M. Haffner. An excellent review of the scientific results emergent
from WHAM and a relevant bibliography is given in Haffner et al. (2009). Observations
complementary to those of WHAM are provided by radio propagation measurements, pri-
marily pulsar observations but also in some cases of extragalactic radio sources. Assembly
of data on radio wave scattering of pulsars and extragalactic radio sources has led to the
inference of the power spectrum of density fluctuations in the WIM (Armstrong et al. 1995).
This topic is discussed further in Sect. 1.2 below.

As has long been noted, the pressures of the less dense phases of the ISM are, very
roughly, comparable at a value of 1.0 × 10−13–1.0 × 10−12 dynes/cm2 (Ferrière 1998;
Tielens 2005). By this standard, molecular clouds and HII regions are overpressured. In
the case of molecular clouds, the gravitational potential contributes to confinement of the
gas. HII regions are overpressured, expanding entities. The other phases, Cold Neutral
Medium (CNM), Warm Neutral Medium (WNM), Warm Ionized Medium (WIM), Very
Local Interstellar Medium (VLISM) and Coronal Phase or Hot Ionized Medium (HIM)
have roughly comparable pressures and may, in fact, be in pressure equilibrium. In addi-
tion, the magnetic pressure of the interstellar medium is comparable to the aforementioned
gas pressures, with a value of �6.4 × 10−13 dynes/cm2 for BISM = 4 × 10−6 G. Finally,
the pressure corresponding to the energy density of the Galactic cosmic rays is also similar,
�1.0× 10−12 dynes/cm2, suggesting equilibration between the forms in which the ISM can
store energy. This whole situation is summarized in the textbook by Tielens (2005), where
a value of �0.5× 10−12 dynes/cm2 is quoted for the gas phases of the ISM (CNM, WNM,
WIM, and HIM), and a pressure of�1.0×10−12 dynes/cm2 is assigned to both the magnetic
and cosmic ray pressure.

The pressures and other properties of the various phases of the ISM, as well as the
pressures of the interstellar magnetic field and cosmic rays were considered in detail by
Ferrière (1998). Ferrière (1998) also estimated how these pressures change with Galacto-
centric radius and altitude above the Galactic plane. For the Galactic location of the Sun,
and in the Galactic plane, Ferrière (1998) estimates (see Fig. 3 of that paper) a pressure of
6.0×10−13 dynes/cm2 for the gas phase, and�1.0×10−12 dynes/cm2 for both the magnetic
and cosmic ray pressures.

The rough similarity between thermal gas pressure and magnetic pressure that seems to
characterize the local Galactic ISM might not be universal. Beck (2007) discusses observa-
tions and analysis of the galaxy NGC 6946, characterized by a high star formation rate, and
reports results on the variation of all pressures with galactocentric distance. Beck (2007)
finds that the magnetic pressure is considerably larger than the value quoted above for the
Milky Way, and that the ionized gas pressure is approximately an order of magnitude less
than magnetic pressure. The interstellar plasma of NGC 6946 appears to be a low-β plasma,
and the processes of energy equilibration have not progressed to completion.

The above considerations are relevant to the scope of this paper. Our view of the interstel-
lar medium considers it as a dynamic plasma. Magnetohydrodynamics (MHD) describes the
dynamics as an interaction of the gas and the magnetic field via pressure terms as discussed
above and magnetic tension forces. In addition, plasmas interact with energetic particles
such as the cosmic rays through resonant interactions with plasma turbulence.

411 Reprinted from the journal



M. Haverkorn, S.R. Spangler

Among the important, recent developments in this field has been continued progress in
specifying the strength of the interstellar magnetic field BISM , and its dependence on gas
density (Crutcher et al. 2010). A plot of magnetic field strength (largely deduced through
Zeeman effect measurements) versus gas density shows considerable scatter, and a trend
towards larger values only for densities greater than about 200 cm−3. Crutcher et al. (2010)
also infer a median magnitude of the interstellar magnetic field in the low density phases of
the ISM of 6± 1 µG, slightly higher than the value used in the calculations above. This is in
agreement with equipartition estimates of the total magnetic field strength from synchrotron
emission, and a factor of about three higher than the regular magnetic field component.
At the present, there is no observational evidence for a change in the magnitude of BISM

between different phases of the low density ISM.

1.2 The Fundamentals: (2) Radio Wave Propagation Through the ISM

This paper will concentrate on two radio propagation effects, acting on small (102–104 km)
scales and large (pc) scales, respectively. These are angular broadening of a compact or
pointlike source due to density turbulence in the interstellar medium, and Faraday rotation
of linearly polarized radio waves from a radio source embedded in the ISM, or outside the
Galaxy. We also briefly allude to other radio scintillation phenomena caused by small scale
turbulence. In the latter topic, we include the signature of ISM turbulence in gradients of the
polarization vector of synchrotron radiation.

1.2.1 Angular Broadening of Compact Sources

The basic physics content of radio wave propagation through the ISM is to be found in
the expression for the refractive index of radio waves in a plasma. This is discussed in the
proceedings of previous meetings of the International Space Science Institute, i.e. Spangler
(2001, 2009). As discussed there, the refractive index depends on the plasma density and
magnetic field. For radio wave propagation in the ISM, the magnetic field dependence is
determined by the component of the magnetic field in the direction of wave propagation.
The modification of the radio refractive index by the magnetic field is much smaller than the
modification due to the plasma density. This is responsible for the well-known feature that
radio propagation measurements primarily diagnose the plasma density of the ISM, with
only a higher order contribution due to the Galactic magnetic field.

Turbulent fluctuations in the plasma density and magnetic field cause stochastic spatial
and temporal fluctuations in the refractive index in the ISM. As a result, propagation through
such a medium induces all manner of fluctuations in the received radio wave field (Uscinski
1977). The theory of how fluctuations in the refractive index generate corresponding fluc-
tuations in properties of the wave electric field (various n-point correlations of the electric
field) is generally attributed to Tatarski (1961). An excellent illustration of the effects of
wave propagation through a random medium is given by dynamic spectra of pulsars, an ex-
ample of which is shown in Fig. 1.1 The spectrum of a pulsar is a measured as a function of
time, and the set of spectra combined as shown in Fig. 1. In the absence of the turbulent in-
terstellar medium, the flux density of the pulsar would be constant over the frequency range
shown. The gray scale indicates the brightness of the pulsar, with dark shaded regions being
bright. The variation in brightness is due to scattered radio waves alternatively construc-
tively and destructively interfering at different frequencies and times. A discussion of pulsar

1We thank James Cordes of Cornell University for providing this graph.
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Fig. 1 A dynamic spectrum of
the pulsar PSR1133+16. Wave
propagation through the
stochastic interstellar medium
produces constructive and
destructive interference at
different spatial locations (here
portrayed as time) and
frequencies. Observations and
figure provided by James Cordes,
Cornell University

dynamic spectra and the information they contain is given in Cordes (1986). The specific
observations shown in Fig. 1 are discussed in Lazio et al. (2004).

A major goal of the theory of wave propagation in a random medium is to relate, via
an integral transform, the radio astronomical measurement as a function of the independent
variable, to the density power spectral density as a function of wavenumber. Examples of
major contributions to this literature are Uscinski (1977), Lee and Jokipii (1975), and Rick-
ett (1977, 1990). An illustration of the various types of observable stochastic propagation
phenomena is given in Fig. 1 of Spangler (2009).

1.2.2 Depolarization and Faraday Rotation of Synchrotron Radiation

Interstellar radio propagation measurements also provide information on the basic plasma
state of the ISM, such as the plasma density, the vector magnetic field, as well as how these
fields vary with position in the Galaxy.

Since variations in the magnetic field vector along the line of sight and/or within the
angular size of a telescope beam will partially depolarize linearly polarized synchrotron
emission, the observed degree of polarization traces the ratio of large-scale (regular) mag-
netic field strength to total magnetic field strength (Beck 2001). However, due to small-scale
variations in this ratio caused by local structure (supernova remnants, variable turbulence
parameters), this method is mostly utilized on kpc-scales in external galaxies.

Parsec-size scales in the magnetized ISM are typically probed using Faraday rotation.
The Faraday rotation measure RM is directly proportional to the path integral along the
line of sight (los) of the electron density ne and line-of-sight component of the magnetic
field B‖: (

RM

rad m−2

)
= 0.81

∫
los

(
ne

cm−3

)(
B‖
μG

)(
dl

pc

)
(3)

Measurements of RM therefore provide nearly unique information on the magnetic
field in the tenuous, ionized component of the ISM. Equation (3) illustrates the fact
that the measured RM is sensitive to the distribution of ne and B‖ along the line of
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Fig. 2 Highly variable Faraday Rotation Measures in the Galactic plane in Cygnus, in the vicinity of the
Cygnus OB1 star formation region. The sizes of the plotted circles are proportional to the magnitude of
RM, specifically proportional to the logarithm of the absolute magnitude of RM. Filled circles correspond to
positive RM, open circles are negative RM. The largest value of (absolute magnitude) of RM is 732 rad/m2,
and the smallest is 7.5 rad/m2. The gray scale represents the intensity of Hα emission in this region; the
Hα data may show the upper half of the plasma shell associated with the Cygnus OB1 association. Further
discussion of these data is given in Whiting et al. (2009). Figure taken from Whiting et al. (2009), reproduced
by permission of the American Astronomical Society

sight. If B rotates through a large angle such that B‖ changes substantially or even re-
verses sign along the line of sight, the value of B inferred by the RM is much less
than the true value that would be measured in-situ. This will also be the case if ne
and B‖ are anticorrelated in the medium being probed, as discussed by Beck et al.
(2003).

Traditionally, Faraday rotation is measured from the rotation of linear polarization angle
θ as a function of wavelength θ = θ0+RMλ2, where θ0 is the intrinsic polarization angle at
emission of the synchrotron radiation. An illustration of these ideas is given in Fig. 2, which
shows the Faraday rotation measure RM along several lines of sight to extragalactic radio
sources in the Galactic plane in Cygnus. The Faraday rotation of the synchrotron radiation
emitted by these sources is dominated by the Milky Way. The large differences in magnitude,
and even sign, of RM between closely-spaced lines of sight in Fig. 2 are an indicator of the
role of young, luminous stars in this region, as they produce structure in the ISM via stellar
winds and supernovae, and ionize the gas.

However, if synchrotron emission and the Faraday-rotating medium are mixed or al-
ternating along the line of sight, the simple linearity of polarization angle change with
λ2 is no longer valid. This may be the case in the majority of Faraday rotation measure-
ments. Faraday rotation measurements of the diffuse synchrotron emission in galaxies is
the most obvious example, but extragalactic sources may also have several intrinsic RM
components. In this case, every RM component i along the line of sight—now called Fara-
day depth φi to indicate that it only probes Faraday rotation along a part of the line of
sight—adds its own polarization angle rotation of φiλ2, resulting in a non-linear polariza-
tion angle change with λ2. However, this opens the possibility of a Fourier transform, with
λ2 as one of the conjugate variables, in order to disentangle the various φi components
in the total observed signal. This method is called Rotation Measure synthesis (Burn 1966;
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Brentjens and de Bruyn 2005). Rotation Measure synthesis takes as its basic observable field
a complex polarization function formed from the Stokes parameters Q and U , P ≡Q+ ıU .
The observable P is a function of wavelength, or wavelength squared.

This Fourier transform relation between the observed polarization function as a function
of wavelength squared P (λ2) and the Faraday dispersion function (or Faraday spectrum) is
expressed as

P
(
λ2
) =

∫ +∞

−∞
F(φ)e2iφλ2

dφ (4)

F(φ) =
∫ +∞

−∞
P
(
λ2
)
e−2iφλ2

dλ2 (5)

However, since integration over wavelengths from −∞ to +∞ is not possible by defini-
tion, in practice these equations include a window function W(λ2) which is non-zero where
there is wavelength coverage and zero elsewhere:

Pobs
(
λ2
) =W (

λ2
)
P
(
λ2
)=W (

λ2
)∫ +∞

−∞
F(φ)e2iφλ2

dφ (6)

Fobs(φ) = F(φ) ∗R(φ)=K
∫ +∞

−∞
Pobs

(
λ2
)
e−2iφλ2

dλ2, (7)

where

K =
(∫ +∞

−∞
W
(
λ2
)
dλ2

)−1

(8)

This introduces the Rotation Measure Spread Function (RMSF) R(φ), which describes
sidelobes in the Faraday depth signal due to imperfect wavelength coverage, very analogous
to the dirty beam (or point spread function) in radio interferometry due to imperfect coverage
of the (u, v) plane.

A nice illustration of this effect is given in Fig. 3, which is taken from Schnitzeler et al.
(2009). The figure shows polarized synchrotron intensity and polarization angle as a function
of wavelength squared of an extragalactic radio source. Variations in polarized intensity and
non-linearity of polarization angle with λ2 suggest that synchrotron emission and Faraday
rotation are partially mixed. Indeed, the Faraday spectrum in the figure shows two Faraday
depth peaks belonging to two different synchrotron emitting regions with different amounts
of Faraday rotation along the line of sight. The two Faraday depth components might be due
to a magneto-ionized medium in or around the extragalactic point source. Alternatively, both
Faraday depth components could be due to the Galactic interstellar medium, with one of the
emission components also being Galactic. In the latter case, the polarized flux of the Galactic
component would have to fortuitously be comparable to the extragalactic source. Without
additional information it is not possible to distinguish between these two possibilities.

2 Different Astrophysical Media, Common Phenomena

It is a remarkable fact that a number of astrophysical plasmas, i.e. distinct and very different
media, have roughly similar radio propagation effects. The Faraday rotation measure (RM)
due to the Earth’s ionosphere is typically in the range 0.5–3 rad/m2. This is of the order of
the RM due to the solar corona for lines of sight that pass at a heliocentric distance ∼10 R ,
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Fig. 3 Polarized intensity (top)
and polarization angle (2nd from
top) as a function of wavelength
squared for synchrotron emission
from an extragalactic radio
source observed by Schnitzeler
et al. (2009). The Faraday
spectrum (3rd from top) as a
function of Faraday depth φ
shows two peaks, indicating
synchrotron-emitting source
components at two separate
Faraday depths along this line of
sight. Credit: Schnitzeler et al.
A & A 494, 611, 2009,
reproduced with permission
© ESO

and a factor of a few smaller than the standard deviation in RM of the interstellar medium at
high Galactic latitudes (e.g. Mao et al. 2010).

Another example is provided by Very Long Baseline Interferometry. Very Long Baseline
Interferometers operating at frequencies of 1–5 GHz measure similar effects, and of similar
magnitude, when observing extragalactic radio sources through the inner solar wind at he-
liocentric distances of 10–30 R or through the Galactic plane (Spangler and Sakurai 1995;
Spangler et al. 2002; Spangler and Cordes 1988, 1998; Fey et al. 1991).

The fact that similar observational effects are measured for very different media means
that scientists who study the ISM should be in dialog with heliospheric scientists who are
studying related scientific questions. Finally, in the case of Faraday rotation, there is also
a connection with laboratory plasma research. Faraday rotation is used as a diagnostic of
fusion plasmas (Brower et al. 2002; Ding et al. 2003). This offers ISM astronomers the
possibility of laboratory “ground truth” for some of our diagnostics.

3 Well-Established Results from Radio Propagation Studies

There are several results from radio propagation studies that are so well established, and
confirmed by different investigators, that they now have the status of basic properties of the
ISM that should be explained by theories.

3.1 “The Big Power Law in the Sky”

One of the best-known results from radio propagation studies is that the spatial power spec-
trum of density fluctuations follows a Kolmogorov spectrum over at least 5, and perhaps 10
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decades (Armstrong et al. 1995). It should be emphasized that the result of Armstrong et al.
(1995) pertains to the Warm Ionized Medium (WIM) component of the ISM. Analogous
results have been reported for diagnostics of the neutral gas (e.g. Chepurnov et al. 2010).
The neutral gas resides in the WNM phase, which is spatially distinct from the WIM. As
noted above, (Sect. 1.1) the degree of ionization in the WNM, while low, is not zero, and it
may be considered as a weakly-ionized plasma. As such, the dynamics of the plasma com-
ponent are relevant, since they are communicated to the neutrals via collisions. Whether the
fluctuations studied by Chepurnov et al. (2010) are driven by plasma dynamics due to the
minority ion species remains unknown.

It is intriguing that the solar wind density power spectrum is the same as that observed
for the ISM (at least for the slow solar wind), although the inertial subrange is smaller,
being perhaps 3 orders of magnitude (Bruno and Carbone 2005). In the case of the ISM, it is
perhaps not sufficiently appreciated that there must be a corresponding power law spectrum
of magnetic field fluctuations to explain the highly diffusive transport properties of cosmic
rays with a very wide range of energies. This point has been made and emphasized by Jokipii
(1977, 1988).

3.2 Spatial Variation in the Intensity of Interstellar Turbulence

A measure of the intensity of turbulence is the parameter C2
N , which is the normalization

constant of the density power spectrum. That is, if the spatial power spectrum of density
fluctuations is Pn(q) where q is the spatial wavenumber,

Pn(q)= C2
Nq

−α (9)

and α is the spectral index of the power spectrum. This form of the power spectrum is the
simplest, in which the power spectral density depends only on the magnitude of q, and is thus
isotropic. It is known that magnetohydrodynamic (MHD) turbulence is in fact anisotropic,
with the large scale magnetic field determining the preferred direction (see comments in
Sect. 3.4 below). In this case, the power spectral density Pn(q) depends separately on q⊥
and q‖, the components of q perpendicular and parallel, respectively, to the large scale field
(this is discussed in Spangler 1999, with a guide to the relevant literature). For most of this
paper, we adopt Eq. (9) as a convenient approximation.

The parameterC2
N is directly related to the variance of the density fluctuations. It has been

long realized that C2
N varies drastically from one part of the interstellar medium to another

(Rickett 1977; Cordes et al. 1985). In some cases, it is clear that lines of sight with large
C2
N traverse HII regions, or other regions with higher than normal plasma density. However,

there appear to other lines of sight where no such obvious region of enhanced density exists.
It remains unclear whether some of this variation could be due to true turbulent intermittency
(Spangler and Cordes 1998; Spangler 1999).

3.3 The Galactic-Scale Magnetic Field

Large-scale Faraday rotation surveys of the sky show substantial organization of the RM in
different parts of the sky, in the sense that the magnitude and sign of RM are correlated over
significant parts of the sky. This is interpreted as evidence of a Galactic-scale magnetic field.
Most likely, the large-scale magnetic field in the Milky Way generally follows the spiral
arms, as is ubiquitously seen in synchrotron observations of external galaxies (Beck 2001).
However, there is some evidence for local deviations from the spiral structure (Brown et al.
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2007; Rae and Brown 2010; Van Eck et al. 2011), similar to M51 (Patrikeev et al. 2006).
One reversal in the large-scale magnetic field direction just inside the Solar circle has been
known for decades (e.g. Thomson and Nelson 1980), although it remains unclear why these
large-scale reversals are not observed in external spirals. There is still much controversy
about the number and location of any other large-scale field reversals in the Galactic disk.
For an extensive review, see Haverkorn (2013).

3.4 Anisotropy of Turbulence

A major result from the theory of magnetohydrodynamic (MHD) turbulence, confirmed
by observations of turbulence in the solar corona and solar wind, is that turbulence is
anisotropic, in the sense that turbulent irregularities are stretched out along the large scale
magnetic field. This result was obtained by Strauss (1976) for the case of irregularities in
fusion plasmas, but the arguments presented by Strauss are also valid in the case of astro-
physical plasmas. This has been broadly appreciated in the astrophysical, as well as plasma
physics community since the work of Goldreich and Sridhar (1995), which advocated a view
of MHD turbulence as comprised of counterpropagating Alfvén waves. The interaction of
these Alfvén waves consequently develops a perpendicular cascade of turbulent energy. This
anisotropy is also observed to be present in interstellar turbulence (see Brisken et al. 2010;
Rickett 2011, for recent discussions of the more pronounced cases).

3.5 The Dissipation Range of Turbulence

Important progress has been made in the past decade in our understanding of the dissipa-
tion of plasma turbulence. This progress has been possible through improved measurements
of solar wind turbulence, as well as novel theoretical developments (Howes et al. 2008;
Alexandrova et al. 2009, 2012; Howes et al. 2011a, 2011b; Sahraoui et al. 2012). These
investigations have identified spatial scales on which dissipation occurs, and advanced sug-
gestions for the responsible mechanisms. It is now clear that a break in the power spectrum
of magnetic field fluctuations in the solar wind occurs on scales comparable to, and smaller
than the ion inertial length li ,

li ≡ VA

Ωi

(10)

where VA is the Alfvén speed and Ωi is the ion (proton) cyclotron frequency (Howes et al.
2011a; Alexandrova et al. 2009, 2012). There remains active discussion in the community
as to whether the dissipation is due to Landau damping of highly oblique Alfvén waves
(the assumption being that turbulent fluctuations on these scales have damping properties
similar to linear plasma wave modes (Howes et al. 2008, 2011a, 2011b), dissipation of other,
higher frequency modes propagating at large angles with respect to the mean magnetic fields
(Sahraoui et al. 2012), or damping by other modes on electron inertial scales (Alexandrova
et al. 2009, 2012). In keeping with the philosophy of this paper, we assume that these results
are of great importance of our understanding of the ISM as well.

As will be discussed in Sect. 4, there is good evidence for the beginning of the dissipation
range in interstellar turbulence at the ion inertial length, although there is also evidence for
differences between solar wind and interstellar turbulence (see Sect. 4.5 below).

3.6 The Outer Scale of Interstellar Turbulence

The outer scale to magnetized turbulence in the Warm Ionized Medium (WIM) phase of the
ISM is measured from structure functions of RM to be a few parsecs in the spiral arms, but
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up to ∼100 pc in the interarm regions (Haverkorn et al. 2006, 2008). This is in agreement
with estimates of the outer scale of turbulence averaged over large parts in the sky (mostly
towards the Galactic halo) of order 100 pc by (e.g. Lazaryan and Shutenkov 1990; Ohno
and Shibata 1993; Chepurnov and Lazarian 2010). These scales are similar to the final sizes
of supernova remnants, suggesting (combined with energy arguments, see MacLow 2004)
that these are the dominant sources of turbulence in the WIM. The smaller outer scale found
in spiral arms may be due to the abundance of HII regions (Minter and Spangler 1996;
Haverkorn et al. 2004a). Small outer scales of a few parsecs have also been found in the
highly polarized Fan region (Iacobelli et al. 2013) or from anisotropies in TeV cosmic ray
distributions (Malkov et al. 2010).

4 Turbulent Microscales in the Interstellar Medium

4.1 Definition of Turbulent Microscales

In this section, we discuss the ways we can measure turbulence on very small scales in the
interstellar medium. By very small scales, we mean those in the dissipation range. Knowl-
edge of this part of the turbulent cascade is very important because it contains information
on the way in which energy is taken from the large scales and transferred to other forms,
presumably heat energy of the interstellar gas.

Our interest in this section will be particularly focused on two phases of the ISM, the
WIM and HII regions surrounding young stars. The WIM is of interest because it appears to
be the best-diagnosed phase of the ISM, as discussed in Sect. 1.1 above.

4.2 Turbulent Microscales in the Solar Wind

Once again, we use the solar wind, with its extensive and often sophisticated, in-situ mea-
surements and substantial body of theoretical results as a model for interstellar turbulence.
Spacecraft instruments provide in-situ measurements of virtually all plasma parameters of
interest, and provide the best data set for discussions of MHD turbulence. Measurements
of solar wind turbulence at a heliocentric distance of 1 A.U. (the bulk of spacecraft mea-
surements) show a power-law power spectrum of magnetic field fluctuations with a single
spectral index that extends from an outer scale with a size of one to a few solar radii, down
to an inner scale of a few thousand kilometers (e.g. Bruno and Carbone 2005). A number of
investigations have shown that this scale corresponds to the ion inertial length li defined in
Eq. (10).

Radio propagation observations through the corona and inner solar wind (Coles and Har-
mon 1989; Harmon and Coles 2005; Spangler and Sakurai 1995) also show strong evidence
for an enhancement in the power spectral density of plasma density fluctuations on the scale
of the ion inertial length. This bulge on the approximate scale of the ion inertial length can
also be seen in power spectra from in-situ measurements of plasma density in the solar wind
at 1 A.U. (Chen et al. 2012). These observations, from direct, in-situ measurements as well
as radio propagation observations, are interpreted as evidence that the fluctuations in the dis-
sipation range have properties of obliquely-propagating, kinetic Alfvén waves, since such
waves become more compressive at the ion inertial scale (Harmon 1989). In fact, the kinetic
Alfvén nature of the fluctuations on the dissipation scale is the basis of the model of turbu-
lence in the dissipation range advanced by Howes and colleagues (Howes et al. 2011a). The
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situation for the solar corona and solar wind seems quite consistent as regards both mea-
surements of plasma density fluctuations and theoretical understanding of the entire turbu-
lent cascade. The prominence of this directly-detected bulge appears to be less pronounced
than that retrieved from radio propagation measurements in the corona and inner solar wind.
This may indicate that the kinetic Alfvén wave component decays with increasing heliocen-
tric distance in the solar wind. This would hardly be surprising, since many properties of the
solar wind change with heliocentric distance (e.g. Bruno and Carbone 2005).

4.3 How We Measure Microscales in Interstellar Turbulence

The ion inertial length in the WIM phase of the interstellar medium is of order one hundred
to a few hundred kilometers (Spangler and Gwinn 1990). At first, it seems amazing that any
kind of astronomical measurement, made on a medium with an extent of kiloparsecs, could
diagnose fluctuations on such a scale. Radio propagation measurements make this possible.

The subsequent discussion in this section will concentrate on one of the scintillation phe-
nomena mentioned in Sect. 1.2, angular broadening. A point source of radio waves viewed
through a turbulent medium will appear as a blurred, fuzzy object. Essentially the same phe-
nomenon is encountered at optical wavelengths in the form of seeing disks of stars. A radio
source that is blurred by interstellar turbulence will have a measured brightness distribution
I (x, y) which is more extended than the intrinsic image of the source. Here I is the intensity
of the radiation, which is a function of two angular coordinates on the sky, x and y, custom-
arily Right Ascension and Declination. This brightness distribution contains information on
the intensity and spatial power spectrum of the density fluctuations. The brightness distribu-
tion is related to the observable quantity which is directly measured by the interferometer.
The way a radio interferometer makes an image of a radio source is to measure the complex
visibility function V (u, v), which is directly related to the correlation between the radio wave
electric field at two antennas of an interferometer (Thompson et al. 1986). The complex vis-
ibility function has units of Janskys (radiative flux), and is a function of the arguments u
and v, the east-west and north-south components of the interferometer baseline, normalized
by the wavelength of observation. A two dimensional Fourier transform relates the complex
visibility function V (u, v) and I (x, y) (Thompson et al. 1986).

Observations have shown that the turbulent irregularities in the WIM and HII regions
around OB associations, like those in the corona and solar wind, are anisotropic in the sense
that is theoretically expected. A summary of the observational evidence as of 1999 is given
in Spangler (1999). For the present purposes, we will employ the simplifying approxima-
tion of isotropic irregularities. The arguments given here can be generalized to the case of
anisotropic scattering (Spangler 1988). In the case of isotropic scattering,

V (u, v)= V (√u2 + v2
)= V (r) (11)

where r is the (dimensional) interferometer baseline length, projected on the plane of the
sky. In this case, the complex visibility function of a point source viewed through a turbulent
medium is a real function, (Cordes et al. 1985; Spangler and Gwinn 1990)

V (r)= S0e
− 1

2Dφ(r) (12)

where S0 is the total flux density of the source, and Dφ(r) is the phase structure function,
which contains information on the intensity and spatial power spectrum of the density fluc-
tuations. For the case of scattering by a homogeneous, turbulent slab of thickness L, the
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phase structure function is (Cordes et al. 1985; Spangler and Gwinn 1990)

Dφ(r)= 8π2r2
e λ

2L

∫ ∞

0
dqq

[
1− J0(qr)

]
Pn(q) (13)

The functions and variables in Eq. (13) are as follows. The classical electron radius is given
by re, λ is the wavelength of observation, L is the thickness, or extent along the line of
sight of the turbulent plasma, q is the magnitude of the turbulent wavenumber, J0(x) is a
Bessel function of the first kind of order 0, and Pn(q) is the spatial power spectrum of the
density fluctuations. One expects the power spectra of all plasma parameters to be modified
at wavenumbers corresponding to the reciprocal of the ion inertial length, ion gyroradius, or
similar plasma microscale on which dissipation begins to become important. Spangler and
Gwinn (1990) adopted the following simple model in which Eq. (9) is modified by having
the power spectrum truncated on wavenumbers larger than a dissipation wavenumber q0,

Pn(q)= C2
Nq

−αe−q/q0 (14)

Although Eq. (14) is highly simplified, and was adopted by Spangler and Gwinn (1990)
for analytic convenience, the power spectrum of magnetic field fluctuations in the solar
wind at 1 A.U. is truncated by an exponential function (Alexandrova et al. 2009, 2012).
An important difference between the result of Alexandrova (2009, 2012) and the analysis
presented below is that Alexandrova and coworkers found exponential truncation of the
power spectrum on electron rather than ion scales (i.e. electron inertial length, or electron
gyroradius).

Substitution of Eq. (14) into Eq. (13), and change of variables from q→ y ≡ qr gives
the following expression

Dφ(r)= 8π2r2
e λ

2
(
C2
NL

)
rα−2

∫ ∞

0
dy

[
1− J0(y)

]
y−(α−1)e−y/Q (15)

where Q≡ r
ld

, with ld being the dissipation scale, ld � 1
q0

. The quantity C2
NL is termed the

scattering measure, and roughly determines the magnitude of angular broadening. Turbulent
plasmas that have large C2

N , large L, or both, will produce heavy angular broadening.
Equation (15) yields important insight on remote sensing diagnosis of interstellar (and

heliospheric) turbulence. Let us start with the case Q→∞, which corresponds to an in-
finitely small dissipation scale. In this case, the spectrum is power law for all wavenumbers
larger than that corresponding to the outer scale. In this case, the integral in Eq. (15) is a
number which depends only on the index α. For the Kolmogorov spectrum (α = 11/3) the
value of the integral is 1.117, and the structure function Dφ(r)∝ r5/3.

Equation (15) also illustrates one of the most intriguing aspects of radio wave propa-
gation, and demonstrates why radio astronomical measurements can contribute much to a
discussion of plasma microscales in the ISM. Since Eq. (15) is an integral over wavenumber
(this is explicit in Eq. (13)), the integrand shows which wavenumbers dominate the mea-
surement. The integrand in Eq. (15), which we note by the function I (y,Q), is shown in
Fig. 4 for the case I (y,∞) and α = 11/3 (Kolmogorov spectrum).

The function I (y,∞) is monotonically decreasing with increasing y. At first, this would
seem to indicate that the lowest wavenumbers in the spectrum dominate the measurement.
However, that is not true for the case of a Kolmogorov spectrum. The measurement (Dφ)
is determined by an integral over y. This is because for y ≤ 2, each progressively higher
decade in y makes a larger contribution to the integral. The integral is dominated by con-
tributions with y ∼ 1–10 where there is an inflection in the function I (y,∞). When an
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Fig. 4 Plot of the function I (y,Q) for a Kolmogorov spectrum (α = 11/3) and Q=∞. The integrand tells
what wavenumbers in the turbulent spectrum dominate the measurement on a given interferometer baseline.
This occurs for y ≡ qr ≥ 1, which corresponds to irregularities with sizes of order the interferometer baseline

interferometer measures a broadened radio source, it is responding to irregularities with a
wide range of wavenumbers. However, the dominant contribution to the visibility measure-
ment is from irregularities with sizes comparable to the baseline length. This baseline length
ranges from tens of kilometers in the case of the Very Large Array, to a few thousand kilo-
meters in the case of Very Long Baseline Interferometers. Obviously, for this statement to be
relevant, a measurement with a given interferometer must be affected or even dominated by
propagation effects. This point was made in the context of interstellar scattering in Spangler
(1988).

Equation (15) also shows how the presence of turbulent dissipation is manifest in radio
propagation measurements. When Q is finite, corresponding to a finite dissipation scale, the
e−y/Q term will depress the value of the integral. The value of Dφ(r) at short baselines,
where dissipation is pronounced, is less than a value extrapolated from larger values of r
according to an r5/3 relation. In the dissipation range, Dφ(r) has a steeper dependence than
r5/3. To illustrate these points, Fig. 5 shows two structure functions, one without an inner
scale and the other with an outer scale of 300 km.

4.4 Observational Results on Turbulent Dissipation Scales in the Interstellar Medium

These issues were discussed in Spangler and Gwinn (1990), who showed that observers who
interpret their angular broadening data in terms of a spectral index α would report values
which depend on the baselines used in the measurement. Angular broadening measurements
on short baselines would yield a value of α � 4.0, whereas measurements on long baselines
in the inertial subrange would yield α � 3.67. This may be seen by reference to Fig. 5. The
inferred spectral index is determined by the slope ofDφ(r) versus r on a log-log plot, such as
Fig. 5. Spangler and Gwinn (1990) assembled the data on angular broadening measurements
that were available at that time, and showed that a dependence of the inferred value of α on
the interferometer baselines used did seem to be present in the data. The result was shown
in Fig. 1 of Spangler and Gwinn (1990). From these data they found that there could be a

Reprinted from the journal 422



Plasma Diagnostics of the Interstellar Medium with Radio Astronomy

Fig. 5 Theoretical phase structure functions due to turbulence in the interstellar medium. The plotted lines
correspond to theoretical structure functions Dφ(r) given by Eq. (12). Both adopt a Kolmogorov spectrum of
density irregularities. The solid curve is for a Kolmogorov spectrum with no inner scale (ld → 0). The dashed
line corresponds to a spectrum with an inner scale ld = 300 km. Sensitive, carefully calibrated interferometer
measurements can distinguish between these two cases

break in the interstellar density power spectrum with an inner scale of 50–200 km. More
importantly, they pointed out that a scale in this range was actually expected, if the inner
scale corresponds to the ion inertial length li defined in Eq. (10), as is the case for scattering
in the corona and solar wind (Sect. 4.2).

A more direct determination of an inner scale, made from comparison of measuredDφ(r)

values with the theoretical expression in Eqs. (10) and (12), was made by Molnar et al.
(1995). Molnar et al. (1995) made and analyzed angular broadening measurements similar
to those of Spangler (1988), but of the radio source Cygnus X-1. It is viewed through the HII
region associated with the Cygnus OB2 association. Molnar et al. (1995) essentially made
a fit of Eqs. (12) and (15) (but also including the effect of anisotropy of scattering) to their
data, and found a satisfactory model to be a Kolmogorov underlying spectrum and an inner
scale of 300 kilometers.

An additional, and particularly compelling result has been the recent report by Rickett
et al. (2009). They studied the form of the broadening profile of pulses from the pulsar
PSRJ1644-4559. Late in the pulse, radiation is being received from highly scattered rays
that are probing very small scale irregularities. Rickett et al. (2009) make the important
point that the amount of radiation received late in the pulse is only consistent with a Kol-
mogorov spectrum that breaks at an inner scale as expressed by Eq. (14), or something
similar. A power spectrum that remained Kolmogorov to infinitely high spatial wavenumber
would cause more pulse power to be observed late in the pulse than is actually seen. Rickett
et al. (2009) use their data to extract a value for the inner scale of 70–100 km.

These three independent investigations using radio propagation data have therefore con-
cluded that there is a spectral break in the density power spectrum of the interstellar medium,
and that this inner scale is consistent with the ion inertial length. It should be emphasized
that the lines of sight analyzed by Spangler and Gwinn (1990), Molnar et al. (1995), and
Rickett et al. (2009) all traversed HII regions. There is, as yet, no observational data that can
determine the inner scale to the turbulence in the WIM. We do not know if such an inner
scale would be at the ion inertial length.

4.5 A Break or a Bulge?

One interesting, and at the present preliminary feature emergent from these investigations
regards the transition to the dissipation range in interstellar turbulence. In HII region plas-

423 Reprinted from the journal



M. Haverkorn, S.R. Spangler

mas, the dissipation range appears to consist of a smooth steepening, without the bulge in
the density power spectrum on the ion inertial length, as exists in the corona and solar wind
(Sect. 4.2). Given the admittedly limited present information, it appears that the interstellar
spectrum of density fluctuations has no compressive bulge at the inner scale. If confirmed by
subsequent investigations, it could point to an important distinction between turbulence in
the interstellar medium and that in the solar corona and solar wind. The results from Rickett
et al. (2009) seem particularly compelling, because a bulge in the interstellar density power
spectrum on the ion inertial scale would produce more pulse power at late arrival times than
is actually seen (this point is clearly illustrated in Fig. 7 of Rickett et al. 2009).

If this bulge is missing in the interstellar density spectrum, what does it signify? Does it
imply that kinetic Alfvén waves are not present in the turbulent field, or that the small scale
irregularities in the interstellar medium do not evolve in a manner similar to kinetic Alfvén
waves? In that case, what is the nature of the fluctuations over such a large inertial subrange
in the ISM? As mentioned in Sect. 4.2, the solar wind results may provide guidance; the
results of Chen et al. (2012) indicate that the prominence of kinetic Alfvén waves decreases
with increasing heliocentric distance. Interstellar turbulence is comparatively much older
in terms of the number of eddy turnover times, so it is certainly plausible that the kinetic
Alfvén wave component of ISM turbulence has dissipated.

Another possible resolution is also suggested by studies of the solar wind. As shown in
Table 1, HII regions have large values of β , β� 1. Chandran et al. (2009), in a discussion
of solar wind density fluctuations, showed that the compressibility of kinetic Alfvén waves
decreases with increasing β (see Fig. 3 of Chandran et al. 2009). Kinetic Alfvén waves may
well be present in HII regions, but are relatively incompressive and make a small contribu-
tion to the density fluctuations in these plasmas.

These ruminations need more extensive and more convincing observational demonstra-
tion. Fortunately, the instruments and observational techniques are operational and avail-
able. The instruments currently available for angular broadening measurements are greatly
improved over those used in the measurements cited above (Spangler and Cordes 1988,
1998; Spangler and Gwinn 1990; Molnar et al. 1995). Those investigations used Very Long
Baseline Interferometers with much smaller bandwidths and correlator capability than are
now available with the Very Long Baseline Array (VLBA) of the National Radio Astronomy
Observatory (NRAO). In addition, the LOFAR low frequency radio telescope in Europe is
now operational and has the capability of making novel angular broadening measurements.
Finally, the work of Rickett et al. (2009) also demonstrates the advances that have been made
in pulsar measurements of the ISM, utilizing new, state-of-the-art pulsar processors on large
single dish telescopes such as the Parkes antenna or the Green Bank Telescope of NRAO.
Future investigations with these powerful new instruments could illuminate the interesting
question as to whether turbulent dissipation processes are the same in the solar wind and the
plasma components of the interstellar medium.

5 Turbulent Mesoscales in the Interstellar Medium

5.1 Rotation Measure Synthesis Results

The interpretation of three-dimensional Faraday depth cubes (i.e. polarization intensity maps
in spatial coordinates where Faraday depth is the third dimension) is anything but straight-
forward.
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In addition to the artefacts introduced by a non-Gaussian rotation measure spread func-
tion, as explained in Sect. 1.2.2, a number of other effects contribute to the difficulty of
translating rotation measure cubes into physical properties of the interstellar medium.

Firstly, in analogy to aperture synthesis, a limited range in wavelength squared causes
a limited sensitivity to large-scale Faraday depth structures. In contrast with aperture syn-
thesis, in RM synthesis this can lead to a situation where the maximum detectable scale is
smaller than the Faraday depth resolution. Therefore, only Faraday-thin components2 and
sharp gradients in Faraday depth, such as the edges of Faraday-thick components, will show
up in a Faraday spectrum. The dependence on wavelength range of the Faraday depth reso-
lution δφ, maximum detectable scale �φmax and maximum detectable Faraday depth φmax
are given by Brentjens and de Bruyn (2005) as

δφ ≈ 2
√

3

�λ2
(16)

�φmax ≈ π

λ2
min

(17)

|φmax | ≈
√

3

δλ2
(18)

Secondly, different Faraday depth features in a Faraday spectrum only contain informa-
tion about the amount of their Faraday depth, but not necessarily about their distance. If
along a line of sight Faraday depth increases monotonically, i.e. if no magnetic field re-
versals exist along the line of sight, then the distance order of Faraday depth components
is known. However, in the general ISM, with many multi-scale magnetic field reversals,
distance to Faraday components is usually unknown. Only in exceptional cases, if one has
complementary rotation measures from a number of pulsars with known distances along
similar lines of sight, or if the Faraday depth component has a counterpart with a known
distance in another tracer, is it possible to estimate the distance to a Faraday component.

Taking these caveats into account, a number of studies on RM synthesis of diffuse Galac-
tic synchrotron emission have been done, which show mostly consistent results. Brentjens
(2011) examines a ∼4◦ × 7◦ field around the Perseus galaxy cluster, which mostly dis-
plays Galactic synchrotron emission, at a broad frequency range around 350 MHz. Syn-
chrotron emitting components are detected at multiple Faraday depths between −50 and
+100 rad m−2, are Faraday thin and spatially thin (≤40 pc), and are well separated in Fara-
day depth space, suggesting that they are flanked by Faraday-rotating-only parts of the ISM.

The same effect is noticed by Iacobelli et al. (2013), who study the “ring stucture” in the
Fan region (see e.g. Haverkorn et al. 2003; Bernardi et al. 2009) in RM synthesis around
150 MHz. They also identify separate Faraday depth components, viz. the ring structure
and a foreground component which they associate with the Local Bubble. Similarly, Pizzo
(2010) notice in their Galactic foreground studies in the direction of the galaxy cluster
Abell 2255 at multiple frequency bands from 150 MHz to 1200 MHz three distinct ranges
of Faraday depth with widely different morphologies.

These early RM synthesis studies of Galactic diffuse synchrotron emission consistently
conclude that the synchrotron emission is detected in discrete, often Faraday thin, structures

2Faraday-thin component is defined as a gaseous medium observed at a wavelength where the change of
polarization angle through Faraday rotation is small. Brentjens and de Bruyn (2005) define Faraday-thin as
φλ2 	 1 and Faraday-thick as φλ2 � 1. A Faraday-thin component displays negligible internal Faraday
depolarization.
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with widely different morphologies, interspersed with Faraday-rotating-only components. It
is tempting to interpret these observations as actual small-scale variability in synchrotron
emission in the ISM, or discrete regions of excess emission. However, two other effects are
at play as well. Synchrotron emission dominates in locations where B= B⊥, while Faraday
rotation only depends on B‖. This may cause the observed apparent anti-correlation between
synchrotron emission and Faraday rotation. Secondly, the insensitivity of the technique to
large Faraday-thick (emitting and Faraday rotating) structures, which may mimic Faraday-
thin emission components at the edges of the Faraday depth range, will play a role.

Wavelet analysis can be successfully applied to Faraday depth cubes to recognize mag-
netic features such as turbulence or large-scale magnetic field reversals in nearby spiral
galaxies or the intracluster medium in galaxy clusters (Beck et al. 2012). Low frequency data
(∼100 MHz) are needed to provide the necessary Faraday depth resolution, while broad fre-
quency coverage (up to several GHz) is crucial to make broad Faraday structures detectable.
In practice this requires combination of broad-band data from various telescopes, such as
the Global Magneto-Ionic Medium Survey (GMIMS Wolleben et al. 2009).

5.2 Polarization Gradients

Linearly polarized intensity maps of diffuse synchrotron emission consistently show nar-
row one-dimensional structures of complete depolarization named depolarization canals
(Haverkorn et al. 2000). Some of these depolarization canals are observational arte-
facts due to missing short spacings in radio interferometric observations, while other
canals point to locations of sharp jumps in rotation measure, i.e. sudden changes in elec-
tron density and/or parallel magnetic field in the ISM (Shukurov and Berkhuijsen 2003;
Haverkorn et al. 2004b). In addition, not all of these sudden changes in ISM conditions are
visible as depolarization canals.

The method of gradients in linear polarization was devised to obtain a complete census
of these locations of sudden change of conditions in the ISM (Gaensler et al. 2011). The
vectorial polarization gradient is calculated from the Stokes parameters (Q,U) as

|∇P| =
{(

∂Q

∂x

)2

+
(
∂Q

∂y

)2

+
(
∂U

∂x

)2

+
(
∂U

∂y

)2}1/2

(19)

This gives a random-looking pattern of mostly one-dimensional locations of high polar-
ization gradient, of which depolarization canals are a subset (see Fig. 6).

These polarization gradient filaments can be characterized by the moments of the polar-
ization gradient distribution. Simulations of magnetohydrodynamic (MHD) turbulence show
that the third and fourth order moments (skewness γ and kurtosis β) increase monotonically
with Mach number and depend on sonic Mach number. Comparison of the observed values
γ = 0.3 and β = 0.9 with simulated values for varying sonic Mach numbers indicates that
the magnetic turbulence in the ISM (at least in the field given in Fig. 6) is mildly subsonic
to transonic (Gaensler et al. 2011). This is in agreement with estimates of the sonic Mach
number in the warm ionized medium from emission measure distributions (Hill et al. 2008).

Simulations also show that the filaments in polarization gradients can be caused by either
interacting shocks or random fluctuations in MHD turbulence (Burkhart et al. 2012). These
authors also introduce the genus method to characterize the polarization gradient maps. For
subsonic turbulence as in the ISM, where magnetic field fluctuations dominate the polariza-
tion gradient topology, the topology is ‘clumpy’, as opposed to supersonic turbulence which
shows a “Swiss cheese” topology.
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Fig. 6 The map of gradient of linear polarization |∇P| as defined in Eq. (19) for a field around the Galactic
plane. The inset panel shows a 0.9◦ × 0.9◦ close-up of the brightest structure in |∇P|, where the direction
of the gradient is plotted only for strong (>5 mJy beam1.5) gradient amplitudes. Figure reproduced from
Gaensler et al. (2011)

6 Mysteries of Interstellar Turbulence

In the paper to this point, we have reviewed the remarkable amount of information revealed
by radioastronomical studies on turbulence in the ISM. However, there remain a number
of phenomena and effects that are not understood. In this section, we present what may be
considered an agenda for future ISM radio propagation studies, that might clarify these is-
sues. We discuss topics in which additional measurements may contribute in a major way
to advances in our understanding of interstellar turbulence, or cases in which emerging ob-
servational results appear difficult to understand, given our current vision of the interstellar
medium and the turbulence in it. These “mysteries” often involve input from the theory of
plasma turbulence, and frequently rely on the latest results in that field. In other cases, they
represent known observational results of long standing that have eluded explanation.

6.1 The Existence of a Cascade in Interstellar Turbulence

Is there really a cascade in interstellar turbulence from the outer scale of 4 parsecs (or 100 pc)
to the dissipation scale of order 100–500 km? Even in the case of well-studied solar wind
turbulence this issue is not entirely resolved. Observations of solar wind turbulence indicate
that it is comprised of Alfvén waves propagating in both directions with respect to the large
scale interplanetary magnetic field, i.e. towards and away from the Sun3. Within the context
of the most commonly discussed theories of solar wind turbulence, these counterpropagating
waves are necessary for the existence of nonlinearities that produce the turbulent cascade.
In the case of the interstellar medium, observations are not adequate to demonstrate that
counterpropagating Alfvèn waves are present, and it is not clear how such a discrimination
could be done. In fact, it is not even clear that interstellar turbulence can be described as an
ensemble of Alfvén waves.

3A more precise and technical statement would be that both the positive and negative “Elsasser Variables”
are present in solar wind turbulence.
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6.2 Do We Understand the Flat RM Structure Functions?

The form of the rotation measure structure function for a turbulent, Faraday rotating medium
with fluctuations in density δne and magnetic field δBi (Bi being a component of the mag-
netic field) was derived in Minter and Spangler (1996). The expression presented there as-
sumed vanishing correlation between δne and all magnetic field components, but did not
exclude the possibility of a correlation between the density and the magnitude of the field.
The expression of Minter and Spangler (1996) agrees with that of Simonetti and Cordes
(1988) in the limiting case of density fluctuations in a uniform magnetic field.

Rotation Measure structure functions should have a logarithmic slope of 5/3 if both
density and magnetic field fluctuations have a Kolmogorov spectrum, and an observationally
indistinguishable value of 3/2 if a Kraichnan spectrum applies. This results holds if the two
lines of sight are separated by a distance which is in the inertial subrange of the turbulence.
Such a slope is rarely measured; a number of independent investigations have found that the
RM structure functions on angular lags of several tenths of a degree to several degrees have
logarithmic slopes of ∼1/2, or even flatter.

The interpretation of this result has been that the angular lags probed correspond to large
scales in the interstellar medium, of order the outer scale or larger (Minter and Spangler
1996; Haverkorn et al. 2006, 2008). Minter and Spangler (1996) suggest that the aforemen-
tioned data are probing 2D turbulence that exists in sheets, and that the fully 3D component
of the turbulence is on spatial scales less than the thickness of these sheets, with correspond-
ing angular scales of order a few tenths of a degree or less. These analyses are, in fact, the
basis of the claim that the outer scale is of order 1–5 parsecs in extent.

Nonetheless, it would be comforting to actually measure, in a clear and unambiguous
fashion, the transition from a ∼1/2 logarithmic slope on angular lags ≥ 1◦ to ∼5/3 on
angular lags ≤ 0.2◦. This would securely establish the value of the outer scale in the WIM
turbulence. Without such measurements, we will continue to be tormented by the specter of
an ISM in which we are measuring the inertial range of the turbulence (assuming this to be
a meaningful concept), and that we lack an explanation for its logarithmic slope. Such a flat
slope for an inertial subrange of interstellar turbulence would constitute a major paradox for
our understanding of interstellar turbulence. A flat spectrum (power law index ∼ 1

2 instead
of� 5

3 ) would predict density fluctuations on the scales responsible for radio wave scattering
(see Sect. 4.3) that are far too large to be compatible with the observed magnitude of radio
scintillations of pulsars and extragalactic radio sources.

6.3 What is the Significance of the “Pulsar Arcs”

One of the most intriguing developments of the last decade in the study of interstellar tur-
bulence has been the discovery of “pulsar arcs” (Walker et al. 2004; Cordes et al. 2006).
This phenomenon seems most easily explicable if the turbulence responsible for interstel-
lar turbulence is confined to one, or at most, a few thin sheets. A recent overview of the
observational properties of the arcs and their interpretation is given in Rickett (2011).

The existence of the arcs is thus linked to one of the most intriguing “mysteries” of ISM
turbulence, i.e. whether that turbulence is widely distributed through the Galaxy, or confined
to spatially restricted and widely separated regions of intense turbulence. The resolution of
this matter has obvious import for our understanding of the mechanisms which generate the
turbulence.

As noted above, the existence of the arcs for many pulsars seems to suggest that the
turbulence exists in thin sheets. However, the research to definitely prove this has not yet
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been done. Cordes et al. (2006) point to the desirability of calculations that would investigate
the properties, including the existence of arcs caused by extended turbulent media.

Other types of radio scattering measurements can also address the question of the dis-
tribution of the turbulence. A particularly promising approach was investigated by Gwinn
et al. (1993) who compared angular broadening and pulse broadening measurements for a
sample of 10 pulsars. As discussed in Gwinn et al. (1993), the angular width and the tem-
poral width of pulse broadening have different dependences on the distribution of turbulent
plasma along the line of sight. In principle, a comparison between pulse broadening and
angular broadening can distinguish between uniformly distributed turbulence and that con-
centrated in a thin screen. Gwinn et al. (1993) concluded that their data were consistent with
a uniform distribution of turbulence, except for pulsars such as the Crab Nebula and Vela
Nebula pulsars, for which the turbulence is partially contained in a screen that is naturally
associated with a supernova remnant.

Another investigation into this matter (Bhat et al. 2004) used only pulse broadening mea-
surements. These authors utilized the fact that the shape of the pulse broadening function is
different for screens and uniform, extended media. The goal of the analysis of Bhat et al.
(2004) was to determine if screen or extended media better fit the observations of a sample
of 98 pulsars. They found that some pulsars in their sample were better fit by extended me-
dia, and others by thin screens. This study would therefore indicate that there is no general
rule regarding the distribution of turbulence in interstellar space.

A final relevant study is that of Linsky et al. (2008), who convincingly associated the
turbulence responsible for intraday flux variations of two quasars with a region of interaction
between two of the clouds in the Very Local Interstellar Medium (VLISM). In this specific
case, the radio wave scattering is dominated by turbulence in a relatively thin region of
interaction between two independent media. However, it is not clear if these conclusions for
the VLISM are applicable to the general ISM.

In summary, at the present time observations are ambiguous as to whether the small
scale turbulence which is responsible for radio wave scintillations, and which is a focus
of attention in this paper, uniformly fills the ISM, is confined to thin layers on presumptive
interfaces in the ISM, or is a combination of these two limiting cases. Different observational
studies reach different conclusions. Future research could improve our state of knowledge.
Work in the theory of scintillations could indicate if thin turbulent screens are necessary
for the existence of pulsar arcs, or if these features can also arise in extended, turbulent
media. Equally promising would be a new investigation along the lines of Gwinn et al.
(1993), utilizing angular broadening measurements made with the Very Long Baseline Array
(VLBA), an instrument which has greater sensitivity and accuracy than the instrument used
in Gwinn et al. (1993), and pulse broadening analyses as in Bhat et al. (2004).

6.4 What Generates Interstellar Turbulence?

Plasma turbulence, as revealed by the density fluctuations responsible for radio scintillations,
appears to be very widely distributed in the interstellar medium. There are also indicators
of turbulence in the neutral gas, such as spectral line widths enhanced over their thermal
values. Evidence exists for turbulence in most, or all of the phases of the ISM listed in
Table 1, and this turbulence exists on a wide range of spatial scales. A current review of
interstellar turbulence in general is Elmegreen and Scalo (2004). The question then arises
as to the mechanism responsible for its generation. A general consensus holds that the free
energy source is expanding supernova remnants, stellar superbubbles, and expanding HII
regions, as well as magnetorotational, shear, or other instabilities associated with Galactic
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rotation (Norman and Ferrara 1996; Elmegreen and Scalo 2004; MacLow and Klessen 2004;
Hill et al. 2012). The small scale fluctuations that we detect in radio scintillations might be
generated by baroclinic effects4 at the expanding interfaces between supernova remnants,
stellar bubbles, and the ISM. There is also the most obvious possibility, in which these small
scale irregularities arise as a consequence of a cascade from large injection scales. This
suggestion encounters the difficulty that known dissipation mechanisms are not restricted to
small spatial scales (see Sect. 6.6 below).

A number of studies have estimated the volumetric power input to interstellar turbu-
lence from a variety of astronomical sources; these are summarized in Elmegreen and
Scalo (2004). The relative contributions of these sources are estimated by Norman and Fer-
rara (1996). Elmegreen and Scalo (2004) quote a global turbulent input power density of
3×10−26 ergs/sec/cm3, attributing this theoretical estimate to MacLow and Klessen (2004).
Interesting, and perhaps fortuitously, this turbulent power density is very close in magnitude
to both the estimated volumetric heating rate in the WIM from the dissipation of turbulence
due to ion-neutral collisions, and the cooling rate of the WIM (Minter and Spangler 1997;
Spangler 2003). These sums are then consistent, though not uniquely so, with a picture in
which turbulent energy is input by supernova and stellar associations on the scale of parsecs
or tens of parsecs, cascades down to scales comparable to and smaller than the ion-neutral
collisional scale, where it is dissipated and then radiated away by the glow of the WIM.
Elmegreen and Scalo (2004) estimate that the power input from Galactic rotation is signifi-
cantly smaller than the numbers above. Elmegreen and Scalo (2004) also make the important
point that turbulent input power densities seems to be significantly higher in the denser parts
of the ISM, suggesting distinct and segregated turbulent generation mechanisms in different
phases of the ISM.

A final point about generation of turbulence is that there may be a problem with the
distribution or diffusion of turbulence throughout the ISM. The preceding discussion as-
sumes that all of the processes involved in turbulent power input, i.e. generation at the
outer scale, cascade through wavenumber, and dissipation of small spatial scales, are spa-
tially co-located. However, supernova remnants and stellar bubbles occupy a very small
fraction of the ISM, and turbulent damping limits the extent to which turbulence can
propagate from the generation site to locations throughout the WIM (Spangler 2007;
Spangler et al. 2011a). Observations of scintillations of pulsars and extragalactic radio
sources, on the other hand, indicate that turbulence is widely distributed through at least
the WIM phase of the ISM.

However, it must be admitted that the possible difficulty raised in Spangler (2007) and
Spangler et al. (2011a) has not generated “weeping and the gnashing of teeth” in the inter-
ested community. The response from that community has been that the role of supernova
remnants is to excite a global Galactic system of flows, which then generate turbulence
throughout the Galaxy via velocity shear. An evaluation of this matter will depend on a
better understanding of whether ISM turbulence is produced by a limited number of point
sources, or by processes such as shear that occur throughout the Galaxy.

6.5 Removal of Fast Magnetosonic Waves from Interstellar Turbulence

Fast Magnetosonic waves are one of the three MHD wave modes, so one would expect them
to comprise part of interstellar turbulence. Cho and Lazarian (2002, 2003) and Klein et al.

4Baroclinic effects involve the generation of fluid vorticity by misaligned gradients of pressure and density.
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(2012) have formally investigated the partition of MHD turbulence into fluctuations possess-
ing the properties of these modes, as well as the generation of slow mode and fast mode-like
fluctuations from predominantly Alfvénic turbulence. However, it has been argued on ob-
servational grounds that Fast Mode waves can only constitute a negligibly small fraction of
the energy in interstellar turbulence. The argument is based on the rapid damping of Fast
Mode waves on thermal ions for conditions appropriate to the Warm Ionized Medium. If a
sizeable fraction of the energy in interstellar turbulence is in the form of Fast Mode waves,
then the large power input to the interstellar medium would exceed the cooling capacity of
the WIM gas (Spangler 1991, 2003). Interestingly enough, these waves also seem to be ab-
sent from the solar corona and the solar wind at 1 A.U. Harmon and Coles (2005) make a
convincing argument that a substantial contribution of Fast Mode waves to the coronal tur-
bulence budget is incompatible with spaced-receiver propagation measurements. Klein et al.
(2012) also argue that Fast Modes waves, or fluctuations possessing Fast Mode properties,
constitute an insignificant portion of solar wind turbulence at 1 A.U. The analysis of Klein
et al. (2012) is based on calculations of simulated turbulence, consisting of a superposition
of Fast Mode waves, Slow Mode waves, and Alfvén waves. These simulated realizations
of turbulence are compared with actual measurements of solar wind turbulence, especially
the density-magnetic field correlation function. Klein et al. (2012) find that the realizations
that resemble the true, observed turbulence are those with an insignificant fraction of Fast
Mode waves. It should be mentioned before leaving this topic that the absence of Fast Mode
waves in heliospheric plasmas is a characteristic of plasmas far from shocks or other sources
of unstable particle distributions. Shocks produce ion streaming instabilities which in turn
generate beautiful, large amplitude Fast Magnetosonic waves, the best known examples of
which are the waves upstream of the Earth’s bow shock (for an entry point to a large liter-
ature Hoppe et al. 1981). However, it seems to be the case that these Fast Mode waves are
confined to relatively thin layers that bound strong shocks in the solar wind. To conclude this
subsection, whether such a minor role for the Fast Mode in astrophysical turbulence is due
to enhanced damping, or the turbulence generation mechanisms remains to be determined
by future research.

6.6 Do We Understand the Lack of a Spectral Break at the Ion-Neutral Collisional Scale?

As discussed in Sect. 3.1, there is observational evidence for a power law spectrum of inter-
stellar turbulence from scales of at least a few parsecs, down to scales as small as 100 km.
The existence of a power law spectrum seems to indicate, on general grounds of dimensional
analysis, that there are no fundamental scales between the outer scale on which stirring is
done, and the inner scale where dissipation occurs. This assumption is in stark contrast to the
situation for the WIM phase of the interstellar medium, in which a fundamentally-defined
scale, the collisional scale lc ≡ VA

νin
, where VA is the Alfvén speed and νin is the ion-neutral

collisional scale, lies between the inner and outer scales (lc � 1015–1016 cm). In the WIM
the neutral atoms are helium, which is partially or fully neutral. This oddity was discussed
by Armstrong et al. (1995).

Cho and Lazarian (2003, this paper also contains references to earlier results by these
authors) and Oishi and MacLow (2006) present numerical simulations showing that irreg-
ularities exist on scales smaller than the ion-neutral collisional scale, and conclude that
ion-neutral collisional effects do not truncate the turbulent cascade. A different conclusion
appears to be reached by Shaikh and Zank (2008). Shaikh and Zank (2008) find that while
the turbulent cascade continues at wavenumbers larger than that corresponding to the ion-
neutral collisional scale, the fundamental physics of the nonlinear interaction is modified.

431 Reprinted from the journal



M. Haverkorn, S.R. Spangler

These authors claim that the magnetic field and velocity power spectra of the ionized fluid
are significantly steepened in comparison with the same spectra of a fully-ionized plasma.
This result would seem to be discordant with the observed Kolmogorov spectrum of density
fluctuations down to much smaller spatial scales. Further discussion of this interesting ques-
tion should include recognition of the intrinsic anisotropy of MHD turbulence (see Sect. 3.4).
For Alfvénic turbulence, the ion-neutral collisional interaction is determined by the parallel
wavenumber k‖, whereas the irregularities responsible for radio wave scintillation almost
certainly have k⊥

k‖ � 1. Whether the anisotropy of turbulence, which will be large at these
scales, is enough to resolve this question remains to be determined.

6.7 The Outer Scale of Interstellar Turbulence and Cosmic Ray Propagation

In Sect. 3.6 above, we noted that several independent investigations find that the outer scale
of turbulence in the WIM must be of order a few parsecs. There is an associated curiosity
that was raised in Spangler (2001), but does not appear to have been discussed since. If
there is a break in the turbulence corresponding to an outer scale of 4 parsecs, then there
should be an associated change in the transport properties of cosmic rays which are resonant
with such irregularities, i.e. those with energies of 1015–1016 eV. In fact, the famous “knee”
in the cosmic ray spectrum occurs here, but other mechanisms are normally invoked for
its existence. Should the change in turbulence properties at scales that resonate with such
cosmic rays be added to the mechanisms considered? In considering this matter, it should be
recognized that the outer scale of turbulence in the Galactic halo is probably large, of order
100 pc (see Sect. 3.6 above). The larger fluctuations in the Galactic halo could resonate with
higher energy cosmic rays than the smaller fluctuations in the WIM of the spiral arms. The
fluctuations in the halo may dominate the Galactic transport of cosmic rays.

6.8 Can Observations Provide a Connection to Theories of Kinetic Processes in
Turbulence?

One of the most intriguing recent developments in the study of plasma turbulence has been
elucidation of the role of kinetic processes in turbulence (i.e. those described by the Vlasov
equation rather than MHD), and the observational support for these ideas in spacecraft mea-
surements of solar wind turbulence (Sect. 3.5 above). Can we find similar evidence of kinetic
processes in the interstellar medium? Do the same kinetic processes which appear crucial
in the solar wind, such as Landau damping of kinetic Alfvén waves, play an important role
in the interstellar medium? In kinetic damping processes, energy will flow to either ions or
electrons, depending on which is resonant with the fluctuations being damped. However,
observations of the WIM plasma, the best diagnosed astrophysical plasma, show tempera-
ture equilibration between electrons and different ion species (Haffner et al. 2009). A similar
situation occurs in the clouds of the Very Local Interstellar Medium, where the same temper-
ature characterizes neutral atoms as well as several ions with different masses (and therefore
cyclotron frequencies, Spangler et al. 2011b).

6.9 Why Is the Spectrum of Plasma Turbulence the Same in HII Regions, the Warm
Ionized Medium, and the Solar Wind?

The Armstrong et al. (1995) result of a Kolmogorov density fluctuation spectrum over sev-
eral decades pertains to the WIM component of the interstellar medium, having been estab-
lished from observations of relatively nearby pulsars and extragalactic radio sources whose
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lines of sight are at high galactic latitudes. Radio wave propagation measurements made on
heavily-scattered lines of sight that pass through HII regions (e.g. Spangler 1988; Molnar
et al. 1995; Rickett et al. 2009) are also consistent with a Kolmogorov density spectrum.
Finally, the plasma of the solar corona and inner solar wind also has a Kolmogorov spec-
trum, particularly in the slow solar wind. In the solar wind, the spectral of magnetic field
and flow velocity are observed to possess inertial subranges with spectra that are close to
Kolmogorov. Whether the spectra are both exactly Kolmogorov, both slightly flatter than
Kolmogorov, or different for the two fields remains a point of contention. Boldyrev et al.
(2011) claim that there is a slight difference in power law indices of the magnetic and veloc-
ity spectra, but this has been disputed by Beresnyak and Lazarian (2010). Regardless of the
resolution of these important matters dealing with the physical nature of plasma turbulence,
it remains empirically the case that density, magnetic field, and velocity have “Kolmogorov-
like” spectra in the solar wind, and plasmas in the WIM and HII regions have similar density
spectra. This result is, perhaps, somewhat unexpected since the mechanisms for generation
of the turbulence at the outer scale are presumably quite different in these different media,
as might be the plasma β that determines the dissipation mechanisms. Is the similarity of
the turbulence in these quite different media a consequence of the universality of turbu-
lence?

7 Summary and Conclusions

Radio propagation observations yield a surprising amount of quantitative information about
the plasma state of the interstellar medium, particularly for turbulence in the WIM phase of
the ISM and HII regions. The measurements emphasized in this paper have been Faraday ro-
tation of linearly polarized signals that have propagated through the ISM during the passage
from extragalactic radio sources to the Earth, frequency-dependent polarization character-
istics of the Galactic synchrotron radiation, and scintillations of Galactic and extragalactic
radio sources due to small scale density fluctuations in the ISM. From this information, we
can deduce the amplitude and spectral properties of interstellar turbulence. We have infor-
mation on the outer and inner scales of this turbulence; the corresponding inertial subrange
extends over roughly 10 decades. In some respects, interstellar turbulence resembles the
extensively studied turbulence in the solar wind. However, there appear to be significant
differences as well. In spite of impressive progress in this field, there are several (at least)
poorly-understood aspects of interstellar turbulence that warrant the term “mysteries”. Sev-
eral of these aspects are discussed in Sect. 6 above. Some of these could be addressed in
a significant way with new observations on new or substantially upgraded radio telescopes
such as the VLBA and LOFAR.
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Abstract Shocks in collisionless plasmas require dissipation mechanisms which couple
fields and particles at scales much less than the conventional collisional mean free path.
For quasi-parallel geometries, where the upstream magnetic field makes a small angle to the
shock normal direction, wave-particle coupling produces a broad transition zone with large
amplitude, nonlinear magnetic pulsations playing an important role. At high Mach numbers,
ion reflection and acceleration are dominant processes which control the structure and dis-
sipation at the shock. Accelerated particles produce a precursor, or foreshock, characterized
by low frequency magnetic waves which are convected by the plasma flow into the shock
transition zone. The interplay between energetic particles, waves, ion reflection and accel-
eration leads to a complicated interdependent system. This review discusses the spacecraft
observations which have motivated the current view of the high Mach number quasi-parallel
shock, and the theories and simulation studies which have led to a better understanding of
the microphysics on which the quasi-parallel shock depends.

Keywords Space plasma · Collisionless shock · Particle acceleration

1 Introduction

Shocks in collisionless plasmas require dissipation mechanisms which couple fields and par-
ticles at scales much less than the conventional collisional mean free path. They cannot be
understood without a study of the processes which operate and the resulting scale lengths
and structure—in other words, the microphysics of the shock. Collisionless shocks are not
only of interest in themselves, but also for the key role they play in universal mechanisms in
cosmic plasmas such as particle acceleration and flow-obstacle interactions. The structure
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and dissipation mechanisms affect the injection of particles into acceleration processes and
thus are important for the overall acceleration efficiency. They are also vital for understand-
ing how the shock behaviour and resulting particle acceleration may depend on the plasma
environment and shock parameters. A companion review describes particle acceleration at
the terrestrial bow shock (Burgess et al. 2012), and the mechanisms described therein can
mostly be generalized to other regimes.

In a collisionless plasma a shock is primarily characterized by the shock strength or Mach
number M , and magnetic geometry. The latter can be defined by the angle θBn between the
upstream magnetic field and the shock normal: if θBn > 45◦ the shock is described as quasi-
perpendicular, and otherwise quasi-parallel. For sufficiently high Mach number fluid models
with only resistive dissipation are inconsistent, i.e., no stable solution can be found. For such
shocks it is found in observations and simulations that they are dominated by ion dissipation
deriving from reflection (usually near specular reflection) of some fraction of the incident
distribution at the shock ramp. Ion reflection at the quasi-perpendicular shock changes the
structure of the shock, both on average and in terms of the fluctuations generated at the
shock. Such shocks are usually termed super-critical, where the critical Mach number is that
above which no resistive fluid solutions can be found. We will see shortly that the sub/super-
critical distinction is less applicable to the quasi-parallel shock due to the lack of a single,
monotonic shock ramp corresponding to that found in low Mach number fluid solutions.
However, as discussed in this review, at high Mach number ion reflection appears to play a
crucial role for dissipation processes also within the quasi-parallel shock.

At the quasi-perpendicular shock the reflected ions gain perpendicular energy and their
subsequent gyration and motion downstream produces strong ion heating. The upstream
magnetic geometry and the particle gyration ensures that they remain within a gyro-scale
of the shock ramp, and the average profiles for the magnetic field and other plasma quanti-
ties have some similarity to the laminar solutions of fluid models. There may be consider-
able contributions from fluctuations and internal structure at shorter scales, but the overall
scale is set by the particle gyration of reflected ions. However, as θBn is decreased the mag-
netic geometry dictates that the particle parallel velocity obtained via reflection may, if large
enough, allow the particle to move away upstream from where it was reflected. Similarly,
considering an energetic ion, or heated ion downstream but just at the shock ramp, it may
have enough parallel velocity to escape upstream of the shock. In either case, it is clear that
energetic, shock associated upstream particles are an intrinsic feature of the high Mach num-
ber quasi-parallel shock, and this is borne out by observations at the terrestrial bow shock
and other heliospheric shocks. Upstream suprathermal particles can drive waves via plasma
instabilities, and which in turn controls the diffusion properties of the energetic particles
in the upstream region. In this way the foreshock (that region of space ahead of the shock
filled with waves and particles by virtue of the shock itself) plays a central role in diffusive
shock acceleration theory. The presence of energetic particles in the foreshock complicates
the question of the dominant scale lengths at the quasi-parallel shock. We have seen that the
gyro-scale is a characteristic scale at the quasi-perpendicular shock. But at the quasi-parallel
shock the characteristic length scales depend on the coupling between waves and energetic
particles, which in turn depends on the mechanisms for extracting energetic particles from
the thermal distribution.

Early ideas, such as the work of Golden et al. (1973) and others, addressed the prob-
lem of how to link the upstream state (cold, high velocity) with that downstream (heated,
slowed) by postulating an extended transition which was modelled as a gradual overlap be-
tween upstream and downstream states. The underlying assumption was that the transition
had some degree of monotonicity in terms of average properties. This upstream/downstream
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overlap is analogous to the idea that there was an “evaporation” of the heated downstream
ions into an upstream precursor region, where they would produce a distribution function
with parallel anisotropy unstable to the firehose instability (Parker 1961). The subsequent
waves and relaxation would lead to the heating of ions as they passed through the precursor.
Although conceptually attractive, these models, which relied on the idea of turbulent cou-
pling, did not take into account many of the features of turbulence which are now believed to
be important, such as the role of nonlinear interactions, intermittency, localized structures,
etc. Parker’s 1961 quote, however, seems prescient: “The relative importance of the pre-
cursor . . . can be determined eventually by experiment or by sufficiently detailed machine
calculations.”

In terms of observations, these models, although important for introducing the idea of an
extended coupling zone between upstream and downstream states, were dealt a blow by the
early observations of the quasi-parallel terrestrial bow shock. Spacecraft observations will
be discussed from a modern point of view in the next section. But it is instructive to consider
the summary of Greenstadt et al. (1977) based on single spacecraft data, using instruments
of only modest capability. They noted that the high Mach number quasi-parallel shock was
characterized by “(1) Irregular large amplitude magnetic pulsations, sometimes in bursts,
often separated by intervals of smaller amplitude upstream-like waves; (2) Thickness of
<2RE ; (3) Large amplitude quasi-period transverse magnetic wave components; (4) Solar
wind of nominally unreduced but significantly deflected streaming velocity; (5) Solar wind
of elevated temperature, enhanced density, and distinct distribution with skewed high energy
tails and irregular low-energy envelopes; . . . (8) Interpulsation regions of upstream magnetic
magnitude and wave structure but noisy, deflected, and partially thermalized plasma flow;
(9) No direct evidence that the macrostructure was governed by fire hose instability as a
dissipation mechanism.” All these points survive in our current picture of the high Mach
number quasi-parallel “pulsation” shock.

2 The Quasi-Parallel Pulsation Shock: Observations

Unlike traversals of the quasi-perpendicular bow shock, the terrestrial quasi-parallel shock
often resembles a “hash” of multiple short-lived apparent transitions from upstream to down-
stream states, for example as in Fig. 1. Closer inspection shows a more complex structure,
with variations of field, plasma speed and distribution function type. The quasi-parallel
shock is associated with the ULF foreshock sited ahead of the shock and populated with
energetic particles and ULF waves (see reviews in Burgess et al. 2005, 2012; Eastwood
et al. 2005). One puzzling feature is that the amplitudes of structures seen in the quasi-
parallel shock zone often exceed the downstream value that would be predicted from the
shock jump (Rankine-Hugoniot) relations. This points to a lack of time-steady behaviour at
the shock. A key breakthrough in the study of the terrestrial quasi-parallel bow shock was
the dual spacecraft ISEE observations of Thomsen et al. (1990a) which showed that some of
the magnetic pulsations within the shock transition had a “convective” signature. Typically
the spacecraft velocity relative to the average bow shock position is small, of order a few
km/s. Observations of the quasi-perpendicular shock occur when the bow shock position
shifts and the shock moves across the spacecraft, either outwards or inwards. In contrast,
when data from at least two spacecraft are combined, a convective signature in the relative
timing of a feature in the time series indicates that the magnetic field structure is convecting
with, or in the direction of the plasma. Magnetic pulsations in the quasi-parallel shock have a
peak magnetic field amplitude which is at least, and often exceeds the average downstream
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Fig. 1 Data from Cluster for a
quasi-parallel shock crossing.
Shown are magnetic field
magnitude |B| in nT, proton
number density Np in cm−3, and
plasma flow speed |V | in km s−1,
all from Cluster 1. The bottom
panel shows the angle θBn
estimated from upstream ACE
data. From Lucek et al. (2008)

Fig. 2 Magnetic pulsation in
data from AMPTE UKS and
IRM, with (below) hodogram in
minimum variance frame for the
interval marked with a bar. From
Schwartz et al. (1992)

value. The presence of a convective signature for some events therefore shows that these
large values are achieved in magnetic field structures convecting in the flow, not merely by
oscillations of a shock surface, as at the quasi-perpendicular shock.

Schwartz et al. (1992) distinguished between “isolated” pulsation events, with typical up-
stream solar wind on both sides, and “embedded” events which had a more complex form,
with magnetosheath or partially heated solar wind on one or both sides. The isolated events
have a well-defined monolithic appearance, lasting 5–20 s, a large peak magnetic field am-
plitude at least twice, but sometimes up to 5–6 times the solar wind value. Figure 2 shows
a magnetic pulsation in data from AMPTE IRM and UKS. The relative timings are con-
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sistent with convection in the direction of, but with a speed less than the solar wind. The
hodogram shows that the initial part is LH polarized (in the spacecraft frame), the latter
part RH polarized and in addition there is a LH polarized wave train consistent with a con-
vected whistler. Different combinations of LH and RH polarization can be found at different
pulsations, although the intrinsically RH polarized wave train, when seen, corresponds to a
standing structure on the steepened upstream edge. For a convected pulsation this is seen
as a standing structure on the trailing edge as observed in time. Similar structures are seen
at the steepened edges of “shocklets” seen in the ULF wave foreshock, albeit at smaller
amplitudes. Timing analysis indicates that the pulsations are typically propagating super-
Alfvénically in the plasma rest frame, but slower than the solar wind speed, so that they
are convected with the solar wind. The pulsation propagation speed increases with the peak
amplitude of the magnetic field strength. Mann et al. (1994) found speeds between 2–5 vA,
which implies that the trailing (in time, i.e., upstream in space) edges of the larger pulsations
are shock-like.

The complex magnetic structure of the quasi-parallel pulsation shock is reflected in the
observations of ion particle distribution functions. It should be remembered that throughout
the quasi-parallel shock and connected foreshock there is a population of energetic “dif-
fuse” ions. However, at lower supra-thermal energies the ion distributions are highly vari-
able with clumps of particles in velocity space. Gosling et al. (1989) reported evidence of
(1) cold, coherent ion beams with velocities roughly consistent with specular reflection at
a sharp gradient, and (2) downstream ion distributions which indicated the presence of a
cold, deflected core, and a hotter low density shell in velocity space. They pointed out that
similar features were seen at the quasi-perpendicular shock, implying that ion specular re-
flection could contribute, in the same manner, to ion dissipation at the quasi-parallel shock.
However, this cannot be the complete picture since the observation of such distributions is
intermittent, and the idea of a single shock surface acting to specularly reflect ions has to
be reconciled with the behaviour of convecting pulsations which would disrupt that surface.
Thomsen et al. (1990b) studied the ion distributions (in 2-D velocity space) downstream and
presented evidence of two types of distribution: one with a cooler, denser core plus hot shell,
and the other being a less dense, broader and more “Maxwellian” in appearance. These dis-
tributions would be observed in alternation close to the nominal shock transition. Thomsen
et al. (1990b) argued that these two types of distribution were not evolutionary because the
distribution far downstream had properties intermediate between the two initial states, and
that examples of both types of distribution could be found at crossings of the shock ramp.
Many of these results are refinements of the early Heos and Ogo observations presented in
Greenstadt et al. (1977). Onsager et al. (1990), again using the ISEE 2-D ion experiment,
performed a survey of coherent ion reflection in quasi-parallel shocks and found that such
beams were detected frequently throughout the shock transition, and were seen near the
shock ramp (identified in the electron density) or near other shock-like features (presum-
ably pulsations). On the other hand, there are some shock-like features (pulsations) which
are not seen associated with coherent ion beams. When cold coherent beams were observed
they were almost always consistent with specular reflection after only a small fraction of a
gyro-period after reflection. The observations of Onsager et al. (1990) and Thomsen et al.
(1990b) indicate that ion specular reflection is important at some shock crossings, but not all.
Or, more plausibly, time variability is crucial in interpreting any particular crossing. Another
issue to be considered is the relatively low time resolution of particle instruments compared
to magnetic field variations near pulsations, so that time-aliasing of observations is a real
possibility.

The Onsager et al. (1990) observation that the specularly reflected ions are only seen as a
coherent clump in velocity space shortly after reflection indicates that the ions are scattered,
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Fig. 3 Four examples of Cluster
four spacecraft data for magnetic
pulsations within the
quasi-parallel shock transition. In
each plot the different colours of
the time series represent different
spacecraft in the Cluster
constellation. The approximate
tetrahedron scale in km is marked
for each case. From Lucek et al.
(2008)

or coupled in some way to the rest of the plasma, relatively rapidly. It might be thought that
the pulsations would be the source of that coupling, but another possibility is indicated by the
observation that the dense, short-lived ion beams are associated with bursts of broad-band
magnetic turbulence with frequencies up to at least 3 Hz, and possibly higher (Wilkinson
et al. 1993). The magnetic turbulence was observed to be decorrelated between spacecraft at
a separation of 150 km, making it difficult to fully analyse its properties. It was also found,
with data from a 3D ion instrument, that cold ion beams could sometimes be seen which
were inconsistent with specular reflection at the nominal shock orientation.

From the earliest studies it was acknowledged that single spacecraft observations can-
not be used to distinguish the inherent propagation properties of fluctuations and pulsations,
given the overall motion of the average bow shock. Multi-spacecraft observations give the
possibility of establishing orientations of plasma structures, but only if there is sufficient
time stability so that cross-correlation gives meaningful delay times between the spatially
dispersed spacecraft. If there is considerable temporal evolution of a structure in the time
that it convects past the spacecraft constellation, then it becomes impossible to determine
orientations, and only some minimal information about scale lengths can be extracted. Clus-
ter observations taken when the four spacecraft constellation had different separation scales
are shown in Fig. 3 (Lucek et al. 2008). Different colours of the time series represent dif-
ferent spacecraft in the Cluster constellation. At a separation of 100 km (of order the ion
inertial length) the time difference is less than one second, so that differences are more
likely to be due to spatial gradients rather than temporal evolution. At separations of 250 km
there is evidence of temporal evolution, and growth of the pulsation as it convects. Since
the time difference is only of the order of a few seconds the growth is rapid, much less than
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Fig. 4 Results from a hybrid
simulation of a θBn = 20◦ ,
MA = 3.5 shock. Shown are
profiles of the magnetic field
tangential to the shock stacked in
time. From Scholer and Terasawa
(1990)

the ion gyroperiod in the upstream magnetic field. For a separation of 600 km or 1000 km
there are now considerable differences between the spacecraft profiles, and it is only pos-
sible to deduce the rather weak conclusion that temporal evolution and/or spatial gradients
are important at those scales.

3 Simulations, Mechanisms and Microphysics

Hybrid simulations of quasi-parallel shocks above a Mach number of MA ∼ 2 have revealed
that such shocks have a quasi-periodic cyclic behaviour in their structure, in that the abrupt
transition of the magnetic field at the shock relaxes to a more gradual transition and is re-
placed by a new shock front ahead of the previous nominal shock position (Burgess 1989).
Figure 4 (Scholer and Terasawa 1990) shows the time evolution of the transverse magnetic
field component for a θBn = 20◦,MA = 3.5 shock as obtained from a 1-D hybrid simulation.
The shock is launched off the right hand rigid wall of the simulation box, so that the shock
propagates leftwards. From the left hand side upstream waves can be seen to run into the
shock. These upstream waves are compressed closer to the shock; simultaneously the shock
profiles becomes more gradual. The arriving wave steepens up at the upstream edge which
becomes the newly reformed shock. Some of the reformation cycles are particularly promi-
nent while others seem to be more like mini-cycles. On average reformation takes place
every 20Ω−1

c , corresponding to ∼20 sec at Earth’s bow shock.
The temporal development of the local shock normal angle and the occurrence of peri-

odic bursts of backstreaming ions connected with the reformation process can be seen from
Fig. 5 (Burgess 1995). These results are from a quasi-parallel 1-D hybrid shock simulation
with θBn = 30◦, MA = 6.5, showing time evolution in the form of a grey scale plots of the
total magnetic field B , the backstreaming ion density, and local instantaneous shock normal
angle θBn. The frame for the plots corresponds to the average shock rest frame. In all plots,
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Fig. 5 Results from a quasi-parallel (θBn = 30◦ ,MA = 6.5) hybrid shock simulation showing time evolution
in the shock frame of magnetic field (white-black: 0.9B0 → 3.5B0, with contour at 2.5B0), local instanta-
neous value of shock normal angle θBn (white-black: 30◦ → 5◦), and backstreaming ion density (white-black:
0.02→ 2.0). From Burgess (1995)
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Fig. 6 Magnetic energy flux of
upstream waves with downstream
directed group velocity for 5
shocks with different Mach
number (θBn = 30◦). Adapted
from Krauss-Varban and Omidi
(1991)

a contour indicates where the total field is 2.5 times above its nominal upstream value, and
thus the location of the main field jump. A major reformation cycle can be identified be-
tween T = 42Ω−1 and T = 54Ω−1, where the initial “shock” (i.e., location of an abrupt
transition) moves backwards, and is replaced by another “shock” front ahead of the nominal
shock position. This representation also reveals that there are mini-reformation cycles (e.g.,
at T = 62Ω−1), which some stack plot representations fail to show. From the local value of
the shock normal angle, where the grey scale covers the range θBn = 30◦ (white) to θBn = 5◦
(black), it is clear from correlating these figures that the change from sharp shock transition
to irregular occurs when a region of low instantaneous θBn is convected into the field jump.
The large-amplitude waves, as they arrive at the shock, force the shock to adjust to the newly
changing upstream conditions. This results in a retreating shock ramp (in the average shock
frame), and a decay of the sharp profile to a flatter, more extended and irregular transition.
This in turn causes a switch-off of the production of backstreaming ions. The arrival of the
upstream wave also correlates with the production of backstreaming ions ahead of the main
jump in magnetic field amplitude. The correlation between low instantaneous θBn, bursty
production of backstreaming ions and the transition to an irregular magnetic structure is
very good, even down to the mini-reformation cycles.

An apparent prerequisite for reformation to occur is that, in the shock frame, the group
velocity of the upstream waves is directed downstream, i.e., the wave energy is transported
back into the shock. Krauss-Varban and Omidi (1991) concluded, from hybrid simulations
of quasi-parallel shocks with different Mach numbers, that the shock becomes unsteady
when the energy flux of waves with downstream directed group velocity exceeds 10 % of
the flux given by the upstream background magnetic field and the Alfven velocity BvA.
Figure 6 shows the dramatic increase in the magnetic energy flux of upstream waves with
downstream directed group velocity as a function of Mach number.

However, in order to drastically disturb the shock by changing the upstream condition
and to steepen up to a new shock the waves have to grow in amplitude as they are convected
into the shock. This is only possible by interaction with existing diffuse ions or with more
specularly reflected ions closer to the shock. In a computer experiment a quasi-parallel shock
has been followed for some time and a certain reformation cycle was recorded. Figure 7
(Scholer and Burgess 1992) shows in the upper panel a small part of the simulation domain,
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Fig. 7 Time development of the
tangential magnetic field for a
θBn = 20◦ , MA = 4.6 shock.
Results are shown in the
simulation frame so that the
shock travels to the left. Shown is
part of the simulation box and the
time evolution near the shock. In
the run shown in the bottom
panel all backstreaming ions
have been eliminated within
80c/ωpi upstream of the shock
after tΩct = 150. From Scholer
and Burgess (1992)

and the approaching wave crest can be followed in time as the wave is convected toward the
shock until the upstream edge becomes the reformed shock. The simulation run was repeated
and at Ωct = 150 (after the upstream wave train was established) all backstreaming ions in
a region of 80 c/ωpi upstream from the shock were removed. In particular no subsequent
new backstreaming ions were allowed for. In the lower panel it can be seen that while the
wave is convected into the shock it does not steepen up to a new shock front.

The mechanisms for the emergence of large amplitude magnetic field pulsations are
worth considering in more detail. The consistent observation of large amplitude pulsations
near the Earth’s quasi-parallel bow shock and their occurrence in simulations have led to a
picture of the quasi-parallel shock as being a patchwork of large amplitude pulsations with
“inter-pulsation” plasma sandwiched between the pulsations (Schwartz and Burgess 1991).
Figure 8 is a schematic of the relation between large amplitude pulsations (shaded ellipses),
magnetic field (dashed lines), and bulk flow (double arrows). The pulsations are deceler-
ated in the shock rest frame, which means that their velocity with respect to the plasma
rest frame increases, they are deflected and merge as they convect toward what becomes the
downstream state.

In 1-D simulations of quasi-parallel shocks with θBn exceeding ∼20◦ the low frequency
upstream waves steepen up into large amplitude pulsations in a region very close to the
shock. An incoming wave interacts with the shock, producing an associated increased den-
sity of diffuse and/or nearly specularly reflected ions. Figure 9 (Scholer 1993) shows for a
shock with θBn = 30◦, MA = 4.6 the ion phase space density, the log of the backstreaming
ion density (the solar wind density is normalized to 1), and the two magnetic field compo-
nents Bz, By versus x within a region of 100c/ωpi around the shock (at ∼420c/ωpi . As
can be seen from the phase space plot there are no specularly reflected ions upstream of the

Reprinted from the journal 446



Microphysics of Quasi-parallel Shocks in Collisionless Plasmas

Fig. 8 Schematic of the relation
between large amplitude
pulsations (shaded ellipses),
magnetic field (dashed lines), and
bulk flow (double arrows). From
Schwartz and Burgess (1991)

Fig. 9 Ion phase space, the
number of backstreaming ions
normalized to the far upstream
ion density, Bz and By versus x
normalized to the ion inertial
length at one particular time
during a 1-D hybrid simulation of
a θBn = 30◦ , MA = 4.6 shock.
From Scholer (1993)

shock during this time; however, close to the shock the density of diffuse ions drastically
increases and exceeds a value of 13 % of the far upstream ion density. This demonstrates
that the growth of the shocklet with the upstream steepened edge near x ∼ 400c/ωpi is ap-
parently due to interaction with the increasing number density of diffuse ions. Although this
result may depend to some extent on how ions are counted as “diffuse.” Attached to the
shock ramp is a whistler wave which is due to dispersion during steepening of the shock
ramp. In the steepened portion of the wave the upstream ions’ bulk velocity decreases, in-
dicating that steepening is in part also due to energy loss of the solar wind. As the large
positive By of the shocklet reaches the shock ramp a cloud of ions is specularly reflected.
However, the specularly reflected ions are trapped within the approaching pulsation which
results in a further increase of the pulsation amplitude.
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One dimensional simulations constrain the wave vectors to the aligned with the shock
normal, but simulations in more than one spatial dimension result in upstream waves with
wave vectors mainly in the magnetic field direction, in agreement with the expectations of
linear theory for beam instabilities. In 2-D hybrid quasi-parallel shock simulations it has
been seen that field-aligned low frequency waves evolve to have their wave vector direction
closer to the shock normal direction once they have steepened up into shocklets or pulsa-
tions (Scholer et al. 1993). This can be explained by refraction of the waves/pulsations in
the region of increasing diffuse ion density: as can be seen from Fig. 4 the velocity of the
steepening pulses decreases in the shock frame as the pulse is convected toward the shock,
i.e., the upstream directed velocity in the upstream plasma rest frame increases as the pulse
approaches the shock. Let us assume that to zeroth order the pulses obey Snell’s law as
they are amplified in the region of increasing diffuse ion density close to the shock tran-
sition. Let us also assume that an upstream boundary parallel to the shock front separates
a region of rather low diffuse ion density from a region of high diffuse ion density where
the phase velocity of the waves/pulsations in the upstream rest frame is almost equal to the
shock Mach number. Snell’s law requires conservation of the shock frame wave frequency
and tangential wave length at the boundary. This is only possible when the wavelength in
the region of decreasing phase velocity in the shock frame ion also decreases. In order
to keep the wavelength parallel to the boundary constant, the waves have to be refracted
away from the magnetic field direction towards the boundary normal direction. Thus as the
phase velocity in the shock frame decreases the wave fronts become more aligned with
the shock front. Some observational evidence for this effect is presented in Lucek et al.
(2008).

Simulations have also given evidence that pulsations, and subsequent associated reforma-
tion, can also be induced by specularly reflected ions. Hybrid shock simulations have been
performed where the diffuse upstream ions have been removed from the system a distance
50c/ωpi upstream of the shock position in order to suppress the long wavelength upstream
waves (Thomas et al. 1990). These artificial shocks nevertheless exhibit an unsteady behav-
ior and are reforming. One mechanism for the unsteadiness is the periodically occurring
bursts of specularly reflected ions which propagate upstream and interact with the incoming
solar wind to produce large amplitude pulsations which are almost standing with respect to
the shock. The shock retreats and these pulsations become the new reformed shock ramp.
Figure 10 shows results from a θBn = 30◦, MA = 6 shock simulation where upstream waves
have largely been suppressed. Shown is the magnetic field magnitude, the By component,
the ion density, and ion phase space versus x for two different times which are 6Ω−1

c apart.
Note that the range in x has been shifted by 5.5c/ωpi to the left between the left hand plot
and the right hand plot. At t = t0 a cold beam of specularly reflected ions (negative vx )
can be seen to emerge from the shock. This beam has strongly interacted 6Ω−1

c later with
the incident ion beam: at the upstream edge the two have coupled and peaks in ion density
ni and magnetic field B build up at the upstream edge. The upstream edge has essentially
taken over the role of the reformed shock ramp. The new downstream region is not uni-
form, i.e., the cool and hot parts of the incident and reflected ion beam plasmas have not
yet completely phase mixed. This situation is rather similar to the two state temperature
often found downstream of the ramp of Earth’s bow shock (Thomsen et al. 1990b). This is
suggestive that at a collisionless shock reformation can actually be induced by specularly
reflected ions without any interaction with upstream waves. However, it has to be kept in
mind that the simulations which show this involve the removal of foreshock ions, and there-
fore the generation of associated waves, which are an intrinsic part of the quasi-parallel
shock.
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Fig. 10 Profiles of |B|, By , ni , vx − x phase space versus x for a limited range of x around a simulated
θBn = 30◦ , MA = 6 shock where upstream diffuse ions have been removed in order to largely suppress low
frequency upstream waves. From Thomas et al. (1990)

Let us now focus in more detail on the incident ion-reflected ion beam interaction. The
interaction of a spatially limited beam of cold ions with an incident cold ion beam has
been the topic of considerable research. In the parallel limit, i.e., magnetic field parallel
to the incident beam and a spatially limited beam flowing in the opposite direction, the
interaction involves the excitation of ion/ion beam instabilities. For the high reflected beam
densities of over 10–20 % it is expected that the nonresonant (firehose type) right hand beam
instability has the largest growth rate. However, as shown by Onsager et al. (1991a) two
important facts modify the interaction compared to the homogeneous plasma case: Firstly,
the time a growing wave spends in contact with the finite length beam is important for its
final amplitude. The large group velocity (relative to the beam) of the nonresonant mode
therefore limits their growth. The resonant mode has a smaller growth rate; however the
smaller group velocity allows the waves to interact longer with the reflected ions, so that
they can grow to larger amplitudes. Secondly, the beam progressively spreads in space due to
velocity dispersion. This leads to a cold, high velocity, low density beam, ahead of the main
beam population, in which the resonant beam instability has a larger growth rate compared
to the nonresonant instability. The coupling of incident beam and reflected beam leads to a
transfer of the beam velocity difference into thermal energy. For a beam density ∼40 % and
a beam length of the order of 100c/ωpi , it turns out from the simulations that 50 % of the
relative velocity can be transferred into thermal energy within 5 ion gyro-times. However,
the discussion of the interaction of a finite length beam with an incident beam in the limit
of field-parallel propagation is largely academic. The magnetic field upstream of a shock
is either inclined relative to the incident (and specular reflected) bulk flow due to a finite
θBn and/or the angle of the magnetic field relative to the velocity of the reflected ions is
considerably modified due to the surrounding wave field.
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Fig. 11 vx − x phase space
plots of (left) a finite length beam
placed into an upstream low
frequency wave field and (right)
tangential magnetic field Bt at
various times after the beam has
been placed into the upstream
region. From Scholer and
Burgess (1992)

When treating the reflected particles as test particles in a uniform upstream flow, the
distance they reach upstream can be found from their motion in the upstream magnetic field
and Vu × B motional electric field (Onsager et al. 1991b). For θBn > 30◦ the distance d
normal to the shock where the normal component of velocity is zero is given by

d =MA

[
Ωcτ

(
2 cos2 θBn − 1

)+ 2 sin2 θBn sinΩcτ
]
c/ωpi, (1)

where the distance d is reached at the time τ given by

Ωcτ = arccos

[
1− 2 cos2 θBn

2 sin2 θBn

]
. (2)

For MA = 5 and θBn = 30◦ specularly reflected test particles reach zero normal velocity
by Ωcτ = π and at d ≈ 8c/ωpi . It has been suggested that the reflected ions will then
accumulate and may considerably affect the upstream density, flow velocity, and magnetic
field. An example of the ensuing interaction is shown in Fig. 11 (Scholer and Burgess 1992).
A 1-D hybrid simulation of a θBn = 20◦, MA = 4.6 shock was run up to some time, at which
point the region upstream of the shock was extracted and placed into a new system with open
boundaries together with a finite length beam representing cold specularly reflected ions.
The beam length is assumed to be 30c/ωpi and the beam density is 40 % of the upstream
ion density. The upper two panels of Fig. 11 show the vx − x phase space of the beam ions
and the magnitude of the magnetic field tangential to the shock Bt shortly after the beam has
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been placed into the simulation. Due to the large local θBn in the upstream waves evident in
the top right hand panel the beam ions immediately begin to interact with the incident ion
population. At the upstream edge the beam ions are decelerated and deflected parallel to the
shock plane. This leads to a local increase in beam density and in turn to a compression of
the tangential magnetic field. The stronger field inhomogeneity results in a positive feedback
loop generating the large magnetic field perturbation. At the same time the incident beam
is decelerated at the upstream edge of the pulsation; the energy for the large amplitude
pulsation comes in part from energy transfer of the bulk velocity of the incident ions. The
positive feedback process between reflected ion deflection and magnetic field steepening
produces the reformation seen in Fig. 11. Although this process may also work without
upstream low frequency waves, it is however facilitated as a low frequency wave approaches
the shock, thereby producing an increased tangential magnetic field component, and thus a
larger local θBn.

With a few exceptions, such as the work of Pantellini et al. (1992), the majority of early
simulation studies of the quasi-parallel shock used the hybrid simulation technique, since
it was not possible to carry out full particle (PIC) simulations with an extended upstream
region; to follow the shock over ion gyration time scales; and to use a reasonably large ion
to electron mass ratio. Pantellini et al. (1992) used an implicit PIC code, with, because of
computational constraints, an unrealistic value of mi/me = 100. With ever increasing com-
puter capability, large-scale PIC simulations have become possible. Such PIC simulations
are desirable in order to study the influence of whistler waves, either phase standing with the
shock or attached to the upstream edge of steepening shocklets. These waves, with wave-
lengths less than an ion inertial length, cannot be properly resolved by hybrid simulations
and their damping rate cannot be modelled correctly. Some early hybrid simulations have
actually suggested that the dispersive whistler waves provide the required dissipation at the
quasi-parallel shock (Kan and Swift 1983).

Results from a 1-D PIC simulation of a θBn = 30◦, MA = 4.7 shock with a mass ratio
of mi/me = 100 and ωpe/Ωce =√10 are shown in Fig. 12 (Scholer et al. 2003). The total
system size for this simulation is 200c/ωpi . The left hand side of Fig. 12 shows from top to
bottom Bz, the shock normal potential Φ , the ion bulk speed in the normal direction, and the
ion density ni versus x. Various magnetic field structures are numbered with 1 through 4.
The shock transition was shortly before this time at the upstream edge of pulsation 1 and is
now at the upstream edge of pulsation 2 as indicated by the sudden drop in bulk speed and by
the increase of the ion density. Pulsation 3 has a steepened upstream edge and becomes later
the reformed shock. Phase standing whistler waves are attached to the shock ramp (upstream
edge of pulsation 2) and a smaller amplitude whistler train is attached to the steepening edge
of pulsation 3. The left hand side of Fig. 12 shows the temporal development of pulsation 3
(stacked profiles of the magnetic field Bz) component. Arriving pulsation 3 runs into the
whistler train attached to the ramp and the waves are damped, at the same time pulsation 3
steepens and emits a new whistler wave train at the upstream edge. The damping leads to
a local heating of the ions in the trailing part of the pulsation. This suggests that dispersive
whistlers also play an active role in shock dissipation; however this is due to the interaction
with a newly arriving pulsation. During the emergence of a new shock ramp specularly
reflected ions are produced; these ions are subsequently scattered in the large amplitude
phase standing whistler. This leads to a deviation of the phase space position of specular
reflected ions from the nominal one based on θBn. But again nothing final can be said about
wave amplitudes simply from results of 1-D simulations. Another issue to consider is the
role of the artificially low mi/me ratio, and further work is required to investigate to what
extent the simulated structure changes as mi/me approaches its real value.
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Fig. 12 (Left) PIC simulation results for a θBn = 30◦ , MA = 4.7 shock. Magnetic field Bz component,
shock normal potential Φ , ion bulk velocity and ion density versus x at one particular time. (Right) Time
sequence of profiles of By ; second profile from bottom corresponds to time of overview shown to the left.
From Scholer et al. (2003)

The mechanism discussed for shock reformation so far involves the occurrence of large
amplitude pulsations which become an integral part of the shock thermalization process.
This mechanism involves the production of backstreaming particles, either suprathermal
diffuse ions or specular reflected ions. In hybrid simulations of collisionless shocks an ex-
periment can be made where all backstreaming ions are eliminated as soon as they are gen-
erated. It has been shown that in such an experiment the shock still reforms. This is due to
an instability in a small shock interface region where the incident ion beam and part of the
downstream hot ion distribution overlap. Since this instability occurs in a very limited region
at the shock interface it has been termed the interface instability (Winske et al. 1990). Linear
theory fails to describe such an instability since the region where this instability would be
excited is possibly smaller than the wavelength of the (linearly unstable) waves. It is thought
that the waves at the interface can rapidly grow to large amplitudes and mimic reformation.
Figure 13 shows results from a numerical experiment where initially two beams fill the sep-
arate halves of space. The “upstream” beam has a velocity ofMA = 5, the downstream beam
has twice the temperature of the upstream beam and 2.4 the upstream density and is at rest in
the simulation system. The magnetic field is inclined by 5◦ with the x (simulation) direction.
The upper panel of Fig. 13 shows the Bz magnetic field component stacked in time, the bot-
tom panel exhibits the phase angle Φ of the magnetic field defined by tanΦ = Bz/By . One
sees that large amplitude waves are generated at the interface (at x = 200c/ωpi , which prop-
agate downstream and are subsequently replaced by new waves. From the increase of phase
angle with x (lower panel) it can be concluded that these waves have right hand (positive)
helicity.

More direct proof of an instability occurring at the shock interface can be seen from a 1-D
hybrid simulation of a higher Mach number, more parallel shock withMA = 6 and θBn = 10◦
in Krauss-Varban (1995) (Fig. 14). The magnetic field displays a similar behaviour as the
shock shown earlier in Fig. 4 (Scholer and Terasawa 1990), in that upstream fast magne-
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Fig. 13 Time sequence of (top)
Bz and (bottom) phase angle
profiles over portion of a 1-D
hybrid simulation of a
two-stream interaction (upstream
parameters θBn = 5◦ , βi = 1;
downstream parameters
n2/n1 = 2.4, βi = 2). From
Winske et al. (1990)

Fig. 14 Stack of wave-filtered
By in the shock frame.
(a) Wavelet components 4 and 5
showing the monochromatic
waves immediately behind the
shock; (b) wavelet components
1–3 demonstrating the upstream
waves as they mode convert
through the shock interface.
From Krauss-Varban (1995)
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tosonic waves steepen and at times disturb the shock transition. Instead of displaying a stack
plot (in time) of the By magnetic field component the data has been filtered using a wavelet
method. This allows a meaningful interpretation of localized structures and is of particular
advantage when the waves consist of only a few cycles and/or have signatures of steepened
edges. The upper panel of Fig. 14 shows contributions from high wavelet numbers (4 and
5 from the 10ψ -wavelet system). The lower panel shows the remainder after subtracting out
the former. In the upper panel it can be seen that small wavelength rather monochromatic
waves are produced right at the shock interface. (Note that the data are plotted in the shock
frame so that the shock stays at constant x.) These small wavelength waves are produced at
the shock interface and the phases propagate downstream. After a distance∼150c/ωpi these
interface waves are damped out. Conversely, the larger wavelength waves upstream can be
seen to undergo a change of their properties at the shock interface and to continue in the
whole downstream region. The change at the shock interface is due to the mode conversion
of the upstream fast magnetosonic wave into a downstream Alfvén wave. Close inspection
of the ion phase space at a particular time at various positions through the shock reveals that
ion thermalization occurs in the whole transition region defined by the small wavelength
interface waves.

In the medium and higher Mach number range up to MA ∼ 8 the interface waves are
right hand polarized and their wavelength dependence on θBn and MA agrees with exci-
tation by the ion/ion right hand resonant instability for the local plasma properties at the
shock interface (Winske et al. 1990). These monochromatic waves are damped downstream
over a distance of 100–200 ion inertial lengths (Krauss-Varban 1995). Beyond this distance
downstream from the shock the waves produced upstream and then mode-converted at the
shock are the main wave modes. At Mach numbers above MA ∼ 8 the resonant as well as
the ion/ion right hand nonresonant, firehose type instability gets excited in the interface re-
gion (Scholer et al. 1997). This is due to the rapid increase of the growth rate of the nonreso-
nant instability with relative velocity between beam and background plasma. These resonant
and nonresonant waves then have very large amplitudes and are the dominant component of
the far downstream turbulence.

4 Summary

The quasi-parallel shock operates by a complex interplay between a number of different
components: particle injection/reflection; nonlinear wave-particle coupling including coher-
ent structures; energetic particles and foreshock waves. The key to understanding the quasi-
parallel shock depends on the microphysics of the extended transition zone from upstream
to downstream flow, where all these components interact. A companion review (Burgess
et al. 2012) describes particle acceleration mechanisms, and kinetic processes for particle
injection, and consequently this review has concentrated on the magnetic structure and be-
haviour of waves and particles at the shock. However, it is worth emphasizing the point that
it may be difficult to separate the processes of diffusive acceleration from the microphysics
of the shock. Theories of diffusive acceleration often make assumptions abut wave-particle
scattering that have to be tested against the microphysics of the shock transition. And, as it
has been shown, the waves of the foreshock are convected into the shock transition, thereby
affecting (or even controlling) the microphysics. This poses a puzzle: namely, how does the
overall, global system arrange the fine tuning between energetic ion acceleration efficiency,
particle injection and foreshock/shock coupling?

It can also be noted that this review has concentrated on the high Mach number shocks
seen at the terrestrial bow shock and elsewhere in the heliosphere, but it is possible that new
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models of wave-particle-flow coupling within the quasi-parallel shock will be required for
the very high Mach number regime as found in some astrophysical systems (e.g., Gargaté
and Spitkovsky 2012).

We have discussed the quasi-parallel shock mostly in terms of computer simulations, but
from the discussion of underlying concepts there arises another puzzle about the absolute
scale of the shock. As a shock simulation continues in time energetic particles spread further
and further away from the “nominal” shock position, extending the foreshock. The question
arises whether there is any intrinsic scale which limits this process. Some studies (e.g., Gi-
acalone et al. 1993) have used a “free-escape boundary” where upstream energetic particles
are removed at some fixed distance, to model a shock with spatial or, equivalently, temporal
limitations. Alternatively, Sugiyama (2011) has simulated in 1-D an extremely large system
with no free-escape boundary, and found that the characteristic energy in the upstream (i.e.,
the energy of turn-over from a power-law behaviour) increases with time. How the influ-
ence of a very large foreshock impacts the microphysics of the shock transition zone (where
most of the thermalization occurs) is still an open question, as is the behaviour when full
three-dimensionality is taken into account.

Finally, we consider some the current challenges which have to be addressed in order to
achieve progress in understanding the physics of the quasi-parallel shock. Although many of
the original concepts of the pulsation shock were rooted in observations, a major part of the
overall view of the shock dissipation process is now based on simulations. It has become im-
portant to return to modern observations to validate the results from simulations. Of course,
many of the observational problems associated with the quasi-parallel shock remain, such
as the difficulty of separating temporal and spatial variations. However, problems such as
the ion injection mechanism and electron heating are relatively under-explored and would
benefit from further observational work.

In terms of physical understanding, possible the greatest challenge of the quasi-parallel
shock is its multi-scale nature. The pulsation shock layer is embedded in turbulence between
the upstream foreshock and the downstream flow region. How important is the character of
the ULF foreshock for the qualitative (and quantitative) behaviour of the pulsation shock
layer? At smaller scales, there is yet again competition between scales: At quasi-parallel ge-
ometries wave dispersion plays a crucial role, but whistler mode dispersion, as is observed,
implies electron scale damping which is not properly modelled in the hybrid simulations
which dominate this field. To what extent does pulsation evolution depend on processes
which act at scales smaller than can properly be included in the hybrid simulations? On the
other hand, does pulsation growth have to be modelled using the large scales which can only
(at the present time) be realised by hybrid simulations? These questions may be addressed
by larger and more detailed PIC and multi-dimensional simulations. It would also be inter-
esting to extend the simulations by using realistic mass ratio in order to analyse fine scale
structure in the shock transition region. However, as one is forced to consider larger and
larger scales associated with diffusive particle acceleration and foreshock waves, eventually
the type and configuration of the shock driver or obstacle has to be taken into account. Be-
cause of the relatively long time scales for diffusive acceleration, and the long length scales
for the foreshock, it becomes possible that to understand a particular quasi-parallel shock
it might have to be necessary to take into account the totality of its environment, including
sources of upstream turbulence, sources of already accelerated energetic particles, the three-
dimensional configuration of the interaction, and so on. Within this complex interaction one
would then hope to find those properties of the quasi-parallel shock that are universal and
can be applied to other astrophysical systems where we do not have the riches of observa-
tions available from heliospheric shocks.
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Abstract The physics of collisionless shocks is a very broad topic which has been studied
for more than five decades. However, there are a number of important issues which re-
main unresolved. The energy repartition amongst particle populations in quasiperpendicular
shocks is a multi-scale process related to the spatial and temporal structure of the electro-
magnetic fields within the shock layer. The most important processes take place in the close
vicinity of the major magnetic transition or ramp region. The distribution of electromagnetic
fields in this region determines the characteristics of ion reflection and thus defines the con-
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ditions for ion heating and energy dissipation for supercritical shocks and also the region
where an important part of electron heating takes place. In other words, the ramp region
determines the main characteristics of energy repartition. All these processes are crucially
dependent upon the characteristic spatial scales of the ramp and foot region provided that the
shock is stationary. The process of shock formation consists of the steepening of a large am-
plitude nonlinear wave. At some point in its evolution the steepening is arrested by processes
occurring within the shock transition. From the earliest studies of collisionless shocks these
processes were identified as nonlinearity, dissipation, and dispersion. Their relative role de-
termines the scales of electric and magnetic fields, and so control the characteristics of pro-
cesses such as ion reflection, electron heating and particle acceleration. The determination
of the scales of the electric and magnetic field is one of the key issues in the physics of col-
lisionless shocks. Moreover, it is well known that under certain conditions shocks manifest
a nonstationary dynamic behaviour called reformation. It was suggested that the transition
from stationary to nonstationary quasiperiodic dynamics is related to gradients, e.g. scales
of the ramp region and its associated whistler waves that form a precursor wave train. This
implies that the ramp region should be considered as the source of these waves. All these
questions have been studied making use observations from the Cluster satellites. The Cluster
project continues to provide a unique viewpoint from which to study the scales of shocks.
During its lifetime the inter-satellite distance between the Cluster satellites has varied from
100 km to 10000 km allowing scientists to use the data best adapted for the given scientific
objective.

The purpose of this review is to address a subset of unresolved problems in collisionless
shock physics from experimental point of view making use multi-point observations onboard
Cluster satellites. The problems we address are determination of scales of fields and of a
scale of electron heating, identification of energy source of precursor wave train, an estimate
of the role of anomalous resistivity in energy dissipation process by means of measuring
short scale wave fields, and direct observation of reformation process during one single
shock front crossing.

Keywords Collisionless shocks ·Waves in plasmas · Nonstationarity · Shock scales ·
Plasma heating and acceleration ·Wave-particle interactions

1 Introduction

Collisionless shocks (CS) are ubiquitous in the universe. They play an important role
in the interaction of the solar wind with the planets (Russell 1977, 1985; Greenstadt
and Fredricks 1979; Ness et al. 1974, 1981), they also are supposed to have vital role
in fundamental astrophysical problems such as cosmic ray acceleration (Krymskii 1977;
Axford et al. 1977; Bell 1978a, 1978b; Blandford and Ostriker 1978). CS’s are of crucial
importance for understanding physical processes in the vicinity of such astrophysical ob-
jects as supernova remnants (Koyama et al. 1995; Bamba et al. 2003), plasma jets (Piran
2005), binary systems and ordinary stars. In spite of this great variety of CS in the Universe
only those shocks in the Solar system can be probed using in-situ observations. Moreover,
comprehensive in-situ data exist only for interplanetary shocks and planetary bow shocks,
however, it is worth noting that some astrophysical shocks are similar to those in the solar
system. As was noted by Kennel et al. (1985) ‘The density, temperature and magnetic field
in the hot interstellar medium are similar to those in the solar wind, and the Mach numbers
of supernova shocks at the phase when they accelerate the most cosmic rays are similar to
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Fig. 1 (Courtesy of
A. Spitkovsky) Parametric range
of observations of collisionless
shocks associated with different
astrophysical objects

those of solar wind shocks’. Astrophysical shocks associated with different objects exhibit
large differences in the parameters that characterise them. Figure 1 shows the variation of
astrophysical shocks as a function of magnetisation (Y-axis), determined as 1/MA where
MA is the Alfvén Mach number (the ratio of the upstream flow velocity to the characteristic
velocity of propagation of magnetic perturbations in a plasma or Alfvén velocity) and the
characteristic plasma pressure to magnetic pressure ratio (X-axis) where γsh is the ratio of
the upstream flow velocity to the velocity of light and βsh the ratio of total plasma parti-
cle thermal pressure to the magnetic field pressure in the reference frame of the upstream
flow. Collisionless shocks associated with different astrophysical objects such as Super-
novae Remnants (SNR), Active Galactic Nuclei jets (AGN), Pulsar Wind Nebulae (PWN),
and Gamma Ray Bursts (GRB) are indicated.

As can be seen from this figure, different ‘families’ of shocks occupy different regions
of parameter space. One can also see that the parameters of SNR shocks are quite similar
to those of solar system shocks. It allows one to suggest that the studies of solar system
shocks, and in particular Earth’s bow shock, represents an interest for wider scientific com-
munity than only for geophysics. The majority of astrophysical and Solar system shocks are
developed in magnetised plasmas.

Collisional shocks have been studied for many decades, beginning with the earliest ob-
servations of Mach (Mach and Arbes 1886; Mach and Salcher 1887). A shock occurs when
an obstacle finds itself immersed in a supersonic gas flow. Before reaching the surface of the
obstacle the flow should be decelerated to velocities lower than the velocity of sound so that
it may flow around the body. This process of flow deceleration and the redistribution of its
directed energy occurs over distances of the order of the collisional mean free path of gas
particles. The energy taken from the flow during deceleration is mainly transformed into the
thermal energy of the gas as it is heated. As a result the sound velocity in the gas increases
and, after the shock transition, becomes larger than the remaining directed velocity of the
flow so that the motion downstream of the shock is subsonic. Thus the shock represents the
transition from supersonic directed motion to subsonic in the reference frame of the obstacle
immersed into the flow.

The notion of the collisionless shock was introduced by several authors in the late 50’s
(Adlam and Allen 1958; Davis et al. 1958; Sagdeyev 1960). The modern form of the de-
scription was presented in an almost complete form in the famous review paper by Sagdeev
(1966). The first problem to be overcome is related to the the existence of a shock. For col-
lisional shocks (as mentioned above) the shock thickness is related to the mean free path of
the gas particles. However, in space plasmas the mean free path can be as large as 5 AU (i.e.
similar to the distance of Jupiter from the Sun)! So, how can a shock exist whose width is
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much smaller than the mean free path? Historically, a very similar problem first appeared in
laboratory devices and only later in space plasmas. However the crucial issue in both cases is
exactly the same (Paul et al. 1965; Kurtmullaev et al. 1965, 1967; Ascoli-Bartoli et al. 1966;
Goldenbaum and Hintz 1965).

The solution proposed initially relied on the processes of anomalous dissipation, namely,
anomalous resistivity. Thin shock transition contains quite strong variations of the magnetic
field components perpendicular to its normal. This implies that there is a very intense cur-
rent inside the shock transition layer. The current carriers, populations of charged particles,
move with respect to one another. The plasma state supporting these intense currents is, in
general, unstable. The instabilities in the plasma result in the generation of intense waves.
Wave generation opens a new channel of impulse and energy exchange between the different
populations of plasma particles. For instance, current carrying electrons can emit/generate
the waves, and these waves can be absorbed by ions. This generation-absorption exchange
using waves as a transmission media between plasma components leads to an exchange of
energy and momentum between them. Typically, the characteristic scale of energy exchange
between different particle populations can be much smaller than the mean free path of par-
ticles. As a result the characteristic scale of the dissipation process can be determined by
this anomalous dissipation. Thus the principal difference between collisional and colision-
less shocks is the change of the dissipation scale that is determined by additional processes
involved, but the nature of the transition and its characteristics remain very similar. In both
cases the shock redistributes the directed bulk plasma flow energy to plasma thermal energy.
However, the dissipation rate and characteristic scales of collisionless shocks are determined
by the anomalous process of energy dissipation. The notion of anomalous resistivity was al-
ready well known and widely used in plasma physics. The theory of anomalous resistivity
based on current instabilities and the generation of ion-sound waves was directly applied to
the theory of collisionless shocks by Galeev (1976). Later this idea was further developed
in series of papers by Papadopoulos (1985a, 1985b), who noticed that in the case of cur-
rents perpendicular to the magnetic field the ion-sound instability is less efficient than the
instability of lower-hybrid waves that propagate almost perpendicular to the magnetic field
and the theory of anomalous resistivity in this case should account for these rather than for
ion-sound waves.

From the earliest experimental studies of shocks in space and laboratory plasmas it was
found that the characteristics of the shocks observed can be quite different even in the range
of parameters that correspond to solar system shocks and those in laboratory plasmas. There
were observations of quite small scales for the ramp with much longer precursor wave train,
there were shocks consisting of a long transition region with large amplitude structures in
the magnetic field filling a very large area in space. These early observations gave rise to
attempts to classify shocks.

The first systematic classification was proposed by Formisano (1985). He noticed that
there are three basic parameters of the upstream flow that are important for the classifi-
cation. These are the angle between the magnetic field and shock front normal, θBn, the
plasma beta β , i.e. the ratio of total particle thermal pressure to the magnetic field pressure
β = 8πnT/B2, where T is the total plasma temperature, n is the plasma density, and B the
magnitude of the magnetic field; and the magnetosonic Mach number MMs = (Vup/VMs),
where Vup is the normal component of the velocity of the shock, VMs is the velocity of the
magnetosonic wave propagating in the same direction as the shock. Later this classification
was slightly modified and is used in the form proposed by Kennel et al. (1985). This paper
divides shocks into two broad classes that are related to the ion dynamics, namely, quasipar-
allel and quasiperpendicular. The characteristic feature of the first group is that the ions that
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are reflected from the shock front can freely propagate to the upstream region. These shocks
correspond to the range of angles between the magnetic field and the normal vector to the
shock front θBn < 45◦. In the second group, quasiperpendicular, part of the ion population
is reflected. After reflection they turn back to the upstream region and can gain extra energy
due to the acceleration by inductive electric field tangential to the shock surface and per-
pendicular to the magnetic field. Then they can cross the shock front (Woods 1969, 1971;
Sckopke et al. 1983). This process can occur when θBn > 45◦.

Low Mach number shocks can dissipate the necessary energy entirely through some
anomalous resistivity within the current-carrying shock layer. The right-hand fast magne-
tosonic/whistler waves have phase and group velocities that increase with decreasing wave-
length beyond the fluid regime. Thus, steepened fast mode shocks are expected to radiate
short wavelength waves, and hence energy, into the unshocked oncoming flow. The shortest
wavelength capable of standing in the flow then forms a “precursor wavetrain” that has been
observed at these sub-critical shocks (Mellott 1985) and as we shall show later this pro-
cess occurs in supercritical shocks also. However, above a critical Mach number, anomalous
resistivity within the layer carrying the limited shock current is unable to convert the re-
quired amount of energy from directed bulk flow into thermal energy. At quasi-perpendicular
shocks, where the magnetic field in the unshocked region makes an angle θBn > 45◦ with
the shock propagation direction (the shock “normal” n̂), a fraction of the incident ions are
reflected by the steep shock ramp as described above. They gyrate around the magnetic field
and gain energy due to acceleration by the transverse motional electric field (−V×B). Re-
turning to the shock layer they have sufficient energy to pass through into the downstream
shocked region (Woods 1969, 1971; Sckopke et al. 1983). The separation of ions onto two
groups, crossing front directly and after the reflection, results in the dispersal of particles
in the velocity space. Group of reflected particles is separated from the bulk ion population
due to an increase in peculiar velocity relative to the bulk motion. This process corresponds
to the kinetic “heating” required by the shock jump conditions and it ensures the major part
of energy dissipation necessary for directed energy transfer to thermal energy of plasma ion
population. The process of ion thermalization takes place on rather large scale downstream
of the shock front. The spatial length of the transition to ion thermal equilibrium can be
treated in a similar fashion to that of the shock front thickness in collisional shocks. Detailed
measurements of ion distributions onboard ISEE mission resulted in establishing all major
characteristics of this process (Sckopke et al. 1983). This result is probably one of the most
important obtained in this outstanding program. In theory this critical Mach number corre-
sponds to the multi-fluid hydrodynamic limit in which the resistivity and viscosity cannot
provide sufficient dissipation (Coroniti 1970). The reflection occurs on sufficiently smaller
scales than thermalization due to a combination of magnetic forces and an electrostatic
cross-shock potential. The main potential, which corresponds to the frame-invariant E · B
electric field, is known as the deHoffmann-Teller potential (de Hoffmann and Teller 1950;
Goodrich and Scudder 1984). It results directly from the leading electron pressure gradi-
ent term in the Generalised Ohm’s Law (Scudder et al. 1986b). However in more detailed
two-fluid descriptions, the quasiperpendicular shock has fine structure that depends upon
the characteristics of the nonlinear shock profile (Galeev et al. 1988, 1989; Gedalin 1997;
Krasnoselskikh et al. 2002). In this paper we shall present the results of the studies of
quasiperpendicular shocks only. Quasiparallel shocks will be discussed in a paper by
Burgess and Scholer (this review).

The basic ideas of shock formation can be understood by considering the propaga-
tion and evolution of large amplitude wave. In gas dynamics the wave corresponds to a
sound wave whose evolution in terms of gas dynamics leads to the formation of discon-
tinuities. In reality, however, narrow transition regions are formed in which the dynamics
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is dominated by dissipative processes. In plasmas, the characteristics of the main shock
transition are determined not only by an interplay between nonlinearity and dissipation, but
also by another important physical effect, wave dispersion. It is well known that a sub-
critical shock has a nonlinear whistler wave train upstream of its front (Sagdeev 1966;
Mellott 1985). The presence of whistler/fast magnetosonic precursor wave trains in super-
critical shocks as well, was experimentally established in Krasnoselskikh et al. (1991), Ba-
likhin et al. (1997b), Oka et al. (2006). These whistler waves have rather large amplitudes
and their role in energy transformation and redistribution between different particle pop-
ulations and in the formation of the structure of the shock front is still an open question.
The major transition of such a dispersive shock, the ramp, may behave in a similar fash-
ion to either the largest peak of the whistler precursor wave packet (Karpman et al. 1973;
Sagdeev 1966; Kennel et al. 1985; Galeev et al. 1988, 1989; Krasnoselskikh et al. 2002)
or the dissipative shock region in which the major dissipation due to current driven insta-
bilities occurs. The nonlinear steepening process can be described as the transfer of energy
to smaller scales. The steepening can be terminated either by collisionless dissipation, as
described above, or by wave dispersion. Typically the dissipative scale Ld exceeds the dis-
persive scale Ldisp , the former is reached first and further steepening can be prevented by the
dissipation that takes away energy. When steepening is balanced by dissipation, a dissipative
subcritical shock forms. Most subcritical collisionless shocks observed in situ are supposed
to be dissipative even though dispersive processes play a role in forming a dispersive precur-
sor wave train. Such a shock is characterized by a monotonic transition in the magnetic field
(magnetic ramp) of width Ld . The dissipative length is determined by the most important
anomalous dissipative process. Its major features are the generation of intense short-scale
waves and their dissipation. This form of the evolution of a nonlinear wave takes place at low
Mach numbers. However, if the nonlinearity is strong enough (as determined by the veloc-
ity and density of the incoming flow), dissipation is not capable of stopping the steepening,
and the gradients continue to grow, then energy transfer to smaller scales continues and the
characteristic scale of the transition can become smaller. The next process that comes into
play to counterbalance the steepening is dispersion. Dispersion becomes important when the
gradients become comparable with the dispersive scale Ldisp . In this case the shock front
structure becomes multi-scale. The steepening is prevented by short-scale dispersive waves
which are able to propagate away from the evolving shock front. These waves effectively
remove some part of the energy and, most importantly, restrain further growth of the gra-
dients. For perpendicular shocks the phase velocity of the dispersive waves decreases with
decreasing scale and a wave train is formed downstream of the magnetic ramp. For shocks
with a more oblique geometry (quasiperpendicular shocks) the phase velocity increases with
decreasing spatial scale and an upstream wave train is formed. The upstream wave precur-
sor is approximately phase standing in the upstream flow. Its amplitude decreases with the
distance from the shock ramp due to dissipation processes as was discussed in the early
theoretical papers describing subcritical shocks (Sagdeev 1965a, 1966).

The transition to reflection shock takes place when downstream bulk velocity reaches the
downstream ion-sound speed. Supercritical reflection shocks have a more complex struc-
ture in comparison to subcritical shocks. In quasi-perpendicular shocks the upstream mag-
netic field does not allow reflected ions to travel far upstream before turning them back
to the shock front. The upstream region in which the beam of reflected ions perform part
of their Larmor orbit before being turned back to the shock is called a foot. The foot re-
gion is characterised by a 15–20 % increase in the magnitude of the magnetic field. The
consideration of a Larmor orbit of a reflected ion gives relatively accurate estimate of the
spatial size of the foot Lf = 0.68RLi sin θBn where RLi is the gyroradius of ions moving
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with the velocity equal to normal component of the velocity of upstream flow (Woods 1969;
Livesey et al. 1984). The coefficient 0.68 corresponds the case of specular reflection. For
non-specular reflection this relation is slightly modified (Gedalin 1996). Downstream of
the quasi-perpendicular shock’s main transition the joint gyration of the bulk plasma ions
and beam of reflected ions leads to an overshoot-undershoot structure. Again, the size of
this overshoot/undershoot can be estimated in a straightforward manner in terms of the
ion gyroradius. However, the main transition layer lies between the foot and the over-
shoot. This is the region where the most dramatic changes in the plasma parameters oc-
cur. In a supercritical, quasi-perpendicular shock this layer is characterised by the steep-
est increase of the magnetic field referred to as the ramp. The change of the electro-
static potential, reflection of ions, and electron thermalisation take place within the ramp
and its spatial scale determines the major physical processes within the shock and the
mechanisms for the interaction of the shock front with the incoming electrons and ions.
For instance, several theoretical models suggest that in the ramp of high Mach number
shocks very small scale electric fields can be present (Krasnoselskikh 1985; Galeev et al.
1988, 1989). There are several critical issues regarding supercritical quasiperpendicular
shock physics for which alternative explanations for the observational features of the shock
front have been proposed. Theoretical considerations (Galeev et al. 1988, 1989; Krasnosel-
skikh et al. 2002), that treat the supercritical shock front as being similar to a nonlinear
dispersive wave, predict that the ramp scales (gradients) should decrease with increasing
Mach number, eventually reaching characteristic values as small as several electron in-
ertial lengths Le = c/ωep . Moreover, after some critical Mach number corresponding to
nonlinear whistler critical Mach number whose value is approximately 1.4 times the lin-
ear whistler critical Mach number, the shock should become nonstationary. These criti-
cal Mach numbers determine the characteristic flow velocities when they become larger
than the maximum velocity of a linear or nonlinear whistler wave propagating upstream
along the shock front normal. Many computer simulations (Scholer and Matsukiyo 2004;
Matsukiyo and Scholer 2006) come to the conclusion that the thickness of the ramp is deter-
mined by dissipative processes due to either the modified Buneman instability (MBI) or the
modified two stream instability (MTSI). Both theoretical studies and computer simulations
have associated pitfalls. Theoretical models can not accurately take into consideration the
presence of reflected ions whilst simulations are carried out with an unrealistic ratio of the
plasma frequency to gyrofrequency that strongly changes the ratio of electric to magnetic
wave fields and often with an unrealistic ion to electron mass ratio. Both theoretical models
and simulations predict the transition to nonstationary dynamics. However, they strongly
differ in the determination of the scales of the electric and magnetic fields in the ramp re-
gion, in the energy sources for the upstream whistler waves that form the precursor wave
train, and in the characteristics of the shock dynamics when it becomes nonstationary. For
these reasons experimental studies of these questions are crucial for our understanding of
the physical processes in quasiperpendicular collisionless shocks. Our Review aims to re-
port the studies of all these questions making use mainly of Cluster measurements (adding
some other data where it is necessary, in particular THEMIS data in studies of magnetic
field scales of shocks).

The first critical issue we shall address is magnetic ramp width and spatial scale. The
main motivation for the study of the magnetic ramp width Lr is that it is this scale that
determines the nature of the shock, i.e., the dominant physical processes that counteract
nonlinear steepening. The shock width can be determined either by the solitary structure
of nonlinear whistler slightly modified by the presence of reflected ions or by character-
istic anomalous resistivity scale associated with one of instabilities mentioned above. For
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instance if it is indeed the case that the ramp width increases with increasing Mach num-
ber as concluded by Bale et al. (2003), then the evolution of nonlinear whistler waves must
be excluded from the processes that are involved in the formation of supercritical shocks.
The characteristics of the major transition within the shock in which the flow deceleration
and the magnetic field and electrostatic potential variations take place are determined by the
interplay between nonlinearity, dispersion and dissipation. The presence of a population of
reflected ions makes it difficult to construct a reliable theoretical model based on an analyti-
cal or semi-analytical description. However, the establishment of the scales of this transition
allows one to determine the characteristics of the dominant physical processes in play. The
ramp thickness is also crucial for a redistribution of energy between electrons and ions. An
important characteristic involved in this process is the gradient scale of the transition. Two
reasons cause the need in introducing this ramp gradient spatial scale. The first is the inter-
action between the incoming electrons and the electromagnetic field at the shock front. As
was shown by Balikhin et al. (1993, 1998), Balikhin and Gedalin (1994), and Gedalin et al.
(1995a, 1995b), an important effect of this interaction is the possible violation of adiabatic-
ity even in the case when the width of the magnetic ramp considerably exceeds the formally
calculated electron gyroradius. Two very different scenarios of electron heating can occur
depending upon if the conditions for adiabaticity are satisfied or violated. This effect is cru-
cially dependent upon the ramp spatial scale. The change between adiabatic/non-adiabatic
regimes is related to the ability of the nonuniform electric field within the ramp to rectify
the electron motion and increase their effective gyration radius (Balikhin et al. 1993, 1998;
Balikhin and Gedalin 1994; Gedalin et al. 1995a, 1995b). The parameter that determines
the transition from adiabatic to nonadiabatic motion of the electrons is the inhomogene-
ity of the magnetic field. The characteristic spatial scale of such a layer may be defined as
the product of the change in magnetic field �B normalised to the upstream field B0 and
the spatial distance Lbr over which this change occurs i.e. lgr = LBr(B0/�B). To illus-
trate the effect of this parameter, one can consider two cases. For a weak shock for which
(Bd/B0) ≈ 1.2, here Bd is the magnetic field magnitude after the shock transition (down-
stream), and whose ramp width is of the order 5–6 RLe (electron Larmor radii) the electron
motion will be adiabatic. However, in a stronger shock of similar magnetic ramp width for
which the maximum magnetic field observed in the overshoot exceeds that of the upstream
field by a factor 5–6 the electron behaviour becomes non-adiabatic. This makes it necessary
to carry out the statistical study of the magnetic ramp spatial scale in addition to the ramp
width (size). The ramp width and its gradient scale are also important for the problem of
stability of the ramp region of the shock front. According to Krasnoselskikh (1985), Galeev
et al. (1988, 1989) and Krasnoselskikh et al. (2002), the nonlinear whistler wave structure
becomes unstable when the characteristic gradient exceeds some critical value. It was sug-
gested by Krasnoselskikh et al. (2002) that it takes place when the Mach number becomes
equal to nonlinear critical whistler Mach number. When this happens, dispersive processes
can no longer counterbalance the nonlinearity and the shock front overturns. Thus, the char-
acteristic gradient scale provides a rather universal characteristic of the degree of steepness
of the shock front. Thus its determination completed a comprehensive statistical study of the
magnetic ramp spatial gradient scale in addition to the ramp width (size). Many papers have
been devoted to the magnetic field structure of collisionless shocks (e.g. Russell et al. 1983;
Krasnoselskikh et al. 1991; Farris et al. 1991; Newbury and Russell 1996; Hobara et al.
2010; Mazelle et al. 2010). In particular, the spatial scales of its various regions have been
comprehensively investigated (Balikhin et al. 1995; Farris et al. 1993; Hobara et al. 2010;
Mazelle et al. 2010). ISEE and AMPTE measurements of the magnetic field profiles of
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the shock front structure led to evaluation of the scale sizes of the foot and overshoot re-
gions that were supposed to be of the order of ion inertial length c/ωpi and 3c/ωpi re-
spectively, here ωpi is the ion plasma frequency. The ramp scale has been estimated to be
less than an ion inertial length with reports of one or two very particular shocks whose
ramp scale was sufficiently smaller, of the order 0.1c/ωpi (Newbury and Russell 1996;
Walker et al. 1999b). We report here the statistical studies of scales based on papers by
Hobara et al. (2010) and Mazelle et al. (2010). Another critical issue we shall address here-
after is the electric field distribution inside the ramp region. The energy transfer to smaller
scales due to steepening can achieve the scales comparable to electron inertial scale where
the whistler waves become quasi-electrostatic. In nonlinear-dispersive scenario of the shock
front description the field can have multiple short scale electric field spikes. The exper-
imental study can answer the question whether they exist or not and to determine their
characteristics. Studies of the magnetic field profile across the terrestrial bow shock sig-
nificantly outnumber those based on electric field measurements. Despite the fundamen-
tal effect that the electric field has on the plasma dynamics across collisionless shocks,
the complexity of the interpretation of electric field data has impeded studies of the elec-
tric field structure within the shock front. It is worth noting that only a handful of studies
are dedicated to the electric field structure within the shock front (Heppner et al. 1978;
Formisano 1982; Scudder et al. 1986a; Wygant et al. 1987; Balikhin et al. 2002, 2005;
Bale and Mozer 2007; Walker et al. 2004; Hobara et al. 2008; Dimmock et al. 2012;
Bale et al. 2008). There have been very few reports regarding the scale lengths of features
observed in the electric field at quasi-perpendicular shocks. The scale size over which the
potential varies at the front of a quasi-perpendicular bow shock is an issue that should be
resolved in order to gain a full understanding of the physical processes that are occurring in
the front. Several different points of view have been published on the relationship between
the scale size of the magnetic ramp and that over which the change in potential is observed.
Some studies (Eselevich et al. 1971; Balikhin et al. 1993, 2002; Formisano and Torbert
1982; Formisano 1982, 1985; Krasnoselskikh 1985; Leroy et al. 1982; Liewer et al. 1991;
Scholer et al. 2003) have proposed that the spatial scale of electrostatic potential is of the
same order or smaller than that of the magnetic ramp under certain conditions. Such shocks
have been observed in numerous experimental and numerical studies of quasi-perpendicular
supercritical shocks. On the other hand Scudder (1995) claimed that the potential scale
length is larger than that of the magnetic scale length. Actual measurements of the electric
field variations within the bow shock are very sparse. The main reason for this is due to the
difficulties encountered when making electric field measurements. Only a small number of
space-based measurements of the electric field during the shock front crossing have been re-
ported. Heppner et al. (1978) reported observations of a short lived spikes in the electric field
making use of ISEE measurements. However, being short duration, these features were not
observed at every shock crossing. Subsequent investigations by Wygant et al. (1987) have
shown the existence of spike-like features in the electric field both at the shock ramp and in
the region just upstream. From the study of spin averaged ISEE-1 data, Formisano (1982)
determined that the increase in the observed electric field intensity began just upstream of the
magnetic ramp and lasted longer than the ramp crossing itself. Whilst the electric-field inten-
sity in the regions upstream and downstream of the shock could be interpreted as due to the
V × B motion of the plasma the enhancement observed during the shock crossing must be
due to the processes occurring within the shock front itself. In laboratory experiments, where
the conditions are not exactly the same as in space plasmas, Eselevich et al. (1971) reported
that the major change in potential across the shock occurs within the magnetic ramp region.
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Using data of numerical simulations, Lembège et al. (1999) analysed the scale size of
both the magnetic ramp region LBr and the scale of the major change in potential Lφ in-
side and around the ramp. They concluded that the scale lengths were of the same order,
i.e. LBr ≈ Lφ . This view is supported by the simulations of Scholer et al. (2003). The lat-
ter authors also show that during the shock reformation process, the main potential drop
occurs over several ion inertial scales in the foot region and they noticed that the steep-
ened magnetic ramp region also contributes a significant fraction of the change in total
potential over much smaller scales, typically 5–10 Debye lengths. Despite the simulation
shocks parameters are still rather far from observations (see Sect. 3 for more details) the
tendencies in majority of simulations are well pronounced and are similar to those in lab-
oratory experiments. Hereafter we report the observations of electric field spikes observed
onboard Cluster satellites first reported by Walker et al. (2004) and the statistical study
of their characteristics. The third important problem of quasiperpendicular shock physics
addressed in this Review is the problem of electron heating. In contrast to the ion heat-
ing problem which has been well advanced through to detailed studies of data from ISEE,
the electron heating problem has remained controversial. The action of shock quasistatic
electric and magnetic fields on the electron population (which can have thermal speeds far
in excess of the shock speed) is to inflate and open up a hole in the phase space distri-
bution by accelerating (decelerating) incoming (escaping) electrons (Scudder et al. 1986c;
Feldman et al. 1982). This inflation in itself is reversible thus it is not dissipation or heat-
ing if other processes would not be involved. Irreversibility may be imposed if additional
scattering would take place infilling the hole. If adiabatic invariant of electrons is conserved
while electrons cross the shock front it can not happen. One should conclude that some
non-adiabatic process should occur inside the shock front. One of the possibilities can be
related to Debye-scale electric fields (Bale et al. 1998). Another possibility is to suggest
that the phase space inflation is indeed accompanied by instabilities which could scatter
the electrons. Demagnetisation of the electrons due to the strong gradients in the electric
field as it was mentioned above (Balikhin and Gedalin 1994) or nonlinear wave phenomena
(Krasnoselskikh et al. 2002) combined with wave particle interactions can offer an alter-
native scattering processes. Thus the partition of energy between ions and electrons is a
complex, self-consistent multi-scale interplay between electron heating, magnetic/electric
field profile, shock potential, and ion reflection. This interplay remains poorly understood
despite 40 years of research. That research has included detailed case studies (Scudder et al.
1986b), statistics of the inferred potential and electric field structures (Schwartz et al. 1988;
Walker et al. 2004), theoretical studies (Galeev et al. 1988; Gedalin 1997; Krasnoselskikh
et al. 2002) and increasingly sophisticated numerical simulations (Lembège et al. 2004;
Scholer and Burgess 2006). Direct measurements of the thickness of the shock transition
layer combined with the rapid simultaneous measurements of the electron distribution func-
tion can allow solving this long standing opened problem in shock physics. If the electron
heating can be attributed to kinetic instabilities, the shock thickness will be measured in
ion inertial lengths (c/ωpi ) (Papadopoulos 1985b; Matsukiyo and Scholer 2006). If such
instabilities prove ineffective, above a second critical Mach number the shock steepening
is expected to be limited by whistler dispersion and/or be unstable to shock reformation
(Krasnoselskikh et al. 2002). Recent studies of the shock thickness (Hobara et al. 2010;
Mazelle et al. 2010) do show scales comparable to whistler wavelengths. These contrasted
an earlier study (Bale et al. 2003) reporting scalings that matched the gyro-scales of reflected
ions. To date, studies have relied on the high temporal cadence available from magnetic or
electric field experiments. However, field profiles provide only indirect evidence of the shock
dissipation scales. A recent study (Lefebvre et al. 2007) used sub-populations of electrons
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to determine the electrostatic potential profile at one shock, suggesting that it rose in con-
cert with the magnetic field. In the work reported here, first published in Schwartz et al.
(2011), the electron distribution function major characteristics are measured at sufficient
cadence to reveal directly for the first time the scale of the electron temperature profile.
Many shock crossings by Cluster satellites take place on the flanks of the magnetosphere
that creates quite favourable conditions for the studies of the relatively narrow shock transi-
tions allowing one to have many measurements on small spatial scale. Hereafter we present
unprecedently rapid measurements of electron distribution moments that allow to shed new
light on electron heating problem and its scales.

The fourth problem presented in the Review, which is closely related to the problem
of magnetic and electric field scales, is determination of the source of waves forming up-
stream precursor wave train. The presence of whistler/fast magnetosonic precursor wave
trains in supercritical shocks was experimentally established by Balikhin et al. (1997a),
Krasnoselskikh et al. (1991), Oka et al. (2006). These whistler waves have rather large am-
plitudes and their role in energy transformation and redistribution between different par-
ticle populations and in the formation of the shock front structure is still an open ques-
tion. The energy source responsible for the generation of these waves is the subject of
active debate in shock physics (see Galeev et al. 1988, 1989; Krasnoselskikh et al. 2002;
Matsukiyo and Scholer 2006; Comişel et al. 2011). Often the precursor waves are almost
phase-standing in the shock frame. However, if they are generated by the ramp region as
the dispersive precursor their group velocity can still be greater than zero in the shock ref-
erence frame, which would allow energy flow in the form of Poynting flux to be emitted
towards the upstream of the shock transition. On the other hand, if the waves are gener-
ated by instabilities related to reflected ions, their energy flux will be directed from the
upstream region towards the shock ramp. The goal of Sect. 4 is to address this problem, to
present the direct measurement of the Poynting flux of the upstream whistler waves aiming
to establish the direction of the Poynting flux. There are two different points of view on
this subject also. It has been suggested that the shock front structure of quasi-perpendicular
supercritical shocks is formed in a way similar to that of subcritical shocks (Galeev et al.
1988, 1989; Krasnoselskikh et al. 2002). In such scenario the precursor wave train is a
part of the shock front structure emitted by the ramp region upstream due to positive dis-
persion of whistler waves. The observed dynamic features of shocks have also been stud-
ied extensively using computer PIC or hybrid simulations, often with focus on the precur-
sor wave activity and reflected ions (Hellinger and Mangeney 1997; Hellinger et al. 2007;
Matsukiyo and Scholer 2006). From a kinetic viewpoint, however, it may be argued that
the shock-reflected ions change the physical picture and that the principal scales, temporal
and spatial, could be determined by the characteristics of the reflected ion population (Bale
et al. 2003). Upstream waves can then be generated due to counterstreaming ions and elec-
trons in the shock front region, forming unstable particle distributions with respect to some
wave modes (Papadopoulos 1985b; Hellinger et al. 2007; Scholer and Matsukiyo 2004;
Matsukiyo and Scholer 2006). While this is probably the case for some higher frequency
waves, we present here an analysis that leads to the conclusion that the source of the up-
stream low frequency whistler waves is indeed related to the presence of the nonlinear ramp
transition, emitting smaller scale dispersive waves towards the upstream flow. The existence
of phase-standing upstream whistler waves depends on the value of the upstream flow speed
Mach number relative to the phase velocity. If the Mach number of the shock does not ex-
ceed the nonlinear whistler critical Mach number Mw = Vw,max/VA = 1/2

√
mi/me cos θBn,

where Vw,max represents the highest possible velocity of nonlinear whistler wave, then
phase-standing (nonlinear) whistler wave trains can exist upstream of the shock (Galeev
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et al. 1988, 1989; Krasnoselskikh et al. 2002). The results we report here were first pub-
lished by Sundkvist et al. (2012). Similar results were reported making use the Time Do-
main Sampling instrument (TDS) onboard Wind satellite (Wilson et al. 2012) for three of
four crossings of interplanetary shocks. In one case the polarization of waves was found to
be different from whistler wave. Unfortunately, single satellite measurements do not allow
one to establish unambiguously the reason of this anomaly, it could be associated with some
particular perturbation in the solar wind.

The fifth problem intimately related to previous is the problem of nonstationary dynamics
of high Mach number shocks. Shock waves are usually considered to be nonlinear waves that
cause irreversible changes of state of the media and from macroscopic point of view they are
stationary (for a review, see, e.g. Tidman and Krall 1971). However, in the very beginning
of the collisionless shock physics Paul et al. (1967) hypothesized that high-Mach-number
shocks can be nonstationary, and the first unambiguous evidence of the nonstationarity was
obtained by Morse et al. (1972) in laboratory experiments. New evidence of shock front
nonstationarity was found in the 1980s. In particular, Vaisberg et al. (1984) reported low
frequency oscillations of the ion flux in the Earth’s bow shock. Later Begenal et al. (1987)
observed a similar phenomenon in the Uranian bow shock. In the very beginning of com-
puter simulations of the collisionless shocks Biskamp and Welter (1972) have observed the
process of shock dynamic behaviour. The inflowing ions formed vortices in the phase space
and dynamics of the front was definitely nonstationary. Later, numerical simulations per-
formed by Leroy et al. (1982) using 1-D hybrid code showed that the front structure of
perpendicular shocks varies with time, for instance, the maximum value of the magnetic
field exhibits temporal variations with a characteristic time of the order of ion gyroperiod,
the magnitude of these variations being about of 20 % if the parameters are typical for the
Earth bow shock (MA = 8 and βe,i = 0.6, where MA is the Alfvén Mach number, βe,i is the
ratio of the thermal electron/ion and magnetic pressures). They also found that for MA = 10
and βe,i = 0.1 the ion reflection was bursty, oscillating between 0 and 70–75 %. Hybrid
simulation of perpendicular shocks with very high Mach numbers carried out for the first
time by Quest (1986) have shown that the ion reflection in the shocks can be periodic, the
stages with 100 % ion reflection alternating with the stages of 100 % ion transmission. As
a result, instead of a stationary structure, he observed a periodic wave breaking and shock
front reformation. Later Hellinger et al. (2002) reexamined the properties of perpendicu-
lar shocks with the use of the 1-D hybrid code and observed the front reformation for a
wide range of parameters if upstream protons are cold and/or Mach number is high. Scholer
et al. (2003) and Scholer and Matsukiyo (2004), Matsukiyo and Scholer (2006) in their 1-D
full-particle simulations with the physical ion to electron mass ratio reproduced the refor-
mation of exactly and approximately perpendicular high-Mach-number shocks in plasmas
with βi = 0.4 and demonstrated an importance of modified two-stream instability for the
reformation process. Krasnoselskikh (1985) and Galeev et al. (1988, 1989) proposed mod-
els describing the shock front instability due to domination of nonlinearity over dispersion
and dissipation. This instability results in a gradient catastrophe within a finite time inter-
val. Several aspects of the model, including the role of nonlinear whistler oscillations and
existence of a critical Mach number above which a nonstationarity appears, were developed
in further detail and more rigorously by Krasnoselskikh et al. (2002) and complemented
by numerical simulations with the use of the 1-D full particle electromagnetic code with a
relatively small ratio of electron and ion masses, me/mi = 0.005. It was also shown that
the transition to nonstationarity is always accompanied by disappearance and re-appearance
of the phase-standing whistler wave train upstream of the shock front. Moreover, for large
Mach numbers the nonstationarity manifests itself as a periodic ramp reformation, which
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influences considerably the ion reflection, in particular, the reflection becomes bursty and
sometimes the ions are reflected from both old and new ramps simultaneously. The four-
spacecraft Cluster mission gave much more new opportunities for experimental studies of
the shocks. The first examples of some aspects of shock nonstationarity were presented by
Horbury et al. (2001). These authors analyzed magnetic field data for two quasiperpendicu-
lar shocks with moderate and high Alfvén Mach number. While for moderate MA the shock
profiles measured by different spacecraft were approximately the same, with the exception
of a small-amplitude wave activity in the foot, for high MA the amplitude of the fluctuations
attains 10 nT, making profiles considerably different for different spacecraft. However, the
authors argued that these fluctuations stop before the ramp and do not appear to disrupt the
shock structure; on the other hand, they didn’t reject an opportunity that the fluctuations ob-
served may represent the signatures of the unsteady shock reformation. Hereafter we report
the first direct observation that clearly evidence the shock front reformation observed on-
board Cluster mission on 24th of January 2001. This material was first published by Lobzin
et al. (2007).

The sixth problem we discuss in this Review is important for the definition of the rel-
ative role of dissipative and dispersive effects, namely the problem of anomalous resistiv-
ity. The problem of electron heating mentioned above is considered for many years to be
‘solved’ for subcritical shocks and conventional solution proposed and widely accepted is
formulated in terms of magic words ‘anomalous resistivity’. This notion was introduced
first by Sagdeev (1965b) and then analyzed in more detail by Galeev (1976), who made
estimates of the characteristic scale of the shock transition relying on ion-sound instabil-
ity. Papadopoulos (1985a) has noticed that in case of quasiperpendicular shocks the most
important instabilities should be related to lower hybrid waves and has revised the model
taking these effects into account. However there were no measurements that might be used
to confirm or reject theoretical models of the dissipation due to anomalous resistivity. It is
worth noting that this problem is very important for the determination of energy redistri-
bution between electrons and ions, especially for the electron heating and electron accel-
eration. We can not present here theoretical studies of anomalous resistivity, an interested
reader can find general ideas in the review papers by Galeev and Sudan (1989) and Pa-
padopoulos (1985a). The second important problem for which short scale length waves are
important is an energization of electrons within a collisionless shock. It requires the transfer
of a portion of the energy associated with the incoming upstream plasma flow to the elec-
tron population. In order for this energy transfer to occur, there has to be some media that
can channel energy from the incoming ion population to the electrons. One mechanism that
has commonly been proposed, both for solar systems and particularly for astrophysical ap-
plications is based on excitation of lower-hybrid waves (Papadopoulos 1981; Laming 2001;
Krasnoselskikh et al. 1985). The increased level of electric field fluctuations in the frequency
range 102–103 Hz observed in the vicinity of a quasiperpendicular shock front is usually at-
tributed to either ion-sound or whistler waves. One of the most comprehensive studies of the
plasma waves in this frequency range was conducted by Gurnett (1985). His main conclu-
sion was that waves observed above local electron cyclotron frequency are Doppler shifted
ion-sound waves whilst those below are whistler mode waves.

The main reason of the lack of measurements of ion sound and lower hybrid waves is re-
lated to technical difficulties of small scale electric field measurements. Recently two papers
were published that represent first attempts to create the experimental basis for the anoma-
lous resistivity studies in collisionless shocks. We present in this section a short summary
of the results obtained by Balikhin et al. (2005), Walker et al. (2008). The rapid changes
that are observed in the plasma at the front of a supercritical, quasi-perpendicular shock
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and described in previous sections lead to the creation of multiple free energy sources for
various plasma instabilities. Twin satellite missions, such as ISEE or AMPTE, have pro-
vided data for a number of comprehensive surveys of the waves observed in the frequency
range (10−2–101 Hz) of the plasma turbulence encountered at the shock front. The use of
multisatellite data for wave identification and turbulence studies is limited to the analysis
of those waves whose coherence lengths are of the same order of magnitude as the satel-
lite separation distance. Plasma wave modes such as the ion-sound or lower-hybrid, that
are supposed to play an important role at the shock front, possess coherence lengths that
are very short in comparison with any realistic satellite separation distance (Smirnov and
Vaisberg 1987). For majority of these waves the coherence length is either comparable to
or a few times greater than their wavelength. In such cases the waves observed by different
satellites in a multisatellite mission will be uncorrelated. This will make it impossible to ap-
ply wave identification methods based on intersatellite phase delays (Balikhin et al. 1997a;
Balikhin et al. 2003) or k-filtering (Pinçon and Glassmeier 2008). Nevertheless the identifi-
cation of waves with short wavelengths and study of their dynamics remains very important
because of their potential role in the transfer of energy associated with the upstream di-
rected motion into other degrees of freedom. In the classical model of a quasiperpendicular
low β shock anomalous resistivity occurs due to ion-sound turbulence in the shock front
(Galeev 1976). Lower hybrid waves also may play an important role at the shock front since
they also can be involved in resonance interactions both with electrons and ions and so
may be extremely efficient at channelling the energy exchange between the two species. In
order to assess the importance of ion-sound, lower hybrid and other waves with relatively
short wavelengths within the plasma dynamics of the shock front the mode of the observed
waves should first be identified. The strong Doppler shift that results from the large values of
wavevector |k| precludes the reliable use of the observed frequency for correct identification
as was done in many previous studies. Here we show that the data from a single spacecraft
can be used to determine propagation modes of waves observed in the frequency range 102–
104 Hz at the front of the terrestrial bow shock. A similar approach has been used by Tjulin
et al. (2003) in a study of lower-hybrid waves in the inner magnetosphere.

The lower-hybrid wave is an electrostatic plasma wave mode whose plasma frame fre-
quency is in the vicinity of the lower-hybrid resonance frequency ωlh ∼ √ΩciΩce , where
Ωci and Ωce are the ion and electron gyrofrequencies respectively. The wave has linear po-
larisation and propagates almost perpendicular to the magnetic field (cos(θkB)∼√me/mi ∼
89◦). The maximum growth rate γmax occurs when k‖/k ∼ ωpi/ωpe , where k‖ is parallel
component of the wavevector. Since the waves are propagating in a plasma that is moving
with respect to the satellite, their frequencies will be Doppler shifted in the spacecraft frame.
The magnitude of this shift can be estimated using the resonance condition of the Modified
Two Stream Instability (MTSI) 2VAMAk = ωlh. This gives a maximum estimate for the cor-
rection in observed wave frequency due to the Doppler shift, kVsw ∼ ωlh/2, here Vsw is the
velocity of the solar wind supposed to be equal to normal component of the upstream flow
velocity.

Current models of wave turbulence that determines anomalous resistivity in the front of
quasiperpendicular shocks are based on the occurrence of lower hybrid waves at a shock
front being generated due to counter-streaming populations of ions and relative motion of
reflected ions (Leroy et al. 1982) and bulk electrons and ions at the front via the modula-
tional two-stream instability (MTSI) (Papadopoulos 1985b; Matsukiyo and Scholer 2006) or
modified Buneman instability. These models are often used to explain the electron acceler-
ation observed at various astrophysical shocks such as supernova remnants (Laming 2001).
However, there is currently no substantial experimental evidence that these waves do in-
deed exist in the fronts of supercritical, quasiperpendicular, collisionless shocks. The results
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of data analysis from the Intershock electric field experiment, in which wave activity was
observed at frequencies of a few Hertz, has been used to argue for the existence of lower hy-
brid waves (Vaisberg et al. 1983). An alternative explanation, however, has been proposed in
which Intershock may have simply observed the electric field component of whistler wave
packets propagating in the foot region (Krasnoselskikh et al. 1991; Balikhin et al. 1997a;
Walker et al. 1999a). Electric field observations of Comet Halley also showed evidence for
waves observed in the vicinity of the lower hybrid frequency (Klimov et al. 1986). However,
their exact wave mode was not determined. The natural way to differentiate these modes is
to examine their polarisations. Whistler mode waves are elliptically polarised whilst lower
hybrid waves, as mentioned above, are linearly polarised. We present here the summary of
direct observations of the ion-sound (Balikhin et al. 2005) and lower-hybrid waves (Walker
et al. 2008) that we complete by estimates of characteristic effective collision frequencies.

The paper is organized as follows. In Sect. 2 we present the statistical studies of quasiper-
pendicular shock ramp widths. Section 3 is dedicated to electric field scales of the ramp of
quasiperpendicular shocks. In Sect. 4 the results of evaluation of the Poynting flux of oblique
whistler waves upstream of the shock front are outlined. Recent results on electron heating
scale at High Mach number quasiperpendicular shocks are presented in Sect. 5. In Sect. 6
we use the data of measurements of lower hybrid and ion sound waves intensities to evaluate
the characteristics of anomalous resistivity aiming to determine its role in the shock front
formation. In Sect. 7 we present results of direct observations onboard Cluster satellites of
nonstationarity and reformation of high-Mach number quasiperpendicular shock. In Sect. 8
we summarise the results of experimental observations and discuss the conclusions that
follow from Cluster and THEMIS observations. In Appendix A we present some short com-
ments concerning comparison of computer simulations with the observations. Appendix B
contains a notation table defining the notations used in this paper.

2 Statistical Studies of Quasi-Perpendicular Shocks Ramp Widths

As was discussed in the Introduction the characteristics of the major transition within the
shock in which the flow deceleration and the magnetic field and electrostatic potential vari-
ations take place are determined by the interplay between nonlinearity, dispersion and dissi-
pation. The presence of a population of reflected ions makes it difficult to construct a reliable
theoretical model based on an analytical or semi-analytical description. However, the estab-
lishment of the scales of this transition allows one to determine the characteristics of the
dominant physical processes in play. Single satellite missions provide very poor possibil-
ities for the reliable identification of the shock width and evaluation of the characteristic
scales of structures within it. In such cases the spatial size of the foot or overshoot have
been used (Balikhin et al. 1995) to evaluate the thickness of the ramp region. The first shock
crossings by two satellites were studied in the frame of ISEE and AMPTE projects. These
missions provided the first insight into the thickness of the shock transition. The decrease
of the shock width and consequent increase of gradients as a function of increasing Mach
number was clearly demonstrated by Farris et al. (1993). In their study the Mach number
was normalized to the critical Mach number that determines the transition from sub-critical
to supercritical shocks. Figure 2 (from Farris et al. 1993) shows magnetic field magnitude
measurements made by ISEE 1 for five low beta quasiperpendicular shocks ordered by the
ratio of their Mach number to critical Mach number increasing from top to bottom. The in-
crease in the gradient of the shock transition is clearly independent of the differences in the
angles between the normal to the shock front and the magnetic field and of the value of beta.
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Fig. 2 The total magnetic field
strength as a function of distance
through five low beta,
quasi-perpendicular shocks in
order of increasing ratio of
criticality. The Mach number, β ,
and θBn for each shock are
displayed. The data are shown at
the highest temporal resolution
available. The sampling rate for
the first three shocks is 16 Hz and
4 Hz for the last two (Adapted
from Farris et al. 1993)

Several studies have been dedicated to the investigation of structural elements of the
shock front making use of ISEE 1,2 magnetometer data. Scudder and co-authors (Scudder
et al. 1986a, 1986b, 1986c) carried out the detailed study of the shock crossing on 7th
November 1977. This is presumably the most detailed study of a single event, in which all
the elements of the structure were put together and compared with detailed measurements
of the particle distribution functions. These authors succeeded in relating the evolution of
the ion distribution function to the characteristic features of the magnetic field structure and
in the determination of the major macro-features of structure of the shock front. This study
concluded that the size of the magnetic field transition was determined by the dissipative
process related to reflection of ions. Twin satellite measurements by ISEE provided the
first indications that some shocks have quite narrow fronts (Newbury and Russell 1996;
Newbury et al. 1998). Newbury and Russell (1996) reported the observation of an extremely
thin, quasiperpendicular shock whose ramp width was determined to be 0.05Li (where Li is
ion inertial length), i.e. of the order of electron inertial length. Figure 3 shows this particular
shock crossing (bottom panel) together with a second shock, observed under similar solar
wind conditions, whose ramp width was 0.89Li .

Cluster and THEMIS have provided new opportunities for a comprehensive study of
the shock ramp scales. Recently, there have been two papers dedicated to studies of the
ramp scales of the magnetic field transition (Hobara et al. 2010; Mazelle et al. 2010). They
have used slightly different definition of the ramp thickness and scale and applied different
methodology, however they came to very similar conclusions about statistical characteristics
of the scales of the ramp transition. Hereafter we present the summary of results reported in
these papers.

The article by Hobara et al. (2010) is devoted to statistical studies of the magnetic field
spatial scales in the ramp region of the shock front based on Cluster and THEMIS ob-

Reprinted from the journal 474



Dynamic Quasiperpendicular Shock

Fig. 3 These shocks formed
under similar solar wind
conditions, but there is great
disparity between their ramp
widths (Adapted from Newbury
and Russell 1996)

servations. Due to their highly inclined orbit, the Cluster satellites enable the observation
of shock crossings away from ecliptic plane. These shocks typically exhibit Mach num-
bers that are in the lower range of the whole space of terrestrial Mach numbers, since
the shock normal deviates from the sunward direction. To increase the range of avail-
able Mach numbers, THEMIS shock crossings were added to the set of Cluster observa-
tions. Magnetic ramps cannot be always treated as uniform. Nonlinear substructures have
been observed and reported within the ramp in several cases (e.g. Balikhin et al. 2002;
Walker et al. 2004). The study of spatial-temporal characteristics of such substructures re-
quires at least two point measurements separated by a distance that is sufficiently smaller
than the inter satellite distances of both THEMIS and Cluster missions, thus the authors
restricted themselves with the study of the ramp spatial scales only.

2.1 Criteria for Choosing Shocks and Definition of Notions “Size” and “Scale”

Hobara et al. (2010) have used the data from Cluster and THEMIS for a statistical study
of the spatial size of the ramp. Both these missions assembled a huge stockpile of shock
crossings. These data sets complement each other because of the difference in the orbits of
Cluster and THEMIS satellites. The THEMIS orbit is close to equatorial plane providing an
opportunity to sample the terrestrial bow shock in the vicinity of the subsolar point. Cluster
crossings of the terrestrial bow shock occur mainly on the flanks. The solar wind flow in the
vicinity of the terrestrial orbit is almost along Sun-Earth line, so that the Mach numbers of
flank shocks are relatively low due to the greater deviation of the local shock normal from the
sunward direction. Therefore, the combination of THEMIS and Cluster crossings allowed
to cover a greater dynamical range of Mach numbers available for the analysis than each
of these missions provides separately. Cluster crossings for two time intervals, February–
April 2001 and February–March 2002, were used in the study. THEMIS shock crossings
included in the study took place from the beginning of July 2007 to the end of August 2007.
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The magnetic field data used in the present paper came from Cluster and THEMIS fluxgate
magnetometers (FGM) (Balogh et al. 1997; Auster et al. 2008). Another reason to use the
THEMIS data from the initial phase of the mission was that THEMIS C and D spacecraft
separation was not very large.

The set of shocks that have been used by Hobara et al. (2010) for the study of statistical
properties of the ramp width and gradient scale in the paper included 77 individual crossings
of the terrestrial bow shock (30 by THEMIS and 47 by Cluster). In order to determine the
spatial scale of the shock ramp by means of transformation from temporal to spatial vari-
ables an estimate of the relative shock spacecraft velocity along the shock front normal was
used. These estimates are very sensitive to shock normal definition. That’s why to perform
reliable identification of the local normal to the shock front one of them (Hobara et al. 2010)
compared normals found making use of four different methods, using the model shape of
the terrestrial bow shock similar to Farris et al. (1991), using timing differences methods
between the 4 Cluster spacecraft shock crossings, minimum variance and coplanarity the-
orem. In order to validate the results the evolution of the magnetic field component along
the normal direction Bn was used. The reliability of the shock normal identification served
as the only shock selection criteria. Those shock crossings, for which the calculated normal
could not be considered reliable (because of the Bn evolution or due to large discrepancy
in the shock normal directions found by different methods), have been excluded from con-
sideration. The relative shock spacecraft velocity Vss has been calculated using the shock
normal direction, satellite separation vectors and time delay between two subsequent shock
crossings.

The second recent study dedicated to the same problem (Mazelle et al. 2010) was also
based on Cluster magnetic field measurements during spring seasons of 2001 and 2002 cor-
responding to small interspacecraft separation (100 to 600 km typically). The shock param-
eters (angle between upstream magnetic field and local shock normal θBn, Alfvénic Mach
number MA and ion beta βi ) were computed from the data of Cluster and ACE.

Mazelle et al. (2010) selected the shocks for the statistical study according to follow-
ing criteria. First, in order to restrict the study by almost perpendicular shocks the shocks
with θBn as close as possible to 90◦ were chosen. The other criteria were the existence of
well-defined upstream and downstream intervals for the 4 s/c, the stability of the upstream
averaged field from one s/c to another, the validity of the normal determination by checking
the weak variability of the normal field component Bn around the ramp and low value of Bn
upstream for θBn to be close to 90◦. Only 24 from 455 crossings of Cluster satelite quartet
in 2001 and 2002 were left with all criteria validated. This means that 96 individual shock
crossings were analyzed. Selected θBn values were chosen to be in the range from nearly
90◦ to 75◦ but about 80 % of the shocks selected were above 84◦. Mach numbers MA were
found to be equally distributed from 2 to 6.5 and corresponding βi between very low values
to 0.6 but with 67 of values less than 0.1.

The major difference between two works consists in using different methods of the de-
termination of the shock ramp thickness. If the beginning of the ramp region was defined
quite similarly as the beginning of the monotonous increase of the magnetic field, the end of
ramp or exit from the ramp region was determined differently. Hobara et al. (2010) defined
the ramp crossing duration as a time interval between the upstream edge of the ramp and the
maximum of overshoot. The spatial size (width) of the magnetic ramp has been estimated
as a product of Vss and the duration Dt of the ramp crossing. Mazelle et al. (2010) deter-
mined at first a stationary asymptotic level of the magnetic field that might be considered
as satisfying to Rankine-Hugoniot conditions. To this end a downstream interval where the
magnetic field magnitude is quite steady was used. It is then considered as giving an approx-
imate estimate of the value of the magnetic field corresponding to exit from the ramp/entry
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Fig. 4 Scatterplot of experimentally derived shock size (left panel) and shock spatial scale (right panel)
normalized to the ion inertial scale length c/ωpi (left axis) and electron inertial scale c/ωpe (right axis) as
a function of Alfvén Mach number. The dashed line represents the averaged values of shock width averaged
over shocks with Alfvén Mach number in the ranges 2–4, 4–6, 6–8, 8–10, 10–12. The vertical lines represent
the statistical error bars for each of these Mach number ranges. (Adapted from Hobara et al. 2010)

in the overshoot. From the initial values of the entry in and exit from the ramp a linear fit
of the data points inside the estimated time interval is made and this later on is allowed to
vary. The choice of a linear fit allows excluding any pollution of the ramp region by a part
of the extended foot. The same analysis was repeated for all four satellites for each shock
crossing. The steeper slope found for the ramp defines the ‘reference satellite’. The times
of the middle of the four samples of ramps for one shock crossing are then used to com-
pute both the shock normal and velocity in the GSE frame by the ‘timing-method’ described
in Horbury et al. (2002). This makes it possible to derive the ‘apparent’ width (along each
satellite trajectory) and compare between the 4 s/c. Then, the velocity vector of the shock
in each s/c frame is computed. Its angle with the shock normal allows reconstructing a local
profile along the normal and determining the real local spatial width of each shock sub-
structure. Readers interested in more technical details can find them in Mazelle et al. (2010)
and Hobara et al. (2010).

A scatterplot of the spatial sizes of the ramp as a function of Alfvén Mach number is
shown in the left hand panel of Fig. 4. The left hand panel shows the scale sizes in terms of
the ion inertial length whilst the right hand panel shows the width in terms of the electron
inertial length. The width of the magnetic ramp varies by about an order of magnitude from
Lr = 1.4Li (≈60Le) to 0.1Li (≈4Le). The general trend in Fig. 4 indicates that the magnetic
ramp becomes thinner with increasing of Alfvénic Mach number. This trend is evident even
without taking into account two shock crossings with peculiarly high Mach numbers M
in the range 17–20 that correspond to the two markers in the bottom right corner of the
scatterplot. The figure also shows a distinct decrease in the maximum width of the shock
front with increasing Mach number. To make these tendencies more clear the characteristic
width of the magnetic ramp averaged for the shocks with Alfvénic Mach numbers in ranges
2–4, 4–6, 6–8, 8–10 and 10–12 (dashed curve) are presented.

The vertical lines on Fig. 4 (left panel) represent the statistical error bars for each range
of Mach numbers 2–4, 4–6, 6–8, 8–10 and 10–12. The decrease of statistical errors with the
Mach number is in complete agreement with the significant decrease of the maximum shock
width, while the minimum shock width undergoes much smaller changes.

The right hand panel of Fig. 4 shows the scatterplot of the spatial gradient scale of the
magnetic ramp. It clearly demonstrates the same characteristic features as were evidenced
in the left hand panel for the ramp width, namely a quite wide range of values, especially
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Fig. 5 Thinnest ramps observed
versus shock θBn. Reprinted with
permission from Mazelle et al.
(2010). Copyright 2010,
American Institute of Physics

for low Mach number shocks and the trend toward shorter scales with the increase of the
Mach number as well as the decrease of the maximum gradient scale while Mach num-
ber increases. As the change of the magnetic field for all chosen shocks exceeds upstream
magnetic field B0 (for many of them quite significantly) the values of the gradient scale are
smaller then the width of the corresponding shocks. The ramp gradient spatial scale varies
in the range 0.05–0.82Li (2–35Le).

2.2 Statistical Analysis (Mazelle et al. 2010)

Figure 5 displays the thinnest ramp found among each quartet of crossings for each individ-
ual shock versus θBn. There were no simple relation found. However, it is unambiguously
established that many observed thinnest ramps are less than 5 c/ωpe thick and there was
found an apparent trend for lower values as θBn→ 90◦.

The histogram of all ramp thicknesses in Fig. 6 reveals the predominance of narrow ramp
width with a Gaussian-like regular decrease towards an asymptotic limit that is still less than
c/ωpi .

The authors came to conclusion that their analysis confirms statistically that the magnetic
field ramp of the supercritical quasi-perpendicular shock often reaches a few c/ωpe .

So, the results of two independent studies by two different groups come to the same
conclusion, the ramp width for quasiperpendicular high Mach number shocks as seen in
magnetic field is of the order of several c/ωpe and is in a perfect agreement with estimates
determined from the dispersive scale of a nonlinear whistler wave, modified by the presence
of reflected ions (Galeev et al. 1988, 1989; Krasnoselskikh et al. 2002).

3 Electric Field Scales of the Ramp of Quasiperpendicular Shocks

As mentioned in the introduction, there have only been a few reports regarding the scales and
structure of the electric field transition at quasi-perpendicular shocks. Based on laboratory
experiments, in which the conditions are not exactly the same as in space plasmas, Eselevich
et al. (1971) reported that the major change in potential across the shock occurs within the
magnetic ramp region.
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Fig. 6 Histogram of the 96
shock ramp thicknesses.
Reprinted with permission from
Mazelle et al. (2010). Copyright
2010, American Institute of
Physics

Fig. 7 Sketch of the changes
observed in the magnetic field
and electrostatic potential during
the crossing of a
quasi-perpendicular shock (based
upon the experimental results of
Eselevich et al. 1971)

Figure 7 is a sketch (based on the results of Eselevich et al. 1971) of the change in the
magnitude of the magnetic field and the accompanying change in the electrostatic potential.
These authors interpreted it as a viscous subshock similar to isomagnetic jump. From Fig. 7
it can be seen that there are two different length scales that may be associated with the change
in the electrostatic potential as the shock is crossed. The first, indicated by the lightly shaded
bar at the foot of the plot, shows that overall the potential changes on scales similar to that
of the magnetic ramp region in agreement with the results of Lembège et al. (1999). This
corresponds to an enhancement of the electric field observed as the shock is crossed. The
second scale, indicated by the darkly shaded bar, corresponds to a region within the shock
front in which a large increase in the potential is observed over a small spatial scale. Such
changes in the potential result from large amplitude spike like features in the electric field.

The results reported here present a study of the large amplitude, short duration features
in the electric field observed by the Cluster satellites during a number of crossings of the
quasi-perpendicular bow shock published in Walker et al. (2004). These features contribute
significantly to the overall change in potential observed at a shock crossing but their short
duration implies that they are very localised. The aim of the study was to determine their
scale size and amplitudes. These parameters were studied in relation to the upstream shock
parameters.
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Fig. 8 Overview of the shock crossing on March 31st, 2001 at 17:18 UT. The top panel shows the magnitude
of the magnetic field measured by FGM. The second panel shows the magnitude of the electric field measured
in the satellites spin plane. The lower two panels show the spin plane components Ex and Ey (Adapted from
Walker et al. 2004)

A total of 54 shock crossings, occurring on 11 separate days were investigated but not
all could be analysed fully for various reasons such as unavailability of certain data sets, or
the accuracy of the shock normal determination. In this section we present a case study of
the electric field within the shock front, namely the crossing that occurred on 31st of March
2001 at around 17:18 UT. On this day the conditions in the solar wind were some what
abnormal due to the passage of a CME. Measurements in the solar wind by Cluster indicated
that the magnitude of the magnetic field was of the order of 30 nT, the normal for this
shock (based upon FGM crossing times) is nB = (0.94,−0.17,0.293) (in the GSE frame),
and the shock velocity was determined to be 48.92 km s−1. Other relevant parameters are
θBn ≈ 87◦- and a density n∼ 19 cm−3. The high value of the field resulted in an unusually
small β ∼ 0.07. The Alfvén Mach number for this shock (MA ∼ 3.6) lies close to the First
Critical Mach number and to the whistler critical Mach number so the conditions of the solar
wind are quite favourable for the formation of quasi-electrostatic sub-shocks at the shock
front (Balikhin et al. 2002). Figure 8 (adopted from Walker et al. 2004) shows an overview
of the magnetic and electric field measurements made by FGM and EFW respectively during
this shock crossing. The top panel shows the magnitude of the magnetic field measured by
FGM. Initially, all four Cluster spacecraft are in the solar wind just upstream of the outward
moving bow shock which subsequently swept over the satellites in the order C4 (17:17:43.5),
C2 (17:17:45.5), C1 (17:17:48.5), and finally C3 (17:17:53.5). The magnetic field profiles
show a set of clean shock crossings that possess clearly discernible foot, ramp and overshoot
regions. The second panel shows the magnitude of the electric field measured by EFW in
the spin plane of each satellite (|E|2 = E2

x + E2
y ). In the solar wind, the typical magnitude
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Fig. 9 The FGM magnetic and
EFW electric fields measured by
Cluster 1 on 31st of March 2001
around 17:18 UT. The magnetic
field magnitude is shown by the
magenta line. The spin plane
electric field magnitude, and Ex
and Ey components are shown in
red, blue and cyan respectively.
The yellow regions highlight the
periods when large amplitude
short duration spikes in the
electric field are observed. The
black line (Y scale of RHS)
represents the change in potential
within the shock (Adapted from
Walker et al. 2004)

of the electric field is around 14 mV m−1 in the satellite spin plane. It is possible to estimate
the Ez component of the upstream electric field assuming that E · B = 0. This assumption
is valid for estimating the field upstream and downstream of the shock but not within the
shock region itself. Upstream of the shock, Ez ≈ 5 mV m−1. This value is higher than the
measured Ex component (∼2.5 mV m−1) and less than the Ey component (−13 mV m−1).
Comparing the top two panels it can be seen that the disturbances measured in the electric
field begin in the foot region of the shock and continue until the satellites are downstream
of the overshoot/undershoot. These general disturbances have amplitudes generally in the
range 5–30 mV m−1. During their crossings, each of the satellites recorded a number of
large amplitude, short duration features in the electric field. The largest of these spikes have
maximum amplitudes of approximately 30, 40, 60, and 65 mV m−1 for satellites 1, 2, 3, and
4 respectively above the field measured in the solar wind just upstream of the shock front.
These values represent lower limits of the strength of the electric field since the component
perpendicular to the spin plane is not considered. They are seen to occur within the ramp
region but there is no strong feature within the FGM data with which they correlate. It is
also observed that the largest electric field peaks observed on each satellite appear to occur
in pairs which may suggest field rotation. The two lower panels show the components of the
electric field measured in the satellite spin planes. Both panels show that the components of
the field exhibit a twin peaked structure, similar to that observed in the field magnitude and
that the direction of rotation is the same for both peaks. Thus the overall structure is not due
to a single rotation of the field. Our goal is a statistical study of the widths of these short
living, large amplitude features.

Using the four point measurements one can determine the occurrence time of these
peaks in the electric field and hence compute a normal. Examining the Ex component,
the time differences between the observations of the first peak in the electric field are
�t12 = −3.01 s, �t13 = 5.03 s, and �t14 = −5.35 s. When coupled with the respective
positions of the satellites this yields a normal direction nE = (0.946,−0.155,0.283) and a
velocity of ∼50 km s−1. The difference between this normal nE and that determined from
the magnetic field (nB ) is less than a degree. Thus it appears that the electric field spikes
correspond to layers within the overall shock structure. Figure 9 shows the results from
Cluster 1 in greater detail. The magenta line shows the magnitude of the magnetic field.
The foot region was entered around 17:17:47.3 UT whilst the ramp was crossed between
17:17:48.3 and 17:17:48.9 UT. Several large spikes in the electric field are observed in the
region of the foot and shock ramp. The three largest occur around 17:17:48.2 (20 mV m−1),
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17:17:48.5 (30 mV m−1), and 17:17:48.6 (15 mV m−1). Their short duration implies that
their scale size is of the order 3–5c/ωpe. The black line in Fig. 9 represents an estimation
of the electrostatic potential measured in the normal direction. This was calculated by re-
moving an average of the field measured in the region just upstream of the shock from the
field measured within the shock region and then integrating the projection of this electric
field along the normal direction. Whilst the actual potential cannot be calculated due to the
incomplete vector measurements, it can be estimated by assuming that the field perpendic-
ular to the spin plane Ez = 0. This assumption is valid because for this particular shock,
the normal lies very close to the spin plane. This calculation can be used to show that the
largest jumps in the potential coincide with the spikes observed in the electric field and that
these occurrences contribute a significant fraction of the total potential change observed at
the shock. During this period, the electric field enhancements contribute around 40 % of the
total change.

3.1 Scale Size

The preceding sections have presented evidence for localized increases in the electric field
strength measured as the satellite traverses a quasi-perpendicular bow shock. All shocks an-
alyzed show evidence for an enhancement in the background electric field. In most cases, the
region in which this field enhancement occurs lasts longer than the crossing of the magnetic
ramp. The field typically increases of the order 1–3 mV m−1 above that measured in the solar
wind. However, as has been noted above, the turbulence in this region is dominated by spike-
like fluctuations lasting a few milliseconds and with magnitudes of typically 4–20 mV m−1

with a maximum magnitude of the order of 70 mV m−1. This existence of large gradients
in the electric field has repercussions for processes involved in the heating of electrons. In
the presence of strong electric field gradients the electron gyration frequency can deviate
from its classically calculated value (Cole 1976; Balikhin et al. 1998), leading to an in-
crease in its Larmor radius and the possibility of a breakdown in adiabaticity (Cole 1976;
Balikhin et al. 1998). Having shown that the spikes observed in the electric field at the front
of a quasiperpendicular shock appear to be physical structures that form a layer within the
shock front as opposed to being the result of noise in the data or motion of the shock a statis-
tical study of these features was performed to investigate their relationship to the properties
of the shock front. Now we shall present statistical study of the data collected from a number
of such spike-like features.

Figure 10 shows the distribution of the scale sizes determined from the event duration
and the shock velocity evaluation of these features in terms of the electron inertial length.
The scale size of these events will be unaffected by the incomplete vector measurements of
the electric field. The vast majority of crossings have scale sizes of the order of 1–5c/ωpe.
The data that form tail of the distribution at longer scale sizes typically comprise events
that have a multi-peak structure. This type of event represents an upper limit to the scale
size of these short-lived events. In comparison, the typical scale of the magnetic ramp is
characterized by the ion inertial length (Newbury and Russell 1996) although these authors
also report one particular shock as having a ramp scale as small as 0.05c/ωpi or 2c/ωpe .

Figure 11 shows the relationship between the Mach number and scale size of the spikes
observed in the electric field. From the figure, it is clear that the scale size has a lower
limit that decreases as the Mach number increases. One should notice that these results
represent the tendency rather than the proof, the number of points at high Mach numbers is
not sufficient for valuable statistical study.

Figure 12 shows a scatter plot of the relationship between θBn and the scale size of the
electric field enhancements. In general there appears to be a broad range of scales. However,
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Fig. 10 Histogram of the scale
sizes for the spike-like
enhancements observed during a
number of crossings of the
quasi-perpendicular bow shock
(Adapted from Walker et al.
2004)

Fig. 11 Dependence of scale
size on upstream Mach number
(From Walker et al. 2004)

as θBn approaches 90◦—the scale length decreases. For the shocks analysed with θBn close to
90◦—the scale lengths are of the order of 2c/ωpe . This compares favourably with theoretical
estimates that for shocks close to perpendicular the scale width is estimated to be of the
order of the electron inertial length as proposed by Karpman (1964), Galeev et al. (1988).
This tendency corresponds exactly to dispersion dependence upon the angle θBn.

3.1.1 Amplitude

The examples presented above show that the increase in the electric field (�E = Espike −
Eupstream) observed during encounters with these spike-like structures varies between 4 and
70 mV m−1 above the average field that is measured in the solar wind just upstream of
the shock. In this section the relationship between this change (�E) and the shock Mach
number, and the angle θBn is presented. Figure 13 shows a scatter plot of the peak amplitude
observed in the electric field spike event (�E) as a function of the shock Mach number MA.
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Fig. 12 Dependence of scale
size on θBn (From Walker et al.
2004)

Fig. 13 Scatter plot showing the
relationship between the
amplitude of the electric field
spikes as a function of Mach
number. The red crosses are used
to highlight the data for the
shocks that occurred on 31st of
March 2001 (Adapted from
Walker et al. 2004)

For shocks whose Mach number MA > 5 there is a fairly constant trend in which �E <
15 mV m−1. In the Mach number range 3 < MA < 5 the range of observed amplitudes
varies between 5 and 60 mV m−1. It appears that in this Mach number range the electric
field potential becomes more important than for low and high Mach number shocks that
corresponds to dependence of the electrostatic potential upon the Mach number (Dimmock
et al. 2012). The red crosses highlight the shocks observed on 31st of March 2001. All of
these shocks fall into this range of Mach numbers. This set of shocks seems to possess
Mach numbers corresponding to supercritical range and having large number density, at
about 7 %, of alpha particles (Maksimovic, private communication). Their structure seems
to resemble that of electrostatic sub-shocks similar to those observed in laboratory plasmas
(Eselevich et al. 1971). A characteristic signature of sub-shocks is the occurrence of small
scale electrostatic fluctuations such as those observed on this particular day. Ion sound sub-
shocks have been observed in laboratory plasmas with scales of the order of 100 Debye
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Fig. 14 The relationship
between �E and θBn (Adapted
from Walker et al. 2004)

lengths. For the shocks observed in 31st of March 2001, the scale is closer to characteristic
scale of the fast magnetosonic mode (Balikhin et al. 2002).

The relationship between �E and θBn is shown in Fig. 14. It clearly shows that as θBn
approaches 90◦—the range of the observed amplitudes of the electric field spikes increases.

3.2 Conclusions

In this section we presented the changes observed in the electric field during the crossing of
a number of quasi-perpendicular bow shocks. It is shown that the electric field is enhanced
during the crossing of the shock and that the scale size over which this enhancement is ob-
served is larger than that of the macroscopic magnetic ramp region. Within the whole shock
region, short lived electrostatic structures are observed that are intensified in the ramp re-
gion. The scale size of these structures is of the order of a few c/ωpe: and was shown to
decrease as θBn approaches 90◦—which corresponds to the dependencies following from
theoretical model based on consideration of the shock as mainly dispersive nonlinear struc-
ture (Galeev et al. 1988; Krasnoselskikh et al. 2002). The amplitudes of these structures are
typically of the order of 5–20 mV m−1: but under special circumstances may reach as high
as 70 mV m−1. The highest amplitudes appear to be observed for shocks whose Mach num-
ber is in the range 3 to 5. This may be an indication that such shocks have quasi-electrostatic
sub-shocks inside the main ramp transition. It was also demonstrated that these small scale
structures make a substantial contribution to the overall change in potential observed across
the shock and that the potential change is not linear.

4 Dispersive Nature of High Mach Number Shocks: Poynting Flux of Oblique
Whistler Waves

It is well known that a subcritical shock has a nonlinear whistler wave train upstream of
its front (Sagdeev 1966; Mellott 1985). The major transition of such a dispersive shock,
the ramp, behaves as the largest peak of the whistler precursor wave package (Karpman
et al. 1973; Kennel et al. 1985; Galeev et al. 1989; Krasnoselskikh et al. 2002). The
presence of whistler/fast magnetosonic precursor wave trains in supercritical shocks was

485 Reprinted from the journal



V. Krasnoselskikh et al.

experimentally established in Balikhin et al. (1997b), Krasnoselskikh et al. (1991), Oka
et al. (2006). These whistler waves have rather large amplitudes and their role in energy
transformation and redistribution between different particle populations and in the for-
mation of the shock front structure is still an open question. The energy source respon-
sible for the generation of these waves is the subject of active debate in shock physics
(see Galeev et al. 1988, 1989; Krasnoselskikh et al. 2002; Matsukiyo and Scholer 2006;
Comişel et al. 2011). Often the precursor waves are almost phase-standing in the shock
frame. However, if they are generated by the ramp region as the dispersive precursor their
group velocity can still be greater than zero in the shock reference frame, which would allow
energy flow in the form of Poynting flux to be emitted towards the upstream of the shock
transition. On the other hand, if the waves are generated by instabilities related to reflected
ions their energy flux will be directed from the upstream region towards the shock ramp.
The goal of this section is to address this problem, to present the direct measurement of
the Poynting flux of the upstream whistler waves aiming to establish the direction of the
Poynting flux.

Below we establish the energy source of the waves by calculating the Poynting flux of
the waves in the Normal Incidence Frame (NIF) of the shock, using multi-satellite Cluster
data from crossings of the Earth’s bowshock (Escoubet et al. 1997; Bale et al. 2005). Two
events with supercritical Alfvénic Mach numbers are analyzed. In both cases it is found that
the shocks show dispersive behaviour with the Poynting flux directed in upstream direction.

Poynting flux is not a Lorentz invariant and therefore depends on the frame of reference.
To evaluate the value and direction of the Poynting flux with respect to the the shock we
transform the electric field to the Normal Incidence Frame (NIF). The normal n̂=+x̂ which
also serves as the x-coordinate direction in the NIF system is obtained by four-spacecraft
timing, ẑ is the direction of maximum varying magnetic field obtained from a minimum
variance analysis, and ŷ is the direction of the convection electric field which completes the
right-handed system.

The transformation from the spacecraft frame to the NIF is given by ENIF = Esc+v×B.
The total velocity required for this transformation is defined by v= vsh+ vNIF where vsh =
vshn̂ is the shock velocity, vNIF = n̂× (vu × n̂) is the NIF velocity and vu is the solar wind
velocity.

A general shift of reference frame, coordinate transformation, and evaluation of the com-
plete Poynting vector requires knowledge of the full six-dimensional electromagnetic field
(three electric and three magnetic components). The Cluster spacecraft, however, only mea-
sures the two components of the elecric field in the spin-plane of the spacecraft, while the
third component normal to the spin-plane is not measured. To reconstruct the third com-
ponent we use the assumption that for the wave electric and magnetic fields the condition
E ·B= 0 holds. While this is a true condition for the cross-shock (DC) electric field, it holds
well for whistler wave electric fields at lower frequencies.

We study two quasi-perpendicular high Mach number shocks encountered by the Clus-
ter multi-spacecraft mission (Escoubet et al. 1997). The first shock was observed around
04:53:40 Universal Time (UT) on 20th of January 2003, and the second around 07:07:00 UT
on 24th of January 2001. We use data from the EFW (electric field) (Gustafsson et al. 1997),
FGM (DC magnetic field) (Balogh et al. 1997) and STAFF (wave magnetic field) instru-
ments (Décréau et al. 1997) from spacecraft 2 (for the 2003 shock) and spacecraft 3 (for
the 2001 shock). The shock normal n̂ is established by assuming a planar shock and using
the time of crossing of the four spacecraft and their relative positions (Paschmann and Daly
1998).

The first shock analyzed had an upstream θBn ∼ 85◦ and an Alfvénic Mach number
MA ∼ 5.5. The electric and magnetic fields in the shock front region are characterized by
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Fig. 15 Magnetic and electric
fields in the Normal Incidence
Frame (NIF) of a high Mach
number shock. (a) Power spectra
of the magnetic field (STAFF).
The black line is the DC total
magnetic field, included to show
the waves in relation to the shock
ramp structure. (b) Power spectra
of the electric field (EFW). The
data gap is due to instrumental
interference. (c) The magnetic
field in NIF coordinates BNIF
(Adapted from Sundkvist et al.
2012)

waves, with stronger amplitudes closer to the ramp, see Fig. 15. The waves have frequencies
fcp < f , where fcp ∼ 0.1 Hz is the proton gyrofrequency, and right-handed polarization
looking along the magnetic field vector and thus belong to the magnetosonic/whistler mode.
The direction of the wave-vector k̂ was determined by the Means method (Means 1972),
which uses the imaginary part of the three-dimensional magnetic field spectral matrix. The
angle θkB between the wave vector and the local ambient magnetic field is shown as a func-
tion of frequency in Fig. 16(b). The average value 〈θkB〉 in the shock front region is∼10–50◦
(right-hand scale). The whistler waves are thus oblique with respect to the local magnetic
field, as well as to the shock normal. The angle increases continously as the shock front is ap-
proached and θkB→ 90◦ at the ramp, reflecting the quasi-perpendicular nature of the shock.
This smooth transition stresses the nature of the shock as a dispersive nonlinear whistler
wave.

Since Poynting flux is a second-order quantity the electric and magnetic fields in the NIF
were wavelet transformed (Morlet width 5.36) and the cross-product Sf = 1/μ0Ef × Bf

formed in frequency space. The calculated Poynting flux is therefore distributed in both
time and frequency. The projection of the Poynting flux distribution along the magnetic
field S‖ = Sf ·B0/|B0| using an instantaneous value of B0 is plotted in Fig. 16(a), where the
colors red (upstream) and blue (downstream) show the direction of the flux. We note that in
the front region of the shock the Poynting flux is everywhere directed upstream (red), away
from the shock. In the downstream area there is a mixture of blue, green and red, where
there is more turbulence and the waves are no longer coherent. The upstream and slightly
oblique direction of the Poynting flux is further quantified in the instantaneous angle θS,B
between the Poynting flux and the ambient magnetic field, plotted in Fig. 16(c). Figure 17
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Fig. 16 Poynting flux in the
Normal Incidence Frame (NIF)
of the same shock as in Fig. 15.
(a) Poynting flux S‖ projected on
the local B0 in the NIF, where
red corresponds to the upstream
flux away from the shock.
(b) Angle θk,B between k̂ and
magnetic field B0. The yellow
line represents the average over
all frequencies (right scale).
(c) Angle between Poynting flux
S and B0 (Adapted from
Sundkvist et al. 2012)

Fig. 17 Poynting flux integrated
along the spacecraft trajectory.
The blue line is a projection
along the ambient magnetic field∫
S‖dt and the green line is a

projection on the shock normal∫
S · n̂dt . The red line shows the

scaled magnetic field B0 for
reference (Adapted from
Sundkvist et al. 2012)

shows the Poynting flux along the spacecraft trajectory, with integrated power over frequen-
cies corresponding to the waves in Fig. 16(a), 2< f < 10 Hz. In this figure the slope is the
important characteristic. Positive slope means Poynting flux carried upstream, and negative
slope downstream. From the figure it is evident that the source of the Poynting flux is as-
sociated with the shock ramp. The data gap and associated plateau are due to instrumental
interference.
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Fig. 18 Poynting flux derived
from electric and magnetic fields
for a high Mach number shock.
(a) Wave magnetic field and
averaged B0. (b) Wave electric
field. (c) S‖ normalized by its
standard deviation (yellow and
red corresponds to upstream
flux). (d) S‖ . (e) log10 S‖ .
(f) Angle of S to B0 (red
meaning upstream) (Adapted
from Sundkvist et al. 2012)

Another important characteristic established is that the Poynting flux direction is oblique
with respect to the shock normal as well as the background magnetic field. This can
be explained by analyzing how the phase velocity for whistler waves depends on this
angle. The phase velocity of a wave propagating in the plane of the shock normal n̂
and background magnetic field B0, having an angle α with respect to the shock nor-

mal is Vph = 1
2

√
mi
me

cos(θBn − α). Its projection on the direction of the shock normal is

Vph,n̂ = Vph cosα = 1
2

√
mi
me

cos(θBn − α) cosα. Its maximum value can be found to be equal

to max(Vph,n̂)= 1
4

√
mi
me
(1+ cos θBn), thus the projected phase speed can be larger than the

whistler critical velocity given above. The above analysis also explains the observation of
oblique whistler wave trains found in computer simulations of purely perpendicular shocks
(Hellinger et al. 2007). So even in the case of shocks having Mach numbers larger than the
whistler critical Mach number, whistler waves oblique with respect to the shock normal can
remain quasi-standing.

The second analyzed shock crossing on 24th of January 2001 is shown in Fig. 18. This is
a reforming high Mach number shock (MA ∼ 11) and has been analyzed in detail in Lobzin
et al. (2007). Both of the shocks discussed by were analyzed using wavelet as well as Fast
Fourier Transform (FFT) dynamic spectra techniques. We present the second shock using
the FFT analysis, to show that the conclusions are not technique dependent. The upstream
whistler waves, Figs. 18(a), (b), again have an overall Poynting flux upstream, away from
the shock in the normal incidence frame, evident from the red and yellow (upstream) colors
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of S‖ (Fig. 18, panels (c) through (f)). For this shock the ambient magnetic field was directed
in the opposite direction, so that 180◦ (red) means upstream in Fig. 18.

The power flux given by the Poynting vector shows unambiguously that they carry
energy over a broad frequency range from the shock ramp towards the upstream so-
lar wind, starting from the position of the shock front. This leads to conclusion that
the results of the analysis are consistent with a theoretical model (Galeev et al. 1988;
Krasnoselskikh et al. 2002) that considers the shock steepening to be balanced by the ef-
fect of dispersion in addition to dissipation. As the shock steepens, nonlinearities transfer
energy to shorter wavelengths of the spectrum, and is ultimately carried away from the shock
as dispersive whistler wave trains. This analysis demonstrates that for high Mach number
shocks, dispersive effects are dominant for the formation and stability of the shock front.
Since the whistler waves are strongly damped upstream of the shock, we infer that they can
play the role of an intermediate step in the energy re-partition problem, with the energy
ultimately being dissipated through wave-particle interaction.

5 Electron Heating Scale at High Mach Number Quasiperpendicular Shocks

From the discussion in the previous sections the energy repartition amongst particle popula-
tions in quasiperpendicular shocks is a multi-scale process related to the spatial and temporal
structure of the electromagnetic fields within the shock layer. While the major features of
the large scale ion heating are known, the electron heating and smaller scale fields remain
poorly understood and controversial. In this section we will discuss the scale of the electron
temperature gradient based on the possibility of obtaining unprecedented high time reso-
lution electron distributions measured in situ by the Cluster spacecraft recently discussed
by Schwartz et al. (2011). The authors discovered that approximately half of the electron
heating coincides with a narrow dispersive layer several electron inertial lengths (c/ωpe)
thick. Consequently, it gives one more argument that the nonlinear steepening is limited by
wave dispersion. The DC electric field associated with the electron pressure gradient must
also vary over these small scales, strongly influencing the efficiency of shocks as cosmic ray
accelerators.

The 4 Cluster spacecraft (Escoubet et al. 1997) are unique in their ability to remove the
time-space ambiguity in time series data taken by in situ space plasma instrumentation. By
timing the passage of an event at each corner of the tetrahedron formed by the 4 spacecraft,
the planar orientation and speed of the event can be determined. We employ this technique to
convert the time series of data to distance along the shock normal Schwartz (1998). Figure 19
illustrates the identification of the steep shock ramp that we use as event times.

The electron instrument on Cluster measures fluxes at several energies in a half-plane
containing the spacecraft spin axis. These measurements form an azimuthal wedge divided

Fig. 19 Magnetic field data at a
crossing of the Earth’s bow shock
by the 4 Cluster spacecraft on 9th
of January 2005. Traces have
been shifted by 20 nT for clarity.
The dashed lines show the times
of the steep ramp (Adapted from
Schwartz et al. 2011)
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Fig. 20 Overview of data from Cluster 2 on 9th of January 2005. From top to bottom: Omni-directional elec-
tron energy-time spectrogram @ 250 ms resolution, electron pseudo-density, electron pseudo-temperatures
(see Method), magnetic field magnitude, and field components. Arrows in the fourth panel show locations of
the cuts presented in Fig. 22 (Adapted from Schwartz et al. 2011)

into 12 polar directions from aligned to anti-aligned with the spin axis, and are repeated at
125–250 ms intervals. A full 3D distribution covering all azimuths is thus built up over 1 spin
(∼4 s). However, when the magnetic field is roughly aligned with the spin axis, each wedge
contains a full set of pitch angles from 0◦ to 180◦. Under these circumstances, and assuming
gyrotropy, the full pitch angle distribution function is available at ≤250 ms resolution.

We rebin the raw electron data into pitch angles α relative to the instantaneous mag-
netic field. We calculate pseudo-densities and temperatures for each pitch angle bin as if the
distribution were isotropic, e.g., n(90◦)= 4π

∫
f (v,α = 90◦)v2dv. These pseudo-moments

better characterise the phase space distributions in the ‖,⊥ directions than the full T‖,⊥
moments (cf. Fig. 9 of Mitchell et al. 2012).

5.1 Results and Conclusions

An overview of the data for 9th of January 2005 is shown in Fig. 20. The transition from
unshocked solar wind plasma to the shocked magnetosheath occurs around 22:15:30. Al-
though the solar wind flow is a factor of 10 slower than the electron thermal speed, some
residual modulation at the spin period is evident in the data. We have averaged the parallel
and anti-parallel (α = 0,180◦) moments so that the second and third panels of Fig. 20 reveal
the pseudo-parallel and perpendicular moments. Note that the pseudo-densities n(α) are not,
and from their definition above need not be, equal. The bottom two panels show increasing
oscillations and a gradual “foot” ahead of a steeper magnetic “ramp” region. The dominant
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Fig. 21 Magnetic field (solid) and electron temperature (symbols) as a function of distance from the shock
ramp. Roughly half the temperature rise occurs within the region 17.3 km wide between the dashed vertical
lines corresponding to 6.4 electron inertial lengths (c/ωpe) (Adapted from Schwartz et al. 2011)

ẑ magnetic field component is nearly aligned with the spin axis, enabling the parallel and
perpendicular moments to be available in every 0.25 s wedge as described above. Figure 20
already suggests the main result namely that the rise in electron temperature closely follows
even the steepest ramp of the magnetic field.

Figure 21 shows that both the parallel and perpendicular electron temperatures closely
track the steep rise in magnetic field, with half the electron heating taking place on a scale
of 17.3 km, corresponding to 6.4 electron inertial lengths and a small fraction (0.15) of an
ion inertial length. Although much of the electron dynamics is linked to the DC electric
and magnetic fields within the ramp (Feldman et al. 1983; Goodrich and Scudder 1984;
Scudder 1995; Lefebvre et al. 2007) and is therefore reversible (the distribution function in
this limiting case might be dependent upon energy and adiabatic invariant in de Hoffmann-
Teller reference frame), the fact that both Te‖ and Te⊥ rise together suggests an inflation
of the particle phase space distribution that is not reversible, due primarily to the filling in
and/or entrapment of electrons in regions of phase space that would otherwise be inaccessi-
ble.

This infilling can be seen in the cuts of the distributions shown in Fig. 22. Within the
steep ramp, the inflated distribution is evident, with the flat-topped infilled region already at
its downstream level. This supports the notion that the temperature profiles shown in Fig. 21
really do represent irreversible heating. Interestingly, Fig. 22 shows that features previously
reported with the ramp, e.g., the beam vestige of the solar wind peak (Feldman et al. 1983),
are present only in the more gradual initial rise that precedes the steep ramp. That beam has
been totally eroded by the time this electron scale ramp is encountered.

Thus the electron heating occurs over scales that are significantly smaller than the con-
vected proton gyro-scale Vn/Ωci invoked in Bale et al. (2003) and also smaller than the ion
inertial length that might be anticipated due to micro-instabilities within the shock current
layer (Papadopoulos 1985b; Matsukiyo and Scholer 2006).

Recent statistical studies (Hobara et al. 2010) argued that previous fits to a proxy of
the plasma density profile (Bale et al. 2003) mixed contributions from the more extended
foot region governed by reflected gyrating ions. Restricting the measurements to just the
steep ramp, they report widths in the range 3–55 c/ωpe with a decreasing trend as the Mach
number increases. They interpreted their work in terms of shock steepening limited by the
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Fig. 22 Cuts of the electron distribution functions in the solar wind, initial ramp, steep ramp, and downstream
along (solid) and perpendicular (dashed) to the magnetic field. The locations of the cuts are indicated along
the axes in Figs. 20 and 21. Note the solar wind halo drift evident in the anti-aligned direction and the absence
of features within the steep ramp (Adapted from Schwartz et al. 2011)

dispersion of electron whistler waves, with dispersion relation ω =Ωce cos θBn(k2c2/ω2
pe).

The limiting case of a wave capable of phase standing in the incident flow has a wavelength
that can be written

λ

c/ωpe
= 2π

cos θBn
MA

√
mi

me

The results from Table 1 yield a value of 9.2 for this ratio, comparable to the 6.4 electron
inertial lengths given above. The fact that supercritical shocks steepen to this whistler limit
suggests that dissipation processes are insufficient to broaden the transition further.

It should come as no surprise that the steepening of a fast mode (right-handed) wave
results in a right-handed whistler signature. Indeed, the non-coplanar component of the
magnetic field (Thomsen et al. 1987), responsible for the difference in the shock electro-
static potential when viewed in different shock rest frames (Goodrich and Scudder 1984), is
right-handed. There is new evidence (Sundkvist et al. 2012) that the wave Poynting flux is
directed away from the ramp region upstream as expected for dispersion-limited steepening.

The present study measures directly the actual temperature profile of the electrons. The
result confirms that nonlinear steepening proceeds down to scales limited by whistler dis-
persion. We have argued that this represents irreversible heating, implying that dissipation
is operative on this, or probably smaller, scales.

We have attempted a similar analysis on other shock crossings observed by Cluster, with
consistent findings. Suitable events are rare, since they require the combination of a slowly
moving shock and favorable magnetic field orientations. Future space missions need to be
proposed to target electron physics and hence should provide numerous examples for statis-
tical studies.

What process(es) are actually responsible for (sub-)whistler-scale dissipation? The over-
all inflation in phase space is linked to the action of the cross-shock electrostatic potential in
concert with the magnetic mirror forces. Some or all of the potential may be concentrated in
intense spikes (Bale and Mozer 2007) that may break the adiabaticity of electron phase space
trajectories despite a ramp thickness which, in our example, is 20 times the local electron
gyroradius. It is worth noting that the localized spikes of the electric field are present in-
side the ramp region. Figure 23 represents 10 second interval of electric field measurements
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Table 1 Shock parameters 2005 Jan 9 @ 22:15

Parameter Value

Vshock +10.8 km s−1

Unshocked magnetic field Bu† (3.07, 1.35, 8.14) nT

Unshocked electron density 4.0 cm−3

Location (Earth radii) (12.3, 13.3, −6.7) Re

n̂ shock normal (timing) (0.855, 0.418, −0.307)

n̂ (model) Schwartz (1998) (0.904, 0.383, −0.189)

Vn ≡V · n̂ (shock rest frame) 373 km s−1

Alfvén Mach no. MA 3.8

Magnetosonic Mach no. Mms 3.0

θBnu ≡∠B, n̂ 83 ◦
Plasma ion βi 0.4

Plasma electron βe 0.34

Electron inertial length c/ωpe 2.7 km

Ion inertial length c/ωpi 117 km

Vn/Ωciu
†† 443 km

Vn/Ωcis 139 km

Whistler wavelength λ 24.8 km

Electron Larmor radius rLeu 1.01 km

†All vectors are in the GSE frame of reference. Subscripts “s” (“u”) denote quantities in the (un)shocked
region
††Ωci ≡ eB/mp is the proton gyrofrequency

inside the ramp by Cluster 2, from 22:15:30 to 22:15:40 that is relatively short time with
respect to time of the shock crossing but corresponds to ramp region (courtesy of F. Mozer).
One can clearly see quite intense bursts of the electric field having amplitudes as large as
20–30 mV m−1. These bursts are very similar to those reported in Sect. 2. Such electric field
bursts can be one of the possible sources of electron heating and scattering.

Another candidate processes (e.g. Balikhin and Gedalin 1994) responsible for in-filling
regions of phase space, in some of which electrons are trapped, include wave scatter-
ing (Scudder et al. 1986c; Veltri and Zimbardo 1993) and demagnetization (Balikhin and
Gedalin 1994); these will require further analysis and simulations.

Our discovery of short scale electron heating has an important consequence for electron
and ion acceleration. Gradient drift and surfing mechanisms are sensitive to the scale of the
field transitions (Zank et al. 1996), becoming very efficient at scales comparable to those
reported here.

6 Can Anomalous Resistivity Account for Energy Dissipation and Electron Heating

The major results reported in this section were first published in Balikhin et al. (2005),
Walker et al. (2008).
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Fig. 23 Electric field measured onboard Cluster 2 satellite from 22:15:31 to 22:15:41. Electric field bursty
spikes having amplitudes of 20–40 mV m−1 having duration of the order of 0.1 s are clearly seen during
ramp crossing. Figure is provided by F. Mozer

6.1 Ion Sound Wave Packets at the Quasiperpendicular Shock Front

The data used in both articles presenting observations of short scale waves were collected
by the EFW instrument on board Cluster satellites. EFW uses two pairs of spherical probes
in the satellite spin plane situated on the ends of wire booms whose length is 44 m as shown
in the left hand panel of Fig. 24. Thus, the distance between probes adjacent/opposite to one
another is ∼62/88 m respectfully. Normally, the EFW instruments return the electric field
calculated as the difference in probe potentials between probes 1 and 2 (E12) and 3 and 4
(E34) with a sampling rate of either 25 Hz (normal science mode) or 450 Hz (burst science
mode). The individual probe potentials are also available with a time resolution of 5 Hz. In
addition to these standard modes, there is a triggered internal burst mode. Using this mode,
data for a short time period may be captured with a much higher sampling rate. The EFW
data that has been analysed in this study consists of internal burst mode data comprising the
four individual probe potentials sampled at 9 kHz for periods of around 10 seconds. Since
the internal burst data is captured and stored depending upon some criteria, it may be that
although the shock region was targeted for data collection, the waveforms returned may not
have been captured in the shock front itself. To this end, a search was made to find possible
candidate events by cross referencing the list of Cluster shock crossings for 2002 with the
list of periods for which internal burst data are available. This resulted in a list of 10 possible
events. Of these events, a comparison between the FGM magnetic field measurements and
the time periods for which EFW internal burst data were available showed that there were
only two shocks for which the period of internal burst data lay solely in the foot region of
the shock. Of these, one shock possessed a magnetic profile that was highly turbulent and
difficult to interpret and was also eliminated from further analysis. This left just one clean
shock on which to perform the analysis.

The internal burst data sets are the only ones generated by EFW that contain the individ-
ual probe potentials at a high enough sampling rate to investigate waves and turbulence at
frequencies around the lower-hybrid frequency in the vicinity of the terrestrial bow shock
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Fig. 24 The left panel shows the configuration of the EFW electric field probes and illustrates the electric
fields calculated from them. The right hand panel shows the magnitude of the magnetic field (bottom) and
ion bulk flow (top) measured during the shock crossing that occurred on 26th of February 2002 at 21:34 UT
(Adapted from Balikhin et al. 2005)

(10–30 Hz). By using the individual probe potentials it is possible to compute two parallel
electric field components one on either side of the satellite. For example, the probe pairs 1, 3
and 4, 2 maybe used to compute electric field components E13 and E42 whose directions are
parallel and are spatially separated by a distance of ∼62.2 m. This technique has previously
been used by Balikhin et al. (2005) and Tjulin et al. (2003) to study small scale electric
field structures and waves and is similar to the short baseline interferometry techniques em-
ployed in the analysis of data from sounding rockets (Pinçon et al. 1997). Since the probe
potentials can be used to calculate two parallel electric field vectors it is possible to use the
phase differencing technique to determine the wave vector k. This method may also be used
to examine the polarisation characteristics of the wave in question. In this case, the phase
differencing algorithm is applied to a pair of perpendicular components of the electric field
(as opposed to the parallel field components mentioned above). The resulting histogram of
the phase difference as a function of frequency yields a vertical line of constant phase dif-
ference with respect to frequency at a phase difference of zero for a linearly polarised wave
and ±π/2 for a circularly polarised wave. Thus, this technique may be used to help dis-
tinguish between a linearly polarised lower hybrid wave and a circularly polarised whistler
mode wave, both of which have been observed at these frequencies. This method is used in
preference to an examination of the coherency (see for example Krasnoselskikh et al. 1991)
due to the short duration of the wave packets.

The magnetometer data, used to put the electric field measurements into context within
the shock front and compute the lower hybrid resonance frequency, come from the FGM
instruments (Balogh et al. 1997) and made publically available through the Cluster Active
Archive. These measurements typically have a sampling rate of 22 Hz.

All the data presented in this section were recorded during one shock crossing on Febru-
ary 26th, 2002 at around 21:34 UT during the time intervals marked on Fig. 25 by vertical
lines. Red lines mark the periods of registration of ion sound waves, green lines the periods
of registration of lower hybrid and whistler waves.

During this period the Cluster satellites were situated in the foot region of a quasiperpen-
dicular shock (θBn ∼ 55◦, MA ∼ 4.3). The EFW instrument onboard Cluster 3 was triggered
to operate in internal burst mode for a few seconds.
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Fig. 25 Waveforms of electric
field measurements during shock
front crossing on 26th of
February 2002 at 21:34 UT. The
vertical lines mark periods where
the waves were registered. As it
will be shown later red vertical
lines mark periods where the
waves were identified as
ion-sound, two first green
columns as lower-hybrid
electrostatic waves, third green
column as whistler waves in
lower hybrid frequency range

Two parallel electric field vectors of these electric field measurements lie in the same
direction and have a perpendicular separation of ∼62.2 m in the direction P2 to P3. The
availability of two closely spaced, simultaneous measurements enables the use of phase dif-
ferencing techniques (Balikhin et al. 1997a) for the identification of propagation modes for
waves with coherence lengths down to a few Debye lengths based upon single satellite mea-
surements. Since there is no component measured normal to the spin plane, the separation
between temporal and spatial variations is possible only in the spacecraft spin plane. As a
consequence, phase differencing methods are limited to the determination of the projection
of the k-vector in the spin plane. In most cases, however, this can provide enough infor-
mation to identify the plasma wave mode. This approach was implemented in these studies.
Plasma measurements were obtained from the CIS HIA (ions) and PEACE (electron) instru-
ments. Magnetic field data were obtained from FGM. It should be noted that the spin vector
of the Cluster satellites is almost coincident (to within 5◦) with the z GSE axis.

The ion bulk velocity (top panel) and the magnitude of the magnetic field (lower panel)
as measured by Cluster 3 spacecraft are plotted in the right hand panel of Fig. 24. Initially,
the spacecraft was in the solar wind. The foot region was encountered just before 21:34 UT
and the shock ramp was crossed around 21:34:12.5 UT. The plasma bulk velocity began to
decrease around 21:33:50. Shortly before 21:34 low frequency oscillations were observed in
the magnetic field, a feature commonly observed in the foot region of supercritical shocks.
The beginning of the foot region is characterised by a large amplitude, nonlinear structure
similar to those previously reported by Walker et al. (1999a). A comparison of magnetic field
and plasma data show that this structure is not a partial penetration of the ramp. The present
study is limited to the short interval at the beginning of the internal burst mode indicated by
the vertical line and coincides with the foot region.

The electric field component E31 as measured during the initial part of the internal burst
mode interval is shown in the upper left panel of Fig. 26 and its Morlet wavelet spectra is
shown in the lower left panel. The electric field fluctuations show a pair of well defined
wave packets centered around 21:34:01.6 and 21:34:02.05 UT. Their frequency ranges are
100–800 Hz and 250–2000 Hz respectively. We present here the results of the identification
of these wave packets to illustrate the use of the technique and its results.

The f –k23 spectrum, as shown in the center and right hand panels of Fig. 26, is a his-
togram representation of the distribution of wave energy in frequency-k space for the first
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Fig. 26 Left: The waveform (top panel) and wavelet spectrogram (bottom panel) of the electric field com-
puted from the difference in potential between probes 3 and 1. Centre and right: Examples of the f –k spec-
trograms for the first (left) and second (right) wave packets (Adapted from Balikhin et al. 2005)

Fig. 27 A comparison of the
wave vector directions for the
two wave packets. The dotted
and dashed lines represent the X
component of wave vector for
events 1 and 2 respectively. The
corresponding Y components are
shown by the dash-dotted and
solid lines (Adapted from
Balikhin et al. 2005)

wave packet (Balikhin et al. 1997a). The f –k spectrum shows a well developed ridge like
maxima, the shape of which indicates the wave dispersion relation projected along the k23

direction. This result may be combined with a similar dispersion along the k13 to yield the
wave vector projection in the satellite spin plane.

Since the angle between the spacecraft spin plane and the GSE XY plane is small, we
will consider that the projection into the spin plane is the same as that into the GSE XY
plane. The projection of the dispersion relation into the GSE XY plane is shown as the solid
line in Fig. 27 for the first (centre anel in Fig. 26) and second (right on previous figure) wave
packets. The observed frequency range of the first wave packet (100–800 Hz) corresponds
to approximately 0.25–1.9Ωce, and the magnitude of wave vector projection is in the range
0.015< k1 < 0.075 m−1. For this interval the electron temperature is Te ∼ 17 eV and plasma
density ni = 9.7 cm−3. This leads to an estimate for the Debye length of λd ≈ 10 m. Thus
the observed values of for the projection of k correspond to ≈8–40λd .

The satellite frame dispersion relation in the satellite spin plane is shown by the solid
line in Fig. 27. It’s phase velocity is in the range 40–70 km s−1. The Doppler shift can
be estimated as the scalar product of the solar wind velocity and spin plane wave vector
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component. This estimation of the Doppler shift term is shown as a dashed line. It has the
same sign as the phase velocity and is always greater than the observed wave dispersion
indicating that in the plasma frame the waves propagate in the direction opposite to that of
the solar wind, but are convected Earthwards by the plasma flow. This convection reverses
the direction of propagation in the satellite frame. The average angle between the spin plane
projections of wave vector and the magnetic field is about 20◦.

The second wave packet analysed was observed ≈0.3 seconds after the first. The electric
field waveforms (not shown) again indicate a good correlation between the corresponding
electric field components measured by different probe pairs. The f –k23 spectrum calculated
for this wave packet is shown in the right panel of Fig. 26. The ridge like maxima in these
spectra correspond to the projections of the wave dispersion relation in the direction k23.
The resulting dispersion relation is shown as the solid line in Fig. 27. Its frequency range is
250–2000 Hz (≈0.6–4.9Ωce), and the magnitude of wave vector projections is in the range
≈0.018–0.075 m−1. For this wave packet, the satellite frame phase velocity is in the range
150–160 km s−1. The range of wave vectors and angle of propagation with respect to the
magnetic field for the second wave packet coincide with those determined for the first. Even
more surprising is the fact that the angle between the two wave vector projections is less than
5◦. The dashed line in Fig. 27 shows the estimation of the Doppler shift. It can be seen that
the Doppler shift term for the second wave packet is less than that of the observed frequency
and so the second wave packet propagates in the same direction in both the satellite and
plasma frames. Therefore the first and second wave packets propagate in opposite directions
in the plasma frame. While for the second wave packet the satellite frame phase velocity
is the sum of of its plasma frame velocity and the solar wind convection speed for the first
wave packet it is their difference. That explains why in the satellite frame the second wave
packet propagates faster than the first one. The use of multipoint measurements enables one
to separate temporal and spatial variations. In the current study it is possible to distinguish
which of these two wave modes was observed. Thus we have a method that is independent
of using the observed frequency criterion formulated by Gurnett (1985). For this interval
|B| ∼ 14.8 nT and hence the local electron cyclotron frequency fe = Ωce/2π ∼ 415 Hz.
As can be seen from the f –k spectra shown in Fig. 26 that the maximum wave energy of
the first wave packet occurs at a frequency lower than fe . According to the classification
used by Gurnett (1985) this should be a whistler wave packet whose dispersion relation may
be written as (neglecting thermal corrections) ω2 =Ω2

ce cos2 θBkk
2c2/(k2c2 + ω2

pe), where
θBk , Ωe , ωpe are the angle between the wave vector and the magnetic field, the electron
cyclotron and electron plasma frequencies respectively. The wave vectors for the first wave
packet lie in the range (kc/ω)2 ∼ 30–150 and therefore correspond to the electrostatic limit
of the mode for which the plasma frame frequency should be ∼ ωe cos θBk . If we estimate
the angle θBk using the angle between the projections of wave vector and the magnetic field
in the spin plane, the plasma frame frequency can be estimated as fe cos θBk ∼ 280 Hz. For
the wavevectors found, 0.015 < k < 0.0075 m−1 the electrostatic whistler phase velocity
varies in the range 24< vph < 112 km s−1 in the plasma rest frame. In the spacecraft frame
the slowest waves would reverse their direction of propagation, so that waves propagating
in both directions would be observed. However, it has been shown earlier that all waves
are propagating in the same direction. Moreover, for the strongly dispersive electrostatic
whistler the phase velocity should vary by a factor of two or more over the observed range
of wavevectors, while the actual variation is within 20 % only. These arguments exclude the
possibility that the observed mode is the whistler in the electrostatic regime.

The other possibility is the ion-sound mode. Since we are limited to spin plane measure-
ments of wave vectors only order of magnitude estimations of the wave parameters can be
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made. For such crude calculations we will disregard the factor θBk ∼ 18◦ in dispersion of

ion-sound waves and use the simplified form ω = kvis/
√

1+ k2λ2
D where vis =√kbTe/mi

is the ion-sound velocity and kb is Boltzmann’s constant. During the time interval in which
both waves packets were observed vis ≈ 40 km s−1. Thus, in the plasma rest frame the
wave phase velocity should be in the range 0.80vis < vph.pf < 0.99vis . This velocity dis-
persion is very close to the observations. If observed waves are indeed ion-sound waves
their plasma frame frequency should be in the range ≈75–100 Hz, much lower than the
observed frequency. This disagreement can be attributed to the Doppler shifts estimated as
|k|
2π Vsw ∼ 600–3000 Hz. In reality the Doppler shift is smaller due to the angle between the
wave vector and the solar wind velocity.

The above arguments indicate that the first wave packet consists of ion-sound waves.
As previously mentioned, the wave vectors for the second packet have exactly the same
range as the first. Therefore, all arguments used above to deduce the wave mode of the
first wave packet are valid for the second. The main difference between these two wave
packets is in the sign of the Doppler shift. For the first wave packet, the observed fre-
quency is the difference between the Doppler shift and the plasma frame frequency whilst
for the second it is their sum. It can be seen that they almost coincide for the whole range
of observed waves. The angle between the averaged propagation directions of these wave
packets is <5◦. This coincidence in the parameters for these two wave packets, observed
at clearly distinct periods of time can only be explained by their simultaneous genera-
tion at the same location. The generation of ion-sound waves at the shock front are usu-
ally attributed either to electric currents or the strong electron temperature gradients in
the ramp. Both waves packets were observed upstream of the ramp and carried by the
solar wind flow towards it. Since there appear to be no strong gradients in the electron
temperature in the foot these waves are probably generated by electric currents. The very
short duration of these waves indicates that the current layer might be localized in space
and time. Such small scale current layers have been predicted by a nonstationary model
of the shock front (Krasnoselskikh 1985, Galeev et al. 1988, 1989; Balikhin et al. 1997b;
Walker et al. 1999a). In this model quasiperiodic steepening of and overturning of the shock
ramp takes place leading to the ejection of a nonlinear whistler wave into the upstream re-
gion. The amplitude of these nonlinear structures can be comparable to the |B| changes in
the ramp itself (Walker et al. 1999a) and will be associated with localised currents responsi-
ble for the ion-sound waves.

6.2 Observations of Lower-Hybrid Waves

The data set used in this study was collected by the EFW instrument in the same burst mode
regime as in previous case onboard the Cluster satellites using onboard timing provided by
the DWP instrument (Woolliscroft et al. 1997).

Figure 28(1) shows an overview of the magnetic profile of the shock encountered on
February 26th at 21:34 UT. From Fig. 28(1) it can be seen that Cluster 3 first encountered
the foot region of the shock just before 21:34 UT, finally crossing the ramp and entering
the downstream region at approximately 21:34:15 UT. Here the EFW internal burst data
selection was triggered at 21:34:01.922 UT and lasted for a period of 10.47 seconds as
indicated by the shaded region in the figure.

The analysis presented here was performed on data recorded on 26th of February 2002
just after 21:34 UT on spacecraft 3. This quasi-perpendicular shock crossing took place on
an inbound pass at a position (12.0, −1.60, 8.07) RE . As can be seen from Fig. 28(1) the
whole period of internal burst data was collected in the foot region of the shock. The initial
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Fig. 28 Panel (1): The magnetic profile of the bow shock crossing observed by Cluster 3 on 26th of February
2002 just after 21:34 UT. The period for which EFW internal burst mode data is available is indicated by the
shaded region. Panel (2): The wavelet dynamic spectrogram of electric fieldsE12 (top) andE34 showing a the
occurrence of oscillations just above the lower-hybrid resonance frequency (black line) for event 1 (Adapted
from Walker et al. 2008)

increase in the magnetic field profile at around 21:34 UT as has been shown above and
published in Balikhin et al. (2005) to be part of the foot region rather than a partial ramp
crossing.

During the 10.5 second period for which EFW internal burst data is available there were
several short periods when the electric field measurements indicated that there were oscilla-
tions occurring at or just above the local lower-hybrid resonance frequency. In the following
subsections the properties of the waves observed are discussed.

The first event occurred just after 21:34:05 UT. Figure 28(2) shows a dynamic spectro-
gram of the electric fields E12 (top) and E34 measured between probes P1 and P2 and probes
P3 and P4 respectively calculated using a Morlet wavelet transform. The black line repre-
sents the lower-hybrid resonance frequency. It is clearly seen that at around 21:34:05.2 and
there is a packet of waves at a frequency between 10–20 Hz, whose lower edge is just above
the lower-hybrid resonance frequency. The duration of this wave packet is around 3 ms cor-
responding to a few wave periods. Having identified a possible occurrence of lower hybrid
waves, the phase differencing technique was applied to parallel electric field vectors in an
attempt to compute the dispersion relation of the waves and hence provide an unambiguous
identification of the wave mode. However in this case using the spin plane electric field com-
ponents E13 and E42 in the frequency range of interest (10–20 Hz) no measurable dispersion
of the waves was observed on scales of the separation distance of the probe pairs (62.2 m),
see Fig. 29(1).

This implies that the wave travels over the spacecraft at rather high speed so that there is
virtually no difference in the phase of the wave measured at the two points on either side of
the satellite. This was also evident in the waveform of the electric field signals. A comparison
of the waveforms (Fig. 29(2)) shows that the two measurements which are observed to vary
in phase which indicates that whatever passed over the satellite has a scale much larger than
the individual probe separation distances.

So, one should conclude that the phase differencing method appears to be unable to show
any dispersion in the parallel electric field vectors that means that this method cannot be used
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Fig. 29 Panel (1): The ω–k joint spectrum calculated from the phase differences measured between the two
parallel electric field components E13 and E42 for event 1. Panel (2): The electric field waveforms E13 and
E42 (top panel) and E41 and E23 (lower panel) for the first event (Adapted from Walker et al. 2008)

to reliably identify the wave packet as being lower hybrid. As a result, one needs to investi-
gate some other wave properties of the wave packet to determine if they are compatible with
the lower hybrid mode. As it was mentioned above that by applying the phase differencing
method to perpendicular components of the electric field it should be possible to determine
whether the wave packet is linearly or circularly polarised. To this end one should calculate
the phase difference between two pairs of probes. The result of this calculation gives the es-
timate that in the frequency range 10–20 Hz the value of the phase difference is around zero.
This result indicates that the wave possesses linear polarisation. This leads to the conclusion
that the wave mode that is observed in this case corresponds to a lower-hybrid mode.

Similar analysis of the second event occurred around 21:34:04.5 on 26th of February
2002 shown the very same result, namely, it shows the phase difference of zero which again
indicates that the wave is propagating with a large phase speed over the satellite and the
wave packet possesses a linear polarisation and it exhibits properties that are consistent with
propagation in in the lower hybrid mode.

The third event highlighted by the authors of the paper Walker et al. (2008) occurred
between 21:34:07.3 and 21:34:07.45 UT on 26th of February 2002. The wavelet dynamic
spectrogram analysis showed a wave packet in the frequency range 10–15 Hz that lies just
above the lower hybrid resonance frequency. This wave packet was observed to drift in fre-
quency as time increases. This change in frequency mirrors the change in the lower hybrid
resonance frequency as calculated from the magnetic field. Analysis of parallel electric field
components using the same phase differencing method again indicated zero phase difference
between the components. However, a comparison of perpendicular electric field components
indicated that a phase difference between two signals is equal to π/2. This leads to conclu-
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sion that the wave packet possesses circular polarisation and is thus not propagating in the
lower hybrid mode. The circular polarisation indicates that this particular wave packet is
propagating in the whistler mode.

6.3 Estimates of Efficient Collision Frequency Using Direct Measurements of Ion-Sound
and Lower-Hybrid Waves

A definition of the problem of conductivity relies on exchange of momentum between elec-
trons and waves assuming the current is mainly carried by electrons. The conventional for-
mula for plasma conductivity reads

σ = ne2

meν

where n is the plasma number density and ν is the collision frequency of electrons with
scattering centers, usually ions or neutrals with respect to momentum loss. When electrons
excite some oscillations or waves as a result of instability development they also loose the
momentum and this loss is referred as the anomalous momentim loss. In order to find effec-
tive collision frequency νeff one has to use the momentum conservation law in the system
consisting of electrons and waves. In the case of instability this momentum exchange can be
written as follows

νeffmen0
−→u ed = 2

(2π)3

∫
d3kγkWk

(−→
k

ωk

)

where −→u ed is the relative velocity of electrons carrying current, γk is the instability incre-

ment, Wk is the wave energy density that is defined as Wk = ε0|E|2
2 , |E| is the turbulent

electric field amplitude. We have in the left hand side the rate of the electron momentum
loss per unit time, and in the right hand side we have the momentum gain by waves due to
instability. It follows then that

νeff = 2

(2π)3men|−→u ed |
∣∣∣∣
∫
d3kγkeWk

(−→
k

ωk

)∣∣∣∣
If one would like to evaluate the efficient collision frequency from direct measurements it

is necessary to have an estimate of the wave energy. Using this estimate one can evaluate the
shock thickness that shock might have if it would be determined by the anomalous collisions
using the characteristic length of the momentum loss:

Lan = Vsw

νeff
.

The comparison of the thickness obtained from this estimate with the real shock thickness
can be used to evaluate the relative role of the efficient collisions.

The standard estimate of the efficient collision frequency for ion sound mode (Galeev
and Sagdeev 1984) reads

νeff = ωpe W

n0kBTe

Taking the estimate of the averaged electric field intensity 〈E〉2 ≈ 10−5 calculated mak-
ing use the data of measurements (it varies from % 1× 10−5 to 2× 10−5 V/m) and density

503 Reprinted from the journal



V. Krasnoselskikh et al.

and temperature from observations n= 9.7 cm−3, Te = 17 eV, ωp = 1.7× 105 s−1, one can
find W = 4.5× 10−17, W/(nkBTe)= 1.8× 10−6,

νiseff = 0.3 s−1, Lan = Vsw

νiseff
≈ 1200 km

where νiseff is anomalous collision frequency due to ion-sound wave activity, Lan is the char-
acteristic scale of anomalous energy exchange between electrons and ions. It is sufficiently
larger than the electron inertial scale c/ωpe = 1.76 km, and comparable with the thickness
of the foot region.

Another group of waves, namely lower hybrid has maximum amplitudes of the order of
10 mV m−1 and average electric field energy density of the same order of magnitude as ion
sound waves (from 1× 10−5 to 4 ×10−5 V/m). In order to evaluate the efficient collision
frequency for these waves one should take into account the properties of lower-hybrid drift
waves. To this end we shall rely on the study of lower hybrid drift instability published by
Davidson et al. (1977). The maximum growth rate for these waves can be estimated as

γLH ≈ αΩLH

where ΩLH is lower hybrid frequency, coefficient α < 1, typically α ∼ 0.1, and can reach
values up to 0.3. Taking maximum of the linear growth rate we can evaluate the upper limit
of the effective collision frequency. The phase velocity of waves around the maximum of
increment is of the order of ion thermal velocity of ions, and the drift velocity of electrons
that carry the current can be estimated evaluating current velocity from macroscopic gradient
of the magnetic field. This estimation gives the value comparable with ion thermal velocity.
Thus the estimate of the efficient collision frequency in this case can be written as follows:

νeff ≈ αΩLH

mi

me

W

nkBTi

In the region of observations where B = 14 nT and lower hybrid frequency is approxi-
mately equal to 56 s−1, thus the efficient collision frequency for these waves is found to be
of the of the order of

νeff ≈ αΩLH

mi

me

W

nkBTi
∼ 0.1× 2× 103 × 56× 10−6 � 10−2 s−1

that is sufficiently smaller than the efficient collision frequency for ion sound waves. The
characteristic dissipation scale

Lan ≈ 350

10−2
km≈ 3.5× 104 km

and is sufficiently larger than the major characteristic scales of the shock front.
This leads to the conclusion that the anomalous resistivity observed can not account

for the important dissipation rate. The characteristic scales of the dissipation are too large
compared to the shock transition features observed.

7 Nonstationarity and Reformation of High Mach Number Quasiperpendicular
Shocks: Cluster Observations

In this section, using Cluster observations, we provide convincing evidence that high-Mach-
number quasiperpendicular shocks are indeed nonstationary, and moreover, quasi-periodic
shock front reformation takes place. Most of the material of this section was first published
in Lobzin et al. (2007).
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Fig. 30 The magnetic field
profiles obtained by FGM
experiments aboard four Cluster
spacecraft during the Earth’s bow
shock crossing on 24 January
2001. (left) High-resolution
magnetic field data (black line)
and the data obtained by sliding
averaging over 4 s time intervals
(red line). (right) Vicinity of
overshoots, with large peaks in
the magnetic field magnitude.
Oscillations with frequencies
higher than 2 Hz were removed.
To emphasize the similarity and
differences of the profiles, the
data for the first 3 spacecraft are
shifted with respect to that for the
4th one (Adapted from Lobzin
et al. 2007)

7.1 An Example of a Typical Crossing of Nonstationary Quasiperpendicular Shock Wave

A number of magnetic field profiles of the quasiperpendicular terrestrial bow shock ob-
served by Cluster triaxial flux gate magnetometers (FGM) (Balogh et al. 1997) in the period
January–May 2001 were studied. It was found that nonstationarity seems to be typical for
shocks with relatively high Mach numbers. Both from numerical simulations and exper-
iments it follows that the details of this nonstationary behaviour of the shock front may
depend strongly not only on the fast magnetosonic Mach number, Mf , but also on the up-
stream βe,i and the angle between the upstream magnetic field and the shock normal, θBn.
For a detailed case study, a shock was chosen that could be considered as a typical quasiper-
pendicular, supercritical, high-Mach-number shock wave, namely the shock crossing that
occurred on 24th of January 2001 at 07:05:00–07:09:00. Indeed, from the available experi-
mental data and with the use of the multi-spacecraft timing algorithm described by Schwartz
(1998) the following estimates were obtained: βe = 1.7, βi = 2.0, θBn = 81◦, MA = 10, and
Mf = 5.

Figure 30 shows the magnetic field profiles measured by the Cluster FGM instruments
on 24th of January 2001. The panels on the left show the full resolution data, sampled at
67 Hz (black line) and the result of averaging this data using a 4 second sliding window
(red line). The panels on the right show the result of low pass filtering the data at 2 Hz.
This process enhances any large peaks in the magnetic field measurements. All the pro-
files can be considered as quite typical for high-Mach-number quasiperpendicular shock
waves. From the averaged data shown by the red lines we observe that the shock front con-
sists of a foot, a ramp, and at least one overshoot-undershoot cycle, i.e. large amplitude
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peak of the magnetic field at the end of the ramp region and following after it minimum.
The small-scale oscillations of large amplitude are superimposed on this large-scale struc-
ture. To check whether these fluctuations are consistent with plane wave activity, the de-
gree of polarization for the magnetic field waveforms obtained from STAFF experiment
(Cornilleau-Wehrlin et al. 1997). By definition, the degree of polarization approaches a
unity if and only if most of the energy is associated with a plane wave (Samson and Ol-
son 1980). It was found that between the forward edge of the shock and the magnetic over-
shoot the oscillations in the frequency range 3–8 Hz have a high degree of polarization
greater than 0.7 and that this polarization is elliptical. This wave activity can be considered
as a whistler wave train nested within the shock (Galeev et al. 1988; Galeev et al. 1989;
Krasnoselskikh et al. 2002). Obviously, the presence of whistler oscillations, due to their
high amplitude, has a considerable impact on the large-scale shock structure. Indeed, aver-
aging of magnetic field data reveals two regions resembling overshoots for SC4 whilst only
one maximum is observed for SC1. The profiles for the other spacecraft appear to be more
complicated. It follows from these considerations that the concepts of both overshoot and
ramp, which must precede it, become ambiguous for such nonstationary shocks. Instead,
we can speak about short scale large-amplitude structures embedded into the shock transi-
tion, with the forward edge of one of these structures playing a role of the ramp. Figure 30
also shows that the magnetic field profiles measured onboard the different spacecraft differ
considerably from each other. Obviously, the number of large-amplitude peaks, their am-
plitudes, as well the positions within the shock front, are different. The waves observed by
different spacecraft in the foot region are also different. In particular, from Fig. 30 (left) it is
easily seen that the time interval between the beginning of the wave activity at the forward
edge of the shock and the ramp crossing may differ by 10–20 s. This difference is substantial
compared to the duration of the crossing of typical elements of the shock structure. The dis-
tinctions found between observations from the different spacecraft are related to temporal
rather than spatial variations in the structure of the shock front because the spacecraft sep-
aration is comparable with shock front thickness. Indeed, the distances between spacecraft
lie within the range 380–980 km. The foot thickness estimated with the use of the theoreti-
cal formula derived by Schwartz et al. (1983) is equal to 550 km, in reasonable agreement
with the observations, while the total shock front thickness is considerably larger. On the
other hand, the maximum time lag between the crossings is about 3TBi , where TBi is the ion
gyroperiod TBi = 15.5 s. This time lag is larger than the period of the shock reformation.
Relying on theoretical considerations and results of numerical simulations, Krasnoselskikh
et al. (2002) argue that this type of nonstationarity is closely related to nonlinear whistler
wave trains embedded into the shock front and that this is a typical property of quasiper-
pendicular high-Mach-number shocks. Further evidence for the existence of whistler waves
embedded within the shock front can be seen from the rotational features of the magnetic
field observed in the vicinity of the peaks, as shown in Fig. 31, that are typical of whistler
mode waves.

The large-amplitude structures seen in the magnetic field profiles within the overshoot
region and its vicinity have a characteristic time of about 2 s. To examine both the similar-
ities and differences of these profiles, oscillations with frequencies higher than 2 Hz were
removed by low pass filtering the data. The filtered data were then used to calculate a set
of optimal cross-correlation coefficients for profile fragments that last 35 s and include a
portion of foot and the entire overshoot region. The highest correlation was found between
SC1 and SC2, while the lowest one was between SC3 and SC4, a result that is in accor-
dance with visual observations of the shifted profiles shown in Fig. 30 (right). An additional
analysis of the relative position of the spacecraft tetrahedron and the shock reveals that the
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Fig. 31 Hodograms of magnetic field around their maxima for different satellites in the vicinity of supposed
ramps

Fig. 32 (top) Electric field spectra and (bottom) magnetic field profile obtained during the Earth’s bow shock
crossing on 24th of January 2001 aboard SC1. The frequency-time spectrogram is measured by the Whisper
experiment. The vertical white bands correspond to the time intervals when no data were obtained in the
natural wave mode. The wave intensity is colour coded with the reference level of 10−7Vrms/Hz1/2, where
rms is the root mean square to notify the averaged level of the fluctuating electric field variance. The magnetic
field profile is obtained by FGM experiment. The time scales for the both panels are the same (Adapted from
Lobzin et al. 2007)

similarity of the shock profiles seems to depend mainly on the time interval between the
shock crossings and/or the spacecraft separation measured along the shock normal rather
than on the distance along the shock surface which is in accordance with the interpretation
that the observed variations are temporal rather than spatial.

Further evidence favoring the nonstationarity of this bow shock crossing comes from
WHISPER measurements. In passive mode this experiment provides electric field spectra of
natural emissions in the frequency range 2–80 kHz (Décréau et al. 1997). The frequency-
time spectrogram obtained by WHISPER experiment aboard SC1 is shown in Fig. 32,
together with the magnetic field profile with the same time scale. The bow shock cross-
ing can be identified by a substantial enhancement in the electric field fluctuations within
the frequency range 2–5 kHz. For SC1, maximum intensity for these oscillations is ob-
served at 07:06:48 UT. One of the most obvious features of these spectra is the presence
of intense waves in the vicinity of the plasma frequency, fpe = 27 kHz, together with
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downshifted oscillations. The most intense feature is a narrow-band Langmuir emission
with a frequency in the vicinity of fpe. As compared with Langmuir waves, the power
density of downshifted oscillations is usually smaller, while the frequency band they oc-
cupy is considerably wider and can be as large as 15–20 % of the central frequency. Both
the plasma waves and downshifted oscillations are considered to be typical of the elec-
tron foreshock region. It is commonly believed that Langmuir waves are generated by a
plasma-beam instability, while for the downshifted oscillations two different mechanisms
have been proposed, namely, the plasma-beam interaction, see (see Lacombe et al. 1985;
Fuselier et al. 1985) and the loss-cone instability of electron cyclotron modes (Lobzin et al.
2005). The mean frequency of the downshifted oscillations is not constant but varies within
the range 0.2–1.0 fpe. In addition, there exists a tendency for a large shift to occur in the
vicinity of the shock front, while near the edge of the electron foreshock the shifts are consid-
erably smaller. However, this tendency exists only on large time scales of about 1.0–1.5 min.
For smaller scales, 10–15 s, there are the large-amplitude variations of the mean frequency
of the downshifted oscillations. The peculiarities of the spectra described above can be ex-
plained as follows. The downshifted oscillations are produced by energetic electrons, which
are reflected by the bow shock and move almost along the magnetic field lines. Because
the solar wind is quiet during the time interval considered (indeed, Figs. 30 and 31 show
that there are no significant variations of the magnetic field; the plasma bulk velocity is also
approximately constant in the foreshock), the observed evolution of the wave spectra can
only be attributed to variations of the suprathermal electron fluxes which are reflected from
the bow shock and form the “rabbit ears” in the electron distributions upstream of the shock
as was shown by Lobzin et al. (2005). The reflection of electrons by a nearly perpendicular
bow shock was studied by Leroy and Mangeney (1984) and Wu (1984). They argued that the
main characteristics of the distribution function of the reflected electrons depend first of all
on the angle between the shock normal and upstream magnetic field, θBn , and to a lesser ex-
tent on the ratio of the maximum magnetic field to its upstream value and on the electrostatic
potential jump in the de Hoffmann-Teller frame. Resulting from shock front nonstationarity,
slow variations of the effective normal of the reflecting part of the shock will lead to con-
siderable variations of number density, energy of reflected electrons, and/or loss-cone angle,
thereby producing the observed variations of the downshifted wave spectra. Both theoretical
considerations and numerical modeling show that a characteristic time of the shock front
oscillations or reformation is comparable with the ion gyroperiod (see Leroy et al. 1982;
Krasnoselskikh et al. 2002; Scholer et al. 2003). The time scale of the spectra variations is
also comparable with ion gyroperiod TBi , in accordance with our interpretation.

7.2 Evidence for Shock Front Reformation

As noted above, the magnetic field profiles for the shock under consideration have several
nonstationary features. In this section, we consider large-amplitude structures, with a char-
acteristic time of about 1–2 s and present the arguments in favor of front reformation for this
particular bow shock crossing. Figure 30 (right) shows the magnetic field profiles obtained
after low-pass filtering and shifting the data in time to clearly show the correspondence be-
tween the elements observed aboard different spacecraft. For three spacecraft there are two
large narrow peaks in the overshoot region and its vicinity, while for SC3 there is only one
peak in the corresponding region (see Fig. 30 (right), where these peaks are shown by ar-
rows and numbered). The amplitudes of these peaks, both absolute and relative, differ for
different spacecraft. In addition, the distance between two adjacent peaks also varies, be-
ing the smallest for SC4 and the largest for SC2. Moreover, the single peak observed by
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SC3, which largest amplitude and relatively large width, may be formed due to the coales-
cence of two separate peaks. The observed peaks in the overshoot region can be considered
as a part of the nonstationary whistler wave packets since their rotational properties are
clearly evident in Fig. 31. These properties were argued to be an intrinsic element of the
quasiperpendicular supercritical shock front structure (Krasnoselskikh et al. 2002). In order
to investigate these features further, an analysis of their polarization was performed using
the minimum variance technique. The results provide additional evidence in favor of shock
front nonstationarity. Indeed, the corresponding elements have different hodograms, which
can be rather complicated. However, some of the elements have approximately circular po-
larization typical for large-amplitude whistlers as was stated in theoretical papers (Galeev
et al. 1988, 1989; Krasnoselskikh et al. 2002) and is evidenced on Fig. 31. A comparison
of the magnetic field profiles, shown in Fig. 30 with the results of numerical simulations of
high-Mach-number shock reformation (Krasnoselskikh et al. 2002) reveals a doubtless re-
semblance between them. Indeed, for large Mach numbers, quasiperiodic reformation of the
shock front was observed in the simulations, with whistler wave packets playing a crucial
role. In the first stage of the reformation cycle, a small-amplitude whistler perturbation up-
stream of the ramp is formed This perturbation grows and moves towards the ramp. When its
amplitude exceeds that of the ramp, this disturbance begins to play the role of a new ramp,
while the old one moves away downstream. The experimental results shown in Figs. 30
and 31 resemble 4 different snapshots for the same shock undergoing the reformation. The
strongest evidence favouring the shock reformation comes from the CIS experiment, which
measures the ion composition and full three-dimensional distributions for major ions with
energies up to 40 keV/e (Reme et al. 1997). The time resolution of these measurements is
about one spacecraft spin, 4 s. Figure 33 shows 8 snapshots obtained at the upstream edge of
the shock foot, where the disturbances of the solar wind magnetic field are still small. The
figure shows the number of counts vs a function of Vx and Vy in the GSE coordinate system;
with the data being integratedin the Vz direction. Reflected ions are observed for the first
time at 07:05:16 (see the maximum of the number of counts in the quadrant corresponding
to Vx < 0 and Vy < 0 in the first snapshot). In the time interval from 07:05:16 to 07:05:44,
the position of this maximum in the velocity space does not change considerably. In addition,
there exists a second population of reflected ions in the quadrant corresponding to Vx < 0
and Vy > 0. From the snapshots it is easily seen that the numbers of counts corresponding
to the reflected ions show approximately periodic variations with a very large modulation
depth and a period of about 8 s which corresponds to half of the proton gyroperiod TBi . To
confirm this statement, we performed a summation of the number of counts corresponding
to these populations, the results are approximately proportional to the corresponding num-
ber densities, nr . The temporal evolution of these number densities normalized with respect
to the corresponding maximum values for the time interval considered is shown in Fig. 33
(bottom). The quasiperiodic variations seem to be more pronounced for the first population
(blue line), with the minimum-to-maximum ratio being as low as ∼3 %. The number of
counts for the second population also varies with approximately the same period, in phase
with that for the first one. It is worth noting that the minimum number of counts correspond-
ing to the reflected ions in this region is greater than the ‘background noise’ by a factor
of 5, far beyond experimental errors, while for the maximum number of counts this factor
is as large as 30 if the ‘noise’ level is estimated in the unperturbed solar wind just before
the shock crossing. The observed peculiarities of the ion dynamics resemble the features
found in the numerical simulations of Krasnoselskikh et al. (2002), where a quasiperiodic
front reformation was observed for quasiperpendicular shocks with high Mach numbers.
In particular, when the leading wave train before the ramp attained a large enough ampli-
tude, a new population of reflected ions appeared upstream of the precursor. In other words,
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Fig. 33 (Top) Ion velocity distributions obtained from CIS measurements within the forward part of the foot
for the Earth’s bow shock crossing on 24th of January 2001 aboard SC1 and (bottom) temporal variations for
the relative number of counts corresponding to reflected ions. The distributions were calculated in the GSE
coordinates. In the bottom panel, a blue line corresponds to ions with Vy < 0, while a red line shows the
data for Vy > 0. Strong variations of nr , especially for Vy < 0, show that the reflection of ions is bursty. The
relative positions where the measurements were made are indicated by the dots on the magnetic field profiles
shown as inserts (Adapted from Lobzin et al. 2007)

the reflection of ions is not stationary. It is quasiperiodically modified during the reforma-
tion process. In this case a spacecraft that moves slowly across the shock, will observe the
quasiperiodic appearance/disappearance of reflected ions, in accordance with experimental
results outlined above.

7.3 Conclusions

In this section we have presented a set of experimental results for a high-Mach-number
(Mf = 5) quasiperpendicular (θBn = 81◦) bow shock crossing observed by Cluster space-
craft on 24th of January 2001 at 07:05–07:09 UT. The structure of this shock gives a clear
evidence of its nonstationary behavior. In particular, the magnetic field profiles measured
by FGM experiments onboard different spacecraft differ considerably from each other. This
difference is clearly seen for large-amplitude oscillations, which have relatively short scales
of about 1–2 s and resemble nonlinear whistler soliton-like structures that is confirmed by
analysis of their hodograms. WHISPER measurements reveal the presence downshifted os-
cillations within the electron foreshock, with nonmonotonic variations of their central fre-
quency, the characteristic time for these variations is comparable with the proton gyroperiod,
TBi = 15.5 s. From the analysis of data from CIS experiment it follows that the reflection of
ions from the shock are also highly nonstationary. Moreover, it is shown that the reflection
is bursty and the characteristic time for this process is also comparable with the ion gyrope-
riod. From numerous numerical simulations of quasiperpendicular shocks it is well-known
that for high Mach numbers the shock becomes nonstationary. Moreover, front reformation
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can take place with a characteristic time comparable with the ion gyroperiod. The combi-
nation of the features outlined above for the bow shock crossing under consideration is the
first convincing experimental evidence favoring the shock front reformation.

8 Conclusions

There exist several models of quasiperpendicular high Mach number shocks. Theoretical
considerations and computer simulations on today’s level are not capable to describe cor-
rectly all physical process that determine different aspects of shock physics. The only pos-
sibility to ensure that the theory or modelling correctly capture major physical effects is to
rely on analysis of experimental data of direct in situ measurements onboard satellites. The
best adapted for this goal are Cluster satellites since they allow one to distinguish spatial
and temporal variations and during the mission they had different intersatellite distance that
allows one to probe the shock on different scales. The difficult task in such investigation
program consists in formulation of the right questions to be addressed to data and to their
analysis. Our aim was to determine major physical processes that define characteristics of
the most important part of the shock front, its ramp and wave activity around it. The prob-
lems closely related to this major problem are electron heating mechanisms and transition
of shock behaviour from stationary to nonstationary. We left beyond the scope of our Re-
view many questions. One can mention ripples, remote sensing of the shock by field aligned
beam, instabilities behind the shock front. We restricted ourselves by the analysis of scales
of magnetic and electric fields, the scale of electron heating, determination of the source and
generation mechanism of precursor whistler wave train and direct observation of the shock
front reformation by Cluster satellites. Huge collection of data of statistical analysis and of
the studies of individual events (case studies) leads to the conclusion that the ramp region of
supercritical quasiperpendicular shock is nothing more than an intrinsic element of nonlin-
ear dispersive wave structure slightly modified by reflected ions. This interpretation allows
one to explain in a natural way the whole collection of data that we reported in this Review
and to understand the transition from stationary to nonstationary shock behaviour when the
Mach number exceeds nonlinear whistler critical Mach number. The role of anomalous re-
sistivity is shown to be relatively weak with respect to effects of dispersion. Our study also
points out several important opened questions. Presumably the most important is what is de-
tailed mechanism of the electron heating and isotropization. Certainly, the evaluation of the
role of anomalous resistivity can not be considered as the solved problem, the data set used
is too poor to come to definite conclusions, thus this study still waits new measurements.
We did not address the problem of particle acceleration and new results presented here will
certainly have an impact on re-consideration of this important problem.
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Appendix A: Remark on Comparison of Computer Simulation Results
with Experimental Data

Recently Comişel et al. (2011) made an attempt to perform computer simulations that can
properly reproduce the realistic physical conditions corresponding to observations. They
modelled the shock dynamics using 1D PIC code with the realistic ion to electron mass ra-
tio under conditions corresponding to shock conditions on 24th of January 2001 that was
observed by Lobzin et al. (2007). The only difference between the model and real plasma
parameters is an unrealistic ratio of (ωpe/Ωce). The modelling results clearly showed that
the shock indeed is nonstationary. However, it was found that there are some important dif-
ferences between the results of the simulations and observations. The major differences can
be summarized as follows. The electric fields observed in simulations in the close vicinity
of the shock front were much higher than the electric fields experimentally registered. The
energy flux of waves observed in the foot region upstream of the shock front was found to
be directed toward downstream that clearly indicates that the waves observed in simulations
are generated by the beam of the reflected ions and not by the ramp region as the dispersive
mechanism predicts. This gives an indication that the properties of waves observed are much
closer to short scale lower hybrid or lower hybrid drift waves described in Sect. 6 and not to
those described in Sects. 2 and 3. The question arises where does this difference come from.
To answer this question one should consider some scaling properties of equations describ-
ing dynamics of the shock. In order to do that let us re-write our equations in dimensionless
form making use of natural variables

ṽ = v/VA, t̃ = tΩci, r̃ = rΩci/VA, b= B/B0, e= qE/ΩciMAVA,

ñ= n/n0

The system have several dimensionless parameters that remain and should be taken into
account. These are η = me

mi
(the authors would prefer the letter μ but it is already used for

magnetic permeability), χ = ωp

Ωce
, and certainly βe,i .

To account for the principal difference between the real physical conditions and simula-
tions let us consider where the parameter χ may play an important role. In dimensionless
variables it appears in two Maxwell equations

div
−→
E = η

χ2
(ñi − ñe)

rot
−→
B = (ñi

−→̃
Vi − ñe−→̃ve )+ η

χ2

∂
−→
E

∂t̃
.

To clarify its role one can consider the properties of linear waves. One can note that
the ratio of electric to magnetic field is determined by the refractive index of waves. By
definition it is

N = kc

ω

and it is easy to see that it is exactly this ratio is used in determination of the electric to
magnetic field ratio. In SI the system in dimensional variables reads

rot
−→
E =−∂

−→
B

∂t

that leads to following estimate for linear waves:

[−→k ×−→E ] = ω−→B .
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This can be re-written as follows:
cB

Ek⊥
= kc

ω
=N.

It can also be expressed in terms of phase velocity

N = c

Vph
.

If we take the waves having velocities close to the shock front velocity (approximately
standing whistlers in a shock front reference frame) the velocity in the plasma reference
frame is Vup = Vsw =MAVA, thus the refraction index is

N = c

Vsw
= c

MAVA
= ωpi

MAΩci

= ωpe

MAΩce

1√
η

Nexp = Bc

Ek⊥
= c

Vsw

(
ωp

Ωce

= 2.7× 104

1.2× 102
∼ 230

)

where Ek⊥ is the electric field component perpendicular to the k-vector.
On the 24th of January 2001 the solar wind velocity was VswSW = 440 km s−1.

Nexp ≈ 700.

The maximum value of ratio ωp

Ωc
in simulations is 8 thus

Nsim = 23

it is approximately 30 times smaller than in experiment, that means that for the same level
of fluctuations of the magnetic field the electric field fluctuations are 30 times stronger than
in experiment.

According to our analysis of dimensionless parameters another important difference con-
sists in similar overestimate of electric fields due to even small deviations from quasi-
neutrallity. One can suppose that this can lead to artificial increase of the role of quasi-
electrostatic instabilities of short scale lower hybrid waves. As a result the dominant waves
observed in simulations are similar to those reported in the section “Anomalous resistivity”,
namely drift lower hybrid type waves. Presumably, the overestimation of the role of the elec-
tric field and consequently of short scale oscillations and consequently underestimation of
the role of lower frequency standing precursor whistler waves results in the difference be-
tween observations and simulation results. If so, the simulated shock is really resistive while
the observed one is certainly dispersive. To evaluate the influence of this overestimate of the
electric field let us evaluate the electric field needed to reflect upstream ion flow assuming
that for efficient reflection the potential should be of the order of half energy of the incident
ion. Reflecting potential in nonlinear wave on the scale about

L= 5
c

ωpe
= 0.9× 106 cm, Eions = miV

2

2
= 0.5× 109 eV

V 2

c2
= 1 keV

This corresponds to the value of the electric field

E = 0.5× 103V

2 · 0.9× 104 m
= 30 mV m−1

δBexp = NexpE

c
= 0.7× 103 · 60 V/m× 10−3

2 · 2× 108
= 1.5× 10−4 ∼ 15 nT

where δBexp gives the idea of the magnetic field fluctuations really observed and obtained
from the comparison with the electric field measurements. These effects are illustrated on the
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Fig. 34 Comparison of electric and magnetic fields observed on 24th of January 2001 by Cluster satellites
and obtained in computer simulation by Comişel et al. (2011). Both panels show the fields in the vicinity
of the foot/ramp regions. Top panels represent magnetic fields as measured by FGM instrument and STAFF
search coil magnetometer (right), and obtained as a result of simulations (left). Bottom panels represent
measured and simulated electric fields. One can see huge difference in amplitude of electric fields between
measurements and simulations that results from artificial ratio of plasma to gyrofrequency and consequently
unrealistic refractive index of waves (Figure is provided by J. Soucek and H. Comisel)

Fig. 34 where left hand panels show electric and magnetic field fluctuations in units similar
to those experimentally observed, and right hand panels show the data obtained by Cluster
satellites for similar parameters (Mach number, angle and β). The magnetic field fluctuations
in simulations that will be associated with similar electric fields could be 30 times smaller.
Thus electric fields capable to trap and reflect ions are associated with the magnetic field
fluctuations that are quite small, namely, less than ∼1 nT. The ion trapping and reflection
can occur in small amplitude oscillations in the foot region that can not happen in real shock.
Crucial change of ion dynamics certainly results in change of the characteristics of the shock
front and wave activity around.

The goal of this remark is not to understate the role and importance of computer simula-
tions for the shock studies. We would like to point out that direct comparison of simulation
results with the observations needs special attention and analysis of the simulation condi-
tions to ensure that the process is properly described.
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Appendix B: Table of Notations Used in the Article

Parameter Interpretation

B the magnitude of the magnetic field

B0 upstream magnetic field

Bn magnetic field component along the normal to the shock

β = 8πnT
B2 the ratio of total particle thermal pressure to the magnetic field pressure

�B change of the magnetic field through inhomogeneous layer

�tij time difference of observation of shock front features such as electric field spikes
by different satellites i and j

�E an amplitude of the electric field spike feature

Ex,y,z electric field components along corresponding axes

Espike maximum amplitude in electric field spike

Eij electric field as measured by means of probes i and j

E electric field vector

eij electric potential difference between probes i and j onboard single satellite

f = ω/2π wave frequency

fe =Ωce/2π electron gyrofrequency (in Hz)

γLH growth rate of lower hybrid waves

k wave-vector of a wave

kij an estimate of the k-vector component from electric field probes i and j
measurements onboard one single satellite

k‖ parallel to the magnetic field component of the wave-vector

lgr characteristic gradient scale inside the inhomogeneous layer

Ld dissipative scale

Ldisp dispersive scale

LI,e = c/ωpi,pe ion, electron inertial length

LBr thickness of the ramp region of the shock as seen in magnetic field measurements

Lφ characteristic scale of the electrostatic potential variation in the shock front

Lan characteristic scale of energy exchange due to anomalous resistivity

Lf characteristic spatial size of the magnetic foot

Lr width of the magnetic foot

mi,e ion, electron mass

MA = Vup/VA Alfvenic Mach number, the ratio of the normal component of the upstream flow
velocity to Alfven velocity

MMs = Vup/VMs magnetosonic Mach number

Mw = Vw,max/VA nonlinear critical whistler Mach number

nE shock front normal determined from timing of electric field spikes measured
onboard four satellites

nB shock front normal vector from magnetic field measurements

n plasma density

n̂ shock front normal vector

nr number density of reflected ions

RLi = Vup/Ωci convective ion gyroradius

RLe electron Larmor radius

S‖ Poynting flux along the magnetic field
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Parameter Interpretation

T total plasma temperature

Ti,e ion, electron temperature

Te‖ parallel to magnetic field electron temperature

Te⊥ electron temperature perpendicular to the magnetic field

TBi ion gyroperiod
−→u ed the relative velocity of electrons carrying current

VA Alfven velocity

Vup the normal component of the upstream velocity to the shock surface in its rest
frame

VMs velocity of the magnetosonic wave propagating in the same direction as the shock
to the background magnetic field

Vw,max highest possible velocity of nonlinear whistler wave that can stay in the upstream
flow

Vsw solar wind velocity

Vss relative shock spacecraft velocity

vph phase velocity of ion sound wave

Vph phase velocity of wave

vis ion sound velocity

Vx,y,z velocity components along corresponding axes

Wk electric field energy density

λ wavelength of precursor whistler wave

λD = ε0kBTe/ne2 Debye radius

νeff effective collision frequency due to wave particle interaction

θBn the angle between the magnetic field and shock front normal

θkB angle between the magnetic field vector and the wave vector

ωlh ∼
√
ΩciΩce lower hybrid frequency

ωpi ion plasma frequency

Ωci,e = eB/mi,e ion, electron gyrofrequency

ωp electron plasma frequency
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Abstract In this review we discuss some observational aspects and theoretical models of
astrophysical collisionless shocks in partly ionized plasma with the presence of non-thermal
components. A specific feature of fast strong collisionless shocks is their ability to acceler-
ate energetic particles that can modify the shock upstream flow and form the shock precur-
sors. We discuss the effects of energetic particle acceleration and associated magnetic field
amplification and decay in the extended shock precursors on the line and continuum multi-
wavelength emission spectra of the shocks. Both Balmer-type and radiative astrophysical
shocks are discussed in connection to supernova remnants interacting with partially neutral
clouds. Quantitative models described in the review predict a number of observable line-
like emission features that can be used to reveal the physical state of the matter in the shock
precursors and the character of nonthermal processes in the shocks. Implications of recent
progress of gamma-ray observations of supernova remnants in molecular clouds are high-
lighted.
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1 Introduction

Plasma flows with collisionless shocks are found in a number of energetic space objects,
such as supernova remnants (SNRs) interacting with atomic or molecular clouds (McKee
and Hollenbach 1980; Draine and McKee 1993; Heng 2010), Herbig-Haro objects (Hartigan
et al. 1987; Giannini et al. 2008; Teşileanu et al. 2009), winds from protostars and young
stellar objects (Massi et al. 2008), recurrent novae (Evans et al. 2007; Bode et al. 2007;
Tatischeff and Hernanz 2007), and also in accretion flows in the vicinities of galactic nuclei
(Farage et al. 2010).

Already in the early studies of Raymond (1979) and Shull and McKee (1979) the ion-
ization state of the pre-shock flow was recognized as an important feedback parameter that
influences the dynamics of the flow, and hence, the spectrum of continuum and line emission
produced in the post-shock zone. While Raymond (1979) took the pre-shock ionization state
as a free parameter, Shull and McKee (1979) included the ionizing flux from the post-shock
to obtain a pre-shock ionization state self-consistently with the temperature and ionization
profiles in the post-shock. Dopita and Sutherland (1996) furthered the calculation of the pre-
cursor photoionization, and presented emission line spectra assuming an equilibrium with
the ionizing flux from the shock.

Recent observations of forward shocks in galactic SNRs indicate a substantial role of
nonthermal components in the energy budgets of post-shock flows (e.g., Helder et al. 2012).
While the fraction of the energy dissipated in the shock itself may be smaller for slower
radiative shocks, the enhanced radiative cooling in their post-shocks leads to stronger com-
pression so that cosmic ray and magnetic pressure can dominate over thermal pressure in
the zones where most of the observed optical and IR emission is produced. There is also
a growing consensus on that in both parallel and perpendicular shocks the diffusing cos-
mic rays may generate unstable plasma currents and turbulence in the pre-shock zone, thus
allowing for efficient particle acceleration, shock modification, and substantial enhance-
ment of the total compression ratio (Blandford and Eichler 1987; Jones and Ellison 1991;
Malkov and Drury 2001; Bell 2004; Bykov et al. 2012). Raymond et al. (1988b) analyzed a
shock in the Cygnus Loop SNR and found that the nonthermal pressure exceeds the thermal
pressure by an order of magnitude in the zones where the [S II] lines are formed, though
they were unable to distinguish between magnetic and cosmic ray contributions. Neutral
particles could affect the processes of particle acceleration (e.g., Draine and McKee 1993;
O’C Drury et al. 1996; Malkov et al. 2005; Blasi et al. 2012; Inoue et al. 2012; Ohira 2012;
Helder et al. 2012; Morlino et al. 2012a), magnetic field amplification and plasma heating
in the upstream region (e.g., Bykov and Toptygin 2005; Reville et al. 2007).

In this paper we review physical mechanisms governing evolution of supersonic and
superalfvenic flows with collisionless shocks in partially ionized plasmas with non-thermal
components. Section 2 describes the photoionization precursors that help determine the neu-
tral fraction of the pre-shock gas. In Sect. 3 Hα signatures of interaction of neutral particles
with fast shocks are depicted. In Sect. 4 we discuss specific plasma heating processes due
to dissipation of CR-driven magnetic fluctuations in the shock precursor. A consistent pre-
shock ionization structure is given in Sect. 5 with an aim to emphasize processes that crit-
ically influence optical and IR spectra emitted from the flows. The escape of accelerated
energetic particles may affect the gas compression in the shock upstream and plasma tem-
perature in the downstream resulting in formation of radiative shocks of velocities that may
well exceed that of the adiabatic shocks. We discuss the line spectra of radiative shocks mod-
ified by CR acceleration effect in Sect. 5. Specific features of CR acceleration in supernova
remnants interacting with molecular clouds are discussed in Sect. 6 and their gamma-ray
emission spectra are outlined in Sect. 7. A brief summary is given in Sect. 8.
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Fig. 1 Hα profile of a 350 km/s
shock at the outer edge of the
Cygnus Loop, obtained with the
HECTOCHELLE spectrograph
on the MMT. The narrow
component is 30 km/s wide
(FWHM), and the broad
component is 225 km/s wide.
Full line is the observation,
dashed line is the Hα from the
filament, and dotted line is the
sky background. The feature near
6569 Å is an airglow line

2 Photoionization Precursors

The neutral fraction in the pre-shock gas often depends on photoionization by radiation from
the shock itself. There are two regimes, non-radiative shocks are those in which gas is heated
at the shock but does not have time to radiatively cool, while radiative shocks radiatively cool
from the post-shock temperature, efficiently converting their thermal energy into radiation.
Naturally, the latter produce more ionizing photons if the post-shock temperature exceeds
about 150,000 K. The scale of the photoionization precursor is given by the photoabsorption
cross section of hydrogen and the neutral density in the pre-shock gas, so it is typically 1018

or 1019 cm. In supernova remnants, shocks faster than 300 km/s are typically nonradiative,
while slower shocks are generally radiative.

Non-radiative shocks produce some ionizing photons because some of the atoms pass-
ing through the shock are excited before they are ionized in the hot post-shock plasma. In
particular, at high temperatures each He atom produces a few photons in the He I 58.4 nm
and He II 30.4 nm lines. Since He makes up about 10 % of the gas, the pre-shock region
will be by 30 % to 40 % ionized by these photons. EUV emission from the hot post-shock
gas can further ionize the plasma. The photons are relatively energetic, so they heat the gas
to around 16,000 K. Emission from such precursors outside Tycho’s SNR and N132D were
reported by Ghavamian et al. (2000) and Morse et al. (1996).

As mentioned above, and as described more fully in Sect. 5, radiative shocks faster than
about 100 km/s produce large fluxes of ionizing photons, and those above about 120 km/s
produce enough photons to fully ionize H in the pre-shock gas. However, it should be kept
in mind that the equilibrium between pre-shock ionization state and ionizing flux from the
shock, as assumed in Shull and McKee (1979) and Dopita and Sutherland (1996), does not
always hold. In particular, an SNR shock can evolve more rapidly than the recombination
time in the pre-shock gas, or the transverse scale of the shock may be smaller than the
upstream photon mean free path, as it is in a Herbig-Haro object (Raymond et al. 1988a).

3 Interaction of Neutrals with Fast Shocks: Hα Signatures

Neutral H atoms are not affected by the electromagnetic fields or plasma turbulence in a
collisionless shock. They pass freely through the shock transition, whose thickness is given
by the ion inertial length or the proton gyroradius, which are typically ∼108 cm in the in-
terstellar medium. However, they become ionized in a hot downstream plasma but, because
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of the low ISM densities, they travel ∼ 1014–1015 cm downstream before it happens. This is
smaller than electron-proton thermal equilibration scales, and therefore, the emission from
neutrals may contain information about the post-shock conditions of electrons and ions be-
fore relaxation.

The hydrogen atoms are ionized either by collisions with protons and electrons or by a
charge exchange with protons. The latter process produces a population of neutrals with a
velocity distribution similar to that of the post-shock protons and, when they are excited,
they produce broad Lyman and Balmer emission lines whose velocity widths are com-
parable to the shock speed (Chevalier and Raymond 1978; Raymond 1991; Heng 2010;
France et al. 2011). Neutrals that are excited before the charge transfer produce a narrow
component whose width is given by the pre-shock temperature (see Fig. 1). The broad-to-
narrow intensity ratio indicates the electron temperature, while the broad component width
directly measures the proton temperature. Thus one can determine the electron-ion tempera-
ture ratio at the shock (Ghavamian and Schwarz this volume). Consequently, the Hα profile
provides both the post-shock temperature and Te/Tp ratio. These quantities can be used to
determine the shock speed (Smith et al. 1994; Hester et al. 1994; Ghavamian et al. 2001;
van Adelsberg et al. 2008). Under the assumption that only a small fraction of the shock en-
ergy goes into cosmic rays, the shock speed can be determined from the post-shock proton
and electron temperature using momentum and energy conservation laws. However, if cos-
mic ray acceleration is efficient, then Te and Tp combined with a model of efficient cosmic
ray acceleration can yield a shock velocity (Helder et al. 2009) though there is some ambi-
guity due to a contribution to the narrow component from a shock precursor (see Sect. 3.2).

The Balmer line profiles can also indicate more exotic plasma processes. First, if the post-
shock proton velocity distribution is not Maxwellian, it will leave an imprint on the broad
component line profile. Second, the strength and width of the narrow component can indicate
heating and excitation in a shock precursor. We discuss signatures of these departures from
a simple shock picture.

3.1 Non-Maxwellian Velocity Distributions

If cosmic rays are accelerated in SNR shocks, the particle velocity distribution is manifestly
non-Maxwellian, taking the form of a Maxwellian core with a power law tail. Such distri-
butions are conveniently parameterized with the κ function (Pierrard and Lazar 2010). The
κ distribution approaches a Maxwellian as κ approaches infinity, while the power law tail
becomes harder and includes a larger fraction of the particles as κ approaches its lower limit
of 1.5.

A different sort of departure from a Maxwellian can arise because of the neutral atoms
themselves. When a neutral becomes ionized, it is moving at 3/4 the shock speed with re-
spect to the downstream plasma and magnetic field (assuming a shock compression factor
of 4). It therefore behaves like a pickup ion in the solar wind (Gloeckler and Geiss 2001).
Initially, all these newly-formed protons have the same velocity with respect to plasma in
which they are immersed. This velocity separates into a gyration speed around the magnetic
field plus a component along the field, and since all the particles have the same initial veloc-
ity (assuming that the shock speed is large compared to the pre-shock thermal speed), they
form a ring beam in velocity space. That distribution is unstable, and it rapidly evolves into
a bispherical shell in velocity space, a lens-like shape that depends on the ratio of the Alfvén
speed to the initial particle speed (Williams and Zank 1994). The protons in the bispheri-
cal shell can then experience charge transfer to produce observable neutrals. The process
of ionization, interaction with the magnetic field, and subsequent re-neutralization is the
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same sequence of events that produce the “IBEX ribbon” seen in H atoms from beyond the
heliopause (McComas et al. 2009).

The Hα profiles produced by the pickup ion process were computed by Raymond et al.
(2008). The neutral fraction in the pre-shock gas must be substantial in order to produce
the Balmer line filaments seen at the edges of some supernova remnants and pulsar-wind
nebulae, and therefore the neutrals can have a significant effect on the shock structure. Heng
et al. (2007) computed the gradual transition over the charge transfer length scale, but found
little effect on the overall dynamics. Ohira et al. (2009) examined the streaming instabilities
created by the relative motion of the post-shock plasma and the protons created downstream
(this effect is stronger in parallel shocks) and predicted substantial amplification of the mag-
netic field. Raymond et al. (2008) calculated the wave energy produced as the ring beam
relaxes to a bispherical distribution, and showed that it could significantly affect the electron
temperature if the waves couple efficiently to electrons. Ohira and Takahara (2010) consid-
ered the modification of the shock structure, in particular weakening of the subshock, and
the effects on the cosmic ray spectrum.

The observational evidence for any departure of the proton distribution from a
Maxwellian is still ambiguous. For nearly all the observed Hα broad components Gaus-
sian fits are adequate, but in general the lines are so faint that even the determination of the
line width is subject to large statistical uncertainty. A very deep exposure of a bright knot
in Tycho’s SNR yielded the only profile that shows a clear non-Gaussian broad component,
but there are several possible interpretations (Raymond et al. 2010). The departure could be
attributed to a power law tail, however, the slope of this tail is very hard, which indicates ex-
tremely efficient particle acceleration. The profile could also be matched by the combination
of a pickup ion component with an ordinary Maxwellian component, though this requires
a fairly high pre-shock neutral fraction. A third possibility is that some of the neutrals in
the shock precursor acquire a kinetic temperature about 1/2 of the post-shock tempera-
ture. Clearly, this implies a precursor to be both hot and thick. Finally, one could produce
the observed profile by adding contributions from separate shocks along the line of sight.
However, this possibility would require quite a large velocity difference, and therefore a sig-
nificant density contrast between the two regions. At higher shock speeds, the velocity de-
pendence of the charge transfer cross section can distort the profile (Heng and McCray 2007;
Heng et al. 2007), but that is unlikely to account for the Tycho observations.

3.2 Shock Precursors

The precursor of a collisionless shock wave is a region upstream of the shock transition
in which the plasma conditions (velocity, density, temperature, magnetic fields, ioniza-
tion state) are affected by photons or superthermal particles streaming ahead of the shock
front.

Shock wave precursors can be produced by ionizing photons emerging from the down-
stream region or by broad component neutrals that leak back through the shock. Addition-
ally, in shocks that produce accelerated super-thermal charged particles, precursors can be
produced as a consequence of this acceleration process. We first consider the observational
evidence for precursors, then the physics of the three mechanisms and the implications for
system parameters.

The first evidence for precursors to SNR shocks came from the observation that the
widths of the Hα narrow components in several shocks were unexpectedly large. Smith et al.
(1994) measured narrow component widths of 25–58 km/s in four LMC Balmer-dominated
remnants, and Hester et al. (1994) found a 28–35 km/s width in a Cygnus Loop shock. These
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line widths correspond to temperatures of about (2–7)× 104 K, and in static equilibrium,
hydrogen is fully ionized at those temperatures. Thus Smith et al. (1994) and Hester et al.
(1994) concluded that the gas must be heated in a narrow region ahead of the shock. The re-
gion must be thick enough so that charge transfer can heat the neutrals, but thin enough that
the neutrals do not become ionized. Subsequent observations have revealed line widths of
44 km/s in Tycho’s SNR (Ghavamian et al. 2000) and 30–42 km/s in RCW 86 and Kepler’s
SNR, with only SN 1006 showing a narrow component width compatible with a temperature
of 10,000 K and a significant neutral fraction (Sollerman et al. 2003). Nikolić et al. (2013)
have presented Integral Field Unit spectra of a section of the Hα filament in SN 1006, and
they have found that a precursor makes a substantial contribution to the narrow component
of Hα.

The precursor thicknesses must be about 1′′ in order for the neutrals to be heated, and
they have been spatially resolved in the Cygnus Loop (Fesen and Itoh 1985; Hester et al.
1994) and in Tycho’s SNR (Lee et al. 2007, 2010).

3.3 Physical Interpretation of Shock Precursors

Three ideas have been put forward to explain observed shock precursors, a photoionization
precursor, a cosmic ray precursor, or a precursor created by fast neutrals leaking from the
post-shock region out ahead of the shock.

The photoionization precursor heats the electrons, and it has a very large length scale.
In non-radiative shocks, each He atom passing through the shock produces about 2 He II
λ304 photons and 1 to 2 He I λ584 photons. These photons can ionize about 30 % of the
pre-shock hydrogen, and because the photons are relatively energetic they deposit consider-
able heat in the electrons. Such a precursor has been reported ahead of Tycho’s supernova
remnant (Ghavamian et al. 2000). However, because they heat the electrons and extend over
large length scales, photoionization precursors do not explain the observations discussed in
Sect. 3.2.

A precursor is an integral part of diffusive shock acceleration models, in which an
MHD turbulence scatters energetic particles moving away from the shock back towards
it (Blandford and Eichler 1987). Its thickness is given by κCR/Vs , where κCR is the cos-
mic ray diffusion coefficient. While κCR is of order 1028 cm2/s in the ISM, it must be
somewhere closer to the Bohm limit near the shock in order for particles to reach high
energies, perhaps 1024 cm2/s. That implies a precursor thickness of order 1016 cm, or
about 1′′ for nearby SNRs. The heating in such a precursor can occur by dissipation of
the turbulence itself. It will be especially strong if neutrals are present to provide ion-
neutral wave damping, which can limit the wave intensity and therefore the highest par-
ticle energies reached (Draine and McKee 1993; O’C Drury et al. 1996). The heating
will also be strongest in shocks that accelerate cosmic rays efficiently. If the precursor
heating is strong, it can reduce the Mach number of the subshock, changing the cos-
mic ray spectrum and pressure (see, e.g., Vladimirov et al. 2008; Wagner et al. 2009;
Vink et al. 2010).

Several theoretical models have considered the effects of neutral-ion collisions on the
dynamics and temperature of the precursor. Boulares and Cox (1988) computed the heating
and ionization in cosmic ray precursors for the modest shock speeds in the Cygnus Loop.
Ohira and Takahara (2010) considered neutrals interacting in the precursor, treating them as
pickup ions. The pickup ions can strongly heat the plasma and affect the jump conditions
at the subshock, and because of their high velocities they are preferentially injected into the
diffusive acceleration process. Raymond et al. (2011) computed the temperature and density
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structures of precursors and the resulting Hα emission. If cosmic ray acceleration is effi-
cient, the Hα profiles are strongly modified, both in broadening the narrow component and
decreasing the broad-to-narrow intensity ratio. The Hα profiles reported so far are consis-
tent with moderate ratios of cosmic ray pressure to gas pressure, but not with ratios above
about 0.4. Most recently, Morlino et al. (2012b) have included a parameterized form of wave
damping along with wave growth due to the cosmic ray pressure gradient for a more self-
consistent treatment of the cosmic ray spectrum in the presence of neutrals and the resulting
Hα profiles. They also find that an intermediate velocity width component can arise, similar
to the complex profiles predicted in Raymond et al. (2011).

The other suggested mechanism for producing a precursor is leakage of some of the broad
component neutrals out through the shock front. These neutrals have the thermal speeds of
post-shock protons and a bulk speed of VS/4 away from the shock. A significant fraction
of them, of order 10 %, can overtake the shock, and of course they pass through (Smith
et al. 1994; Hester et al. 1994). They carry a substantial amount of energy, but it is unclear
how much of that energy heats the precursor plasma. Lim and Raga (1996) found that they
became ionized to form a beam of fast protons, but that the protons are swept back through
the shock without transferring much energy to the bulk plasma. Ohira (2012) constructed
four-fluid models and showed that the leaking particles decelerate the upstream flow and
affect the subshock compression ratio. Blasi et al. (2012) computed the energy and momen-
tum exchange between neutrals and ions on both sides of the subshock, using a procedure
like that of Heng et al. (2007) to compute the neutral velocity distribution and the flux of
neutrals from the post-shock region to the precursor. Then they used the resulting precursor
structure to compute spectral slopes of accelerated particles. The authors accounted for neu-
trals ionization by protons only, though photo ionization processes can affect the ionization
states for some shock parameter space. Morlino et al. (2012a) used the kinetic simulations
of Blasi et al. (2012) to calculate the Hα emission produced in the precursor. Its intensity
depends on the poorly constrained efficiency of electron-ion equilibration, since the heat is
deposited in the ions, but the electrons excite the line. They find that the profiles can deviate
strongly from Gaussian and that in some circumstances an intermediate width component
can arise. They suggest that this could explain profiles observed in Tycho’s SNR. Morlino
et al. (2012b) have extended this work by including the cosmic rays along with the neutrals
that escape upstream through the shock.

4 CR Precursor Heating and the Post-shock Temperature

Models of collisionless shocks with large sonic and Alfvénic Mach numbers (Ms � 1 and
Alfvénic Ma � 1) show that, through the first-order Fermi acceleration mechanism, a small
minority of particles could gain a disproportionate share of the energy and populate the high
energy tail of particle distribution. The energetic particles can penetrate far into the shock
upstream gas, to create an extended shock precursor illustrated in Fig. 2. The cold gas in the
shock precursor is decelerated and pre-heated by fluctuating magnetic field dissipation on
a scale that is about c/vsh times larger than a mean free path of an energetic particle λ∗.
Shocks in collisionless supersonic flows produce a complex multi-scale structure of the
relaxation region with an extended precursor and sub-shock of a modest sonic Mach number

Msub ∼ 3.
This section discusses theoretical models of strong collisionless shocks and their impli-

cations for the observations of shock precursors discussed in Sect. 3.2.
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Fig. 2 A schematic view of a
CR-modified shock propagating
to the right

4.1 The Structure of a Non-linear Shock Precursor in the Presence of Self-generated MHD
Turbulence

Consider a strong, plane-parallel collisionless shock in a plasma of finite β = M2
a/M2

s
(β is the ratio of plasma pressure to magnetic pressure). The distribution function of non-
thermal particles and the bulk flow profile in the shock upstream region are sensitive to both
the total upstream compression ratio rtot and the subshock Mach number Msub. Direct nu-
merical simulations of the CR-modified shock by particle-in-cell technique are nonfeasible
by now because of the wide dynamical range of the simulation that requires extreme com-
puting resources. Nevertheless, an approximate iterative approach (e.g., within the Monte
Carlo model discussed in Vladimirov et al. (2008) or semi-analytical kinetic models devel-
oped by Malkov (1997) and Amato and Blasi (2006)) can be used to derive the steady-state
distribution function consistent with the shock compression. These approximate models as-
sume some diffusion model and parameterize the microphysical processes of magnetic field
amplification and plasma heating. The exact calculation of the CR escape flux Qesc that de-
termines the total upstream compression ratio rtot can be performed only in fully nonlinear
self-consistent simulations. The Monte Carlo model of Vladimirov et al. (2008) describes
the escape of particles from the shock with an assumed free escape boundary far upstream
of the shock. The distance to the free escape boundary is a free parameter of the simulation
that controls the maximum energy of accelerated particles and the escaping CR flux (see
Ellison et al. 1996 for more details of this method).

The role of accelerated particles in the shock precursor depends on the poorly known
mechanisms with which energetic particles can transfer energy to the thermal pool. How-
ever, in order to numerically estimate the impact of such a process, Vladimirov et al. (2008)
parameterize the rate of plasma heating upstream. In order to do that, they assume that CR
particles produce, through the resonant CR streaming instability, strong fluctuations of mag-
netic fields upstream of the shock. Another assumption in the model is that these fluctuations
are immediately dissipated into the heat of the thermal gas, and that the rate of turbulence
dissipation is proportional to the rate of turbulence generation. The dimensionless param-
eter αH in the model is the ratio of dissipation to generation rate. Figure 3 adopted from
Vladimirov et al. (2008) shows the self-consistently calculated flow speed, effective mag-
netic field and the temperature in the precursor of a strong shock with turbulence dissipation
for several values of αH . This work demonstrated that even a small rate of turbulence dissi-
pation can significantly increase the gas temperature in the precursor, and thus increase the
rate of injection of thermal particles. At the same time, the spectrum of high energy particles
is only modestly affected by dissipation in these simulations.
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Fig. 3 The profile of a
CR-modified shock simulated
with Monte-Carlo nonlinear DSA
model by Vladimirov et al.
(2008). The solid, dashed and
dotted lines correspond,
respectively, to a fraction,
αH = 0, 0.5 and 1.0, of the
magnetic energy that goes into
heating of the thermal gas. The
plotted quantities are the bulk
flow speed u(x), the effective
amplified magnetic field Beff(x)
and the thermal gas temperature
T (x). The shock is located at
x = 0

In a follow-up work of Vladimirov et al. (2009) the effect of the microphysics of the
fluctuating magnetic fields in the shock precursor was modeled in a more physically realistic
manner. That work used the balance equation of the turbulence spectral energy density

∂W

∂t
+ u∇rW +∇k�= S(x,k)−Lturb. (1)

Here Lturb(x,k) represents the dissipation of turbulence, the turbulence energy injection
rate is S(x,k) = γ (x,k)W(x,k, t), and γ (x,k) is the rate of wave energy amplification
by the CR-driven instabilities (see for a discussion Bykov et al. 2012; Schure et al. 2012).
The fastest short-wavelength CR-driven instability studied by Bell (2004) has the following
growth rate for the wavevector along the mean magnetic field:

γCR = 2vAk‖

√
kc

k‖
− 1, for 1/rg1 < k < kc, (2)

where vA(x) = B0/
√

4πρ(x) is the Alfvén speed, c is the speed of light, B0 is the far up-
stream magnetic field directed towards the shock normal, ρ(x) is the thermal plasma mass
density, rg1(x) is the gyroradius of the least energetic current generating CR, the critical
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wavenumber kc(x)= 4πjd(x)/(cB0), and the local diffusive electric current of CRs respon-
sible for the instability, jd(x), is determined via a Monte Carlo simulation. The turbulence
energy density flux �(r,k, t) describes anisotropic cascading, i.e., the transfer of turbu-
lence energy from long to short wavelengths (Kolmogorov type cascade) as well as the
inverse cascade (see, e.g., Monin and Iaglom 1975; Zhou and Matthaeus 1990; Verma 2004;
Zhou 2010).

Modeling the balance, spectral distribution, and dissipation of turbulence energy with
Eq. (1) allows us to construct more physically realistic models of shock precursors and
account for the Balmer line observations discussed in Sect. 3. This equation must be supple-
mented by theoretical models of the growth, dissipation and spectral flux of MHD turbulence
produced by CRs. Sections 4.2 and 4.3 discuss some of the ongoing work in this area.

4.2 MHD Turbulence Damping in Partially Ionized Plasmas

Ion-neutral collisions may dominate the frictional damping of strong magnetic oscillations
in a cold photo-ionized plasma (T ∼ 2 × 104 K) of a precursor of a CR-modified shock
(Draine and McKee 1993; O’C Drury et al. 1996). In a cold partially ionized plasma the
generalized Ohm’s law (see, e.g., Braginskii 1965; Cowling 1976)

E+ 1

c
u×B= j

σ
+ 1

niec
j×B+ F 2τia

nimic2
B× (j×B) (3)

results in enhanced effective magnetic diffusion νef in the induction equation

νef = c2

4πσef⊥
, (4)

where

1

σ
ef

⊥
= 1

σ
+ F 2B2

nimic2
. (5)

Here F is the mass fraction of the neutrals, τia is the mean time between the ion-neutral col-
lisions. The neutrals in cold magnetized plasma of supernova shock precursors may strongly
affect both the growth and the dissipation of CR-driven waves (see, e.g., Bykov and Top-
tygin 2005; Marcowith et al. 2006; Reville et al. 2007). In a precursor of a quasi-parallel
shock the CR-driven turbulence is basically incompressible and the energy dissipation rate
Γ in in the low β limit can be estimated as

Γ in = σ ef⊥ k2
‖,

while the ion-neutral dissipation of the compressible fluctuations that are associated with
long-wavelength CR-driven oblique wave instabilities (see, e.g., Bykov et al. 2011; Schure
et al. 2012) are determined by

Γ in = σ ef⊥ k2.

The magnetic turbulence dissipation term in Eq. (1) due to effective magnetic diffusivity
(Joule dissipation) is determined by

Linturb(x,k)= νef k2W(x,k, t). (6)

To characterize a fraction of the magnetic energy dissipated in the precursor of a CR-
modified shock it is instructive to estimate the minimal wavenumber km of the fluctuations
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to be strongly dissipated by ion-neutral friction while advecting through the CR-shock pre-
cursor of the scale length LCR ∼ c/vsh λ∗ as it is illustrated in Fig. 2, where

νef k
2
m ×

LCR

vsh
= 1. (7)

Then the maximal wavelength to be damped is

λm = 2π/km ≈ 2πFM−1
a ×√

cτiaλ∗. (8)

For a strong supernova shock of Ma ≈ 100 and F ≈ 0.1 one may get λm � 1015 cm.
Note, however, that the length λm is comparable to the ion-neutral collision length that is
∼ [F ni σin]−1, if the ion number density in the precursor ni � 1cm−3. Depending on the
spectral shape of the CR-driven magnetic turbulence in the shock precursor, the dissipated
fraction ranges from a few percent for a Kolmogorov-type spectrum to about 10 % for the
flatter spectra of strong turbulence. We neglected here the MHD wave dissipation due to the
thermal conduction and viscosity assuming a cold plasma case (see, e.g., Braginskii 1965,
for a thorough discussion). The magnetic power dissipated by the ion-neutral collisions in
the low β plasma mainly heats ions. The collisional damping discussed above results in a
true irreversible conversion of the magnetic turbulence free energy into the thermal plasma
energy. To the contrary, the collisionless turbulence dissipation processes that we are going
to discuss below can heat electrons, thus being not completely irreversible. The collisionless
heating process just increases the energy of quasi-thermal plasma components, but in gen-
eral some collisionality (e.g., Ramos 2011) is required to increase the entropy and to reach
the equilibrium distributions of plasma species.

4.3 Collisionless Heating of Ions and Electrons by Magnetic Turbulence

The CR-driven turbulence source S(x,k) in the shock precursor is expected to be anisotropic
in k. The fast CR-current driven instability of Bell (2004) as well as the long-wavelength
instability of Bykov et al. (2011) in the Bohm diffusion regime are mainly amplifying
the modes with the wavevectors along the local magnetic field. The acoustic instability of
Drury and Falle (1986) driven by the CR-pressure gradient is also anisotropic. The strong
anisotropy of the magnetic turbulence is observed in the solar wind where the outward flux
significantly exceeds the ingoing one.

The solar wind is one of the best laboratories to study anisotropic magnetic turbulent dis-
sipation and collisionless plasma heating (see, e.g., Leamon et al. 1998; Sahraoui et al. 2009;
Petrosyan et al. 2010; Alexandrova et al. 2011). Recently, Sahraoui et al. (2009) reported
Cluster spacecraft measurement providing direct evidence that the dissipation range of mag-
netofluid turbulence in the solar wind extends down to the electron scales. Namely, they
found two distinct breakpoints in the magnetic spectrum at frequencies fp = 0.4 Hz and
fe = 35 Hz, which correspond, respectively, to the Doppler-shifted proton and electron gy-
roscales. Below fp , the spectrum follows a Kolmogorov-type scaling of power-law index
about −1.62. For fp < f < fe a second inertial range with a scaling index −2.3 was es-
tablished. Above fe the spectrum has a steeper power law −4.1 down to the noise level of
the Cluster detectors. The authors advocated a good agreement of the results with theoreti-
cal predictions of a quasi-two-dimensional cascade into Kinetic Alfvén Waves. Chen et al.
(2012) presented a measurement of the scale-dependent, three-dimensional structure of the
magnetic field fluctuations in the inertial range of the solar wind turbulence. The Alfvén-
type fluctuations are three-dimensionally anisotropic, with the sense of this anisotropy vary-
ing from large to small scales. At the outer scale, the magnetic field correlations are longest
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in the local fluctuation direction. At the proton gyroscale, they are longest along the local
mean field direction and shortest in the direction perpendicular to the local mean field and
the local field fluctuation. The compressive fluctuations are highly elongated along the local
mean field direction, although axially symmetric in the perpendicular direction. Their large
anisotropy may explain why they are not heavily damped in the solar wind by the Landau
damping.

Anisotropic wavenumber spectra that are broader in wavenumber perpendicular to the
background magnetic field than in the parallel one are expected even in the symmetric MHD
case studied by Goldreich and Sridhar (1995) where the oppositely directed waves carry
equal energy fluxes. The main features of the symmetric (but anisotropic) MHD turbulence
model by Goldreich and Sridhar (1995) are:

(i) a critical balance between the linear wave mode periods and their nonlinear turnover
timescales in the inertial-interval energy spectrum;

(ii) the ‘eddies’ are elongated in the direction of the field on small spatial scales with the
scaling k‖ ∝ k1/3

0 k
2/3
⊥ , where k0 is the wavenumber corresponding to the outer scale of

the turbulence.

The three-dimensional simulations by Cho and Lazarian (2004) revealed the basic fea-
tures of the Goldreich and Sridhar (1995) model in the electron magnetohydrodynamic tur-
bulence. The kinetic Alfvén wave and whistler fluctuations are likely to make an impor-
tant contribution to the turbulence below the proton gyroscale (see, e.g., Gary et al. 2012;
Saito and Gary 2012; Boldyrev and Perez 2012; Mithaiwala et al. 2012). Particle-in-cell
simulations show that the anisotropic whistler turbulence heats the electrons in the paral-
lel direction as predicted by the linear theory and that in the low β plasmas the magnetic
wavenumber spectrum becomes strongly anisotropic with spectral index in the perpendic-
ular direction close to −4 (see, e.g., Gary et al. 2012; Saito and Gary 2012). Microscopic
two-dimensional particle-in-cell simulations of whistler turbulence were carried out by Saito
and Gary (2012) in a collisionless homogeneous magnetized plasma to study the electron
and ion heating dependence on the plasma magnetization parameter β . They demonstrated
that at higher values of β the magnetic energy cascade in the perpendicular direction be-
comes weaker and leads to more isotropic wavenumber spectra. The electron energy ratio
between parallel and perpendicular components becomes closer to unity at higher β . Three-
dimensional particle-in-cell plasma simulations of decay of initial long wavelength whistler
fluctuations into a broadband, anisotropic, turbulent spectrum at shorter wavelengths via a
forward cascade were performed by Gary et al. (2012). The simulations demonstrated a pic-
ture qualitatively similar to that in 2D but somewhat stronger anisotropy of the resulting 3D
turbulence comparing to the similar 2D runs. They showed a clear break in the perpendicular
wavenumber spectra qualitatively similar to that measured in the electron scale fluctuations
in the solar wind. Earlier Quataert (1998) and Quataert and Gruzinov (1999) discussed the
beta-dependence of particle heating by turbulence in advection-dominated accretion flows.
They found that for β ∼ 1, i.e. approximately equipartition magnetic fields, the turbulence
primarily heats the electrons. For weaker magnetic fields, the protons are primarily heated.
The division between electron and proton heating occurs between 5< β < 100, depending
on unknown details of how Alfvén waves are converted into whistlers at the proton gyro-
scales.

The cascade of Alfvén waves, which are weakly damped down to the scale of the proton
gyro-radius k⊥ρi ∼ 1 is a subject of gyro-kinetic models (see for a review Schekochihin
et al. 2009). The models can be of interest for the parallel shock precursor heating assuming
an efficient cascading of the CR-driven magnetic fluctuations down to the k⊥ρi ∼ 1 regime.
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The cascading still remains to be demonstrated since the CR-current driven modes are very
different from the standard Alfvén waves. If the cascading occurs, then the continuity equa-
tion (1) can be reduced to the equation for b2

k(k⊥)= k2
⊥
∫
dk‖W(k)—the energy density of

the anisotropic magnetic turbulence as a function of the perpendicular wavenumber (see,
e.g., Howes 2010; Cranmer and van Ballegooijen 2012):

∂b2
k

∂t
+ k⊥ ∂ε(k⊥)

∂k⊥
= S(k⊥)− Γ (k⊥)b2

k, (9)

where the energy injection rate is S (non-zero only at the driving scale k⊥ = k0), the linear
energy damping rate is Γ , and ε(k⊥) is the energy cascade rate. To specify the energy cas-
cade rate both advection and diffusion in the wavenumber space models are used (see, e.g.,
Cranmer and van Ballegooijen 2012 for a recent discussion). Assuming critical balance at
all scales and using the energy cascade rate in the form of the advection in the wavenumber
space:

ε(k⊥)= C−3/2
1 k⊥ωb3

k .

Howes (2010) obtained the steady state solution for the energy cascade rate as

ε(k⊥)= ε0 exp

{
−
∫ k⊥

k0

C
3/2
1 C2

Γ (k′⊥)
ω(k′⊥)

dk′⊥
k′⊥

}
, (10)

where C1 and C2 are the dimensionless Kolmogorov constants (C1 = 1.96 and C2 = 1.09)
and ε0 is the rate of energy input at k0. Howes (2010) used the normalized eigenfrequencies
ω(k⊥) from the linear gyrokinetic dispersion relations and the damping rates Γ s due to
different plasma species from Howes et al. (2006) and Eq. (10) (where s = i, e), to calculate
the spectrum of heating by species

Qs(k⊥)= C3/2
1 C2(Γ s/ω)ε(k⊥)/k⊥.

The ion damping peaks at k⊥ρi ∼ 1, while the electron damping peaks at k⊥ρi � 1 unless
Ti/Te � me/mi . The energy that passes through the peak of the ion damping at k⊥ρi ∼ 1
would lead to electron heating assuming both the cascading and the damping times are
shorter than the advection time through the shock precursor. Then the total (integrated over
k⊥ ρi � 1) ion-to-electron heating rate due to the kinetic dissipation of the turbulent cascade,
Qi/Qe(βi, Ti/Te) can be approximately fitted with

Qi/Qe = c1
c2

2 + βpi
c2

3 + βpi

√
miTi

meTe
e−1/βi , (11)

where c1 = 0.92, c2 = 1.6/(Ti/Te), c3 = 18 + 5 log(Ti/Te), and p = 2 − 0.2 log(Ti/Te).
A slightly better fit for Ti/Te < 1 occurs with the coefficients c2 = 1.2/(Ti/Te) and c3 =
18 (Howes 2010). The model is valid for the parameter range 0.01 ≤ βi ≤ 100 and 0.2 ≤
Ti/Te ≤ 100. The heating rate Qi/Qe is an approximately monotonic function of βi that is
only weakly dependent of Ti/Te .

The simplified model of the electron and ion heating discussed above assumed the non-
linear collisionless cascading from the energy containing scale of wavenumber k∗Rg ∼ 1
where the amplitude of amplified magnetic field is δB∗ that is determined by the gyroscale
Rg of the energy containing accelerated particles to the thermal ion gyroscale k⊥ρi ∼ 1.
In the shock frame the advection time of the incoming plasma through the CR precursor
τadv ∼ λ∗ c/v2

sh. Therefore for efficient heating of the plasma species the cascading time τc
must be shorter than τadv. If the cascading time is determined by the turn-over time of the
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energy containing magnetic “vortex” τ−1
c ∼ k∗δB∗/√4πρ then the condition of efficient

plasma heating in the shock precursor by the CR-driven turbulence can be written as

τadv

τc
= η c

v2
sh

δB∗√
4πρ

> 1, (12)

where η = λ∗/Rg > 1. The amplitude of amplified magnetic field likely scales with the
shock velocity as δB∗ ∝ vb

sh, where 1 ≤ b ≤ 1.5 (see, e.g., Vink 2012). The condition (12)
predicts a less efficient plasma heating in the CR-precursor of the faster shocks.

Heat conduction that we did not discuss here may play a role in the electron temper-
ature distribution in the shock precursor (cf. Breech et al. 2009). The nonlinear dynamics
of the CR-driven magnetic fluctuations in the shock precursor deserves thorough modeling.
Malkov et al. (2012) have obtained fully nonlinear exact solutions of the ideal 1D-MHD
supported by the CR return current. The solutions occur as localized spikes of circularly
polarized Alfvén envelopes (solitons or breathers). The sufficiently strong solitons in the
model run ahead of the main shock and stand in the precursor, being supported by the return
current. The CR-shock precursor in the model is dissipationless.

The electron and ion temperatures in the shock precursor determine the injection of parti-
cles into the CR acceleration regime. The temperatures can be tested by optical spectroscopy
of supernova shocks. CR-modification of shocks with modest speed of a few hundred km s−1

may yield lower post-shock temperatures and thus make the post-shock flow switch to a ra-
diative regime.

5 Spectroscopy of a CR-Modified Radiative Shock

Consider a one-dimensional flow around a collisionless shock consisting of three zones:
(a) the pre-shock, where the unperturbed interstellar matter is preionized and preheated by
the radiation (and energetic particles) generated in the downstream and where strong fluctu-
ations of magnetic field may be generated by the CR anisotropy, (b) the thin shock front (a
“viscous jump”) where a substantial part of the kinetic energy of the bulk upstream flow is
converted into energy of thermal motions, and (c) the post-shock, where the hot flow cools
down, radiating continuum and line emission. We discuss here a class of shock flows in
partly ionized media, the so-called radiative shocks, where the power radiated away from
the post-shock flow is a sizeable fraction of the total kinetic and magnetic power dissipated
at the shock (see, e.g., Spitzer 1978; Draine and McKee 1993).

Without a significant impact on accuracy, one may assume that the pre-shock is isother-
mal, and the flow is in a steady state (see also a comment about the equilibrium be-
tween the pre-shock ionization state and the ionizing flux at the end of Sect. 2). How-
ever, the ionization state of the plasma is non-uniform: the ionization level increases to-
ward the subshock, as the gas absorbs the ionizing radiation flux emerging from the hot
downstream region. This photoionization does not have a significant impact on the ther-
mal state of the gas, because the hot electrons produced by photoionization do not have

1This section uses some results of numerical code SHELLS currently developed by A.M. Bykov,
A.E. Vladimirov, and A.M. Krassilchtchikov. This code is used to model the steady-state structure and broad-
band continuum and line emission spectra of radiative shocks. The model accounts for the impact of efficient
CR acceleration on the shock compression ratio and the postshock flow. The code incorporates modern atomic
data and allows us to consider in detail the non-equilibrium microscopic, thermodynamical and radiative pro-
cesses that determine the plasma flow.
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Fig. 4 Hydrogen and helium pre-shock (photo)ionization in the shock upstream for four sets of shock pa-
rameters simulated with the model of radiative shock accounting for the effect of CR escape on the shock
compression r (the CR-modified case is shown in the top left panel). Within the presented model r = 6.2
corresponds to 30 % of the flow energy being converted into CRs

sufficient time to collisionally equilibrate with the atoms and ions. CR particles may con-
tribute to gas ionization and heating in the interstellar clouds and shells (e.g., Spitzer 1978;
Bozhokin and Bykov 1994). The effect of CRs may be important in the vicinity of fast
Balmer-type interstellar shocks as it has been demonstrated by Morlino et al. (2012a),
who did not account for the photo processes, though. Radiative shocks are expected to
occur in relatively dense environment and, therefore, have velocities typically well below
1,000 km s−1. In such an environment, photo processes can provide a high ionization de-
gree of the upstream gas for sufficiently high shock speeds. If CR acceleration is weak,
the photoionization becomes significant for shock velocities above 100 km s−1. However, if
CR acceleration is efficient, the downstream temperature is reduced and the shock compres-
sion is increased, which means that strong photoionization in the precursor occurs at much
greater shock speeds. See Fig. 4 for an illustration of the effect of CR acceleration on precur-
sor ionization. We demonstrate below the effect of the CR fluid on the shock compression
and spectra of radiative shocks.
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The jump conditions at the shock are either given by the Rankine-Hugoniot equations, or,
if the shock structure is assumed to be modified by accelerated particles (e.g., Bykov 2004;
Vladimirov et al. 2008, and references therein), the compression ratio can be parameterized
by the fraction Qesc of bulk flow energy carried away by these particles. The subshock is
the standard gas viscous shock of a Mach number Msub. For that simplified two-fluid model
of a strong CR-modified shock the effective ion temperature in the downstream T

(2)
i can be

estimated for a shock of a given velocity, if rtot and rsub are known:

T
(2)

i ≈ φ(Msub) · μv2
sh

γgr
2
tot(vsh)

, where φ(Msub)= 2γg M2
sub − (γg − 1)

(γg − 1)M2
sub + 2

. (13)

Single fluid strong shock heating represents the limit Msub = Ms � 1, since there is no
precursor in that case the temperature behind a strong shock is determined by the standard
scaling

T (2) ≈ 2 · (γg − 1)

(γg + 1)2
μv2

sh = 1.38 · 107 v2
s8 (K), (14)

In single-fluid systems the compression ratio rtot = rsub → (γg + 1)/(γg − 1) does not
depend on the shock velocity and Eq. (13) reduces to Eq. (14). However, in multi-fluid
shocks the total compression ratio depends on the shock velocity and could be substantially
higher than that in the single-fluid case. Consequently, the post-shock temperature in a multi-
fluid shock is lower than the post-shock temperature in a single-fluid shock of the same
speed. This allows us to determine the CR acceleration efficiency using observations of
post-shock temperatures and shock speeds, or the entropy profiles in the accretion shocks
of clusters of galaxies (Bykov 2005; Bykov et al. 2008; Brüggen et al. 2012; Fujita et al.
2013). It is convenient to introduce the scaling rtot(vsh)∝ vξsh to describe the different cases
of strong shock heating (Bykov et al. 2008). Then from Eq. (13) T (2)i ∝ φ(Msub) · v2(1−ξ)

sh .
The subshock Mach number Msub depends, in general, on Ms and Ma. Thus, the index
σ approximates the velocity dependence of φ(Msub) ∝ vσsh. Finally, if T (2)i ∝ vash, then the
index a = 2(1− ξ)+ σ . For the case of shock precursor heating by CR generated Alfvén
waves, the index a ≈ 1.25 (Bykov 2005). The effects of neutrals due to charge exchange
in the shock downstream with heated ions that results in a flux of high-velocity neutrals
that return upstream were studied by Blasi et al. (2012) and Ohira (2012). They found that
the return flux of neutrals may result in the reduced shock compression ratio and spectral
steepening of test particles accelerated at the shocks slower than about 3000 km s−1. The
return flux of neutral atoms may also affect the radiation spectrum of the post-shock flow
that we are modeling.

The ratio of the electron to ion temperature immediately after the subshock, Te/Ti = δe ,
is considered as a free parameter in our model. It can be estimated from observations as
discussed in Sect. 3. It is varied in the range from

√
me/mp ≈ 0.023 to 1. Observations

typically show low values of δe in shocks faster than 1000 km s−1, and values closer to 1 in
slower shocks (e.g., Ghavamian et al. 2001, 2007; Rakowski et al. 2008; Helder et al. 2010).

The post-shock plasma is treated as a stationary two-temperature single fluid flow con-
sisting of ions, electrons, and neutral atoms that are ideal nonrelativistic gases. The neutral
and ion temperatures may actually differ (Heng et al. 2007; van Adelsberg et al. 2008), but
that is only important just behind a very fast shock in partially neutral gas, and it matters
mainly for diagnostics based on the Hα line profile. For the considered here ranges of shock
speeds and matter densities the temperature equilibration scales are below 1015 cm−2, while
the line emission zone typically lies well above 1016 cm−2 downstream.
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Let z and μ be the average charge and mass of an ion, ζ ≡me/μ—the average electron
to ion mass ratio. Then

ne = zni, ρe =mene = zmeni,

ρi = μni,
ρ = ni(zme +μ)= niμ(zζ + 1)≡ niμ/M(z),
M(z)= 1/(zζ + 1).

(15)

Let ρ0, v0, and B0 be the values of density, velocity, and frozen-in transverse magnetic field
just before the shock, and va, T ai be the values of flow velocity and ion temperature in the
immediate post-shock defined by jump conditions.

Then, the flow evolution downstream can be described by the following system of equa-
tions.

ρv = const= ρ0v0, (16)

ρv2 + pe + pi + pm + pCR = const≡Πρ0v
2
0, (17)

3

2
niv

dTi

dx
=−niTi dv

dx
− 3me

μ

ne

τei
(Ti − Te), (18)

3

2
nev

dTe

dx
=−neTe dv

dx
+ 3me

μ

ne

τei
(Ti − Te)−Λ− 3

2
niTev

dz

dx
, (19)

where pe + pi = nikB(zTe + Ti) = ρkBM(zTe + Ti)/μ, the magnetic pressure pm =
B2

0ρ
2/(8πρ2

0 ), Π = va/v0 +B2
0/(8πρ0v0va)+ kBMT ai (zδe + 1)/(v0vaμ)+Qesc/2, pCR =

(Qesc/2) ·ρ0v
2
0(va/v)

4/3,Λ is the cooling function, τei is the electron-ion equilibration time,
and the last term of Eq. (19) denotes electron cooling due to ionization.

The cooling term Λ is calculated as

Λ= n2Λcoll + ne
∑
i,j

(ni,jαi,jE
rec
i,j + ni,jCi,j hνj )

− 4π
∑
i,j

∫ ∞

νj

dν · σphi,j (1− νj /ν)ni,j Jν, (20)

where i denotes the chemical element and j denotes the ionization state of an ion (j = 0
corresponds to a neutral atom). Here Λcoll is due to electron-ion collisions including elec-
tron bremsstrahlung and line emission of the ions excited by electron impact, though it
does not include emission due to radiative recombination; αi,j is the recombination rate
{j + 1} → {j}; Ereci,j is the average energy on the recombining electrons; Ci,j is the rate of

collisional ionization; σphi,j is the photoionization cross-section of the ion state j ; Jν is the
angle-averaged density of ionizing radiation at frequency ν:

Jν(x)= 1

4π

∫ 1

−1
2π Iν(μ,x) dμ, (21)

where μ= cos(θ), θ is the angle between the normal to the shock front and the direction of
emitted photons.

The evolution of the ionization state j of an ion i in the downstream flow is determined
as

v
dni,j

dx
= ne(ni,j−1C̃i,j−1 − ni,j C̃i,j − ni,j α̃i,j + ni,j+1α̃i,j+1)

+ ni,j−1Ri,j−1 − ni,jRi,j
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+
∑

s=H,He,He+
ns
[
ni,j−1V

ion
s,i,j−1 − ni,j

(
V ion
s,i,j + V rec

s,i,j

)+ ni,j+1V
rec
s,i,j+1

]
, (22)

where Ri,j is the photoionization rate, V ion
s and V ion

s are the rates of ionization and recom-
bination via charge exchange reactions with the ion s, C̃i,j = Ci,j +Cauto

i,j , where Cauto
i,j is the

autoionization rate, α̃i,j = αi,j + α2e
i,j , where α2e

i,j is the dielectronic recombination rate.
To obtain the ionizing radiation field a transfer equation can be solved both in the down-

stream and in the upstream:

cos θ · dIν
dx

= jν − κνIν, (23)

where θ is the angle between the normal to the shock front and the direction of emitted
photons. In this equation, the absorption coefficient κν =∑

i,j ni,j σ
ph

i,j is determined by
bound-free transitions in all ion species. The ionizing emission is generated as (a) permitted
ultraviolet and optical lines excited by an electronic impact, (b) recombination line cascades
of hydrogen and helium, (c) free-free continuum of electrons scattering at ions, (d) 2-photon
continuum emission of H- and He-like ions where metastable levels are collisionally popu-
lated, (e) recombination continuum emission.

The relative contribution of each of the mechanisms to the ionizing photon field is il-
lustrated in Fig. 5. The dominating 2-photon continuum emission comes mainly from He I
and He II and the dominating ultraviolet line emission comes mainly from He I, He II, and
oxygen ions upto O V. It should be noted that in the presented model the electron temper-
atures just after the shock are assumed to be low (δe ∼ 10−2) and equilibrate with the ion
temperatures downstream via Coulomb collisions.

All the ionizing lines except Lyα were considered optically thin. The optically thick case
of Lyα was treated according to the standard 2-level formalism adopted from Mihalas and
Mihalas (1984).

Figures 4 through 8 and Tables 1 and 2 demonstrate the results of modeling with
SHELLS. The impact of efficient CR acceleration on the shock is accounted for in all cal-
culations by using a reduced downstream temperature and the CR pressure in the shock
downstream.

The steady-state pre-shock ionization structure is shown in Fig. 4 for shocks with speeds
of 100, 130, 200, and 310 km s−1 illustrating also an effect of the CR fluid on the pre-
shock ionization. The plasma temperature and gas compression just behind the CR modified
shock affect the ionization structure. One can see in Fig. 4 that the ionization structure of
310 km s−1 shock modified by CRs may be similar to that of 100 km s−1 shock without
CRs fluid effect. This Figure shows the ionization level of hydrogen and helium; however,
all abundant chemical species up to Fe are tracked in the calculation. At speeds of approxi-
mately 130 km/s and above, hydrogen upstream becomes completely ionized, and the extent
of the radiative precursor is determined by the competition between hydrogen and helium
recombination and photoionization.

Figure 6 illustrates the downstream cooling region of a 200 km/s shock. Three lines
correspond to three models with different assumptions regarding the efficiency of CR accel-
eration. For efficient acceleration, energy conservation requires greater compression ratio
and lower downstream temperature. The three cases shown here illustrate shocks with com-
pression ratios of 4.6, 5.3 and 6.2.

Shown in Fig. 7 is the result of a calculation with shock and ISM parameters plausible
for the region of interaction of the north-eastern shell of the SNR IC 443 with an interstellar
cloud. Unperturbed gas density is n0 = 15 cm−3, shock velocity v0 = 130 km/s, and per-
pendicular magnetic field B0 = 3 µG are assumed. The temperature and total density of the
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Fig. 5 Production rate of ionizing photons (hν > 1 Ry) in the downstream of a 130 km/s shock penetrating
into a 10 cm−3 medium of solar abundance. Here “fb” denotes recombination continuum emission, “ff”
denotes free-free continuum of electrons scattering at ions, “2ph” stands for 2-photon continuum emission
of H- and He-like ions, and “line” denotes permitted ultraviolet lines excited by an electronic impact. The
dashed line illustrates the simulated electron temperature profile in the downstream. The photons produced
in the optically thin part of the downstream are ionizing the upstream flow

Fig. 6 Gas temperature (solid
lines) and density (dotted lines)
in the downstream cooling region
of three 200 km/s shocks. Three
lines correspond to three models
with different assumptions
regarding the efficiency of CR
acceleration. Within the
presented model r = 6.2
corresponds to Qesc = 30 % of
the flow energy being converted
into CRs, r = 5.3 corresponds to
Qesc = 20 %, and r = 4.6
corresponds to Qesc = 10 %. See
Table 1 for the corresponding
line strengths

plasma are plotted as a function of gas column density from the subshock. These quantities
are then used to calculate the radiative transfer of emission lines in the cooling flow, which
can be used for shock diagnostics. Figure 8 shows the profiles of two of the most promi-
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Table 1 Model line strengths in percent of Hβ flux for v0 = 200 km/s at CR-modified compres-
sion ratios r = 4.6, 5.3, 6.2 (see Fig. 6). The last line presents absolute flux in Hβ 4861 Å line in
10−6 erg cm−2 s−1sr−1polariz−1

Line λ r = 4.6 r = 5.3 r = 6.2 Line λ r = 4.6 r = 5.3 r = 6.2

He II 304 Å 2640 750 1.1 [S II] 6718 Å 67.1 27.8 16.1

O IV 554 Å 201 14.7 . . . [S II] 6733 Å 43.9 18.9 10.6

He I 584 Å 72.5 212 103 [Fe II] 1.28 µm 126 85.1 51.1

O V 630 Å 24.5 . . . . . . [Fe II] 1.62 µm 29.0 19.4 11.6

O III 833 Å 98.4 142 0.5 [Fe II] 5.30 µm 95.2 78.2 49.4

C III 977 Å 637 770 52.1 [S IV] 10.51 µm 2.1 2.0 0.1

O VI 1034 Å . . . . . . . . . [Ne II] 12.81 µm 40.3 26.6 8.1

Lyα 1216 Å 5500 10000 17000 [Ne III] 15.55 µm 29.7 12.6 . . .

N V 1240 Å 2.9 0.1 . . . [Fe II] 17.94 µm 10.1 8.1 5.1

Si IV 1397 Å 114 122 2.1 [S III] 18.71 µm 1.3 1.8 1.1

C IV 1549 Å 858 190 0.1 [Fe II] 24.52 µm 1.8 1.4 0.9

He II 1640 Å 58.5 12.6 . . . [O IV] 25.91 µm 12.4 2.9 . . .

[C III] 1908 Å 219 290 50.9 [Fe II] 26.00 µm 47.5 43.5 29.6

[O II] 3729 Å 236 221 289 [S III] 33.50 µm 1.7 2.4 1.6

[Ne III] 3870 Å 23.6 14.9 . . . [Si II] 34.82 µm 218 122 51.8

[Ne III] 3969 Å 7.1 4.5 . . . [Fe II] 35.35 µm 10.2 9.2 6.2

He II 4687 Å 6.2 1.1 . . . [Ne III] 36.02 µm 2.6 1.1 . . .

Hβ 4861 Å 100 100 100 [N III] 57.34 µm 1.7 1.6 0.1

[O III] 4960 Å 48.3 49.0 0.4 [O I] 63.19 µm 28.7 12.7 4.9

[O III] 5008 Å 144 146 1.0 [O III] 88.36 µm 9.8 8.2 0.1

[O I] 6300 Å 27.4 7.0 3.1 [N II] 121.8 µm 6.2 3.8 2.0

[O I] 6363 Å 27.3 6.9 3.1 [O I] 145.5 µm 3.8 1.9 0.8

Hα 6565 Å 302 310 321 [C II] 157.7 µm 18.3 13.5 7.9

[N II] 6550 Å 46.6 24.6 19.9 Hβ 4863 Å 6.38 5.61 5.05

[N II] 6585 Å 142 75.1 60.7

nent infrared lines (with respect to estimated backgrounds) for this case: C II 157.7 µm and
N II 205.3 µm.

The model presented in this Section may be used to diagnose various parameters of ra-
diative shocks with observed infrared lines, including the cosmic ray acceleration efficiency.

6 Formation of CR Spectral Breaks in Partly Ionized Shock Precursors

6.1 Gamma-Ray Observations

The neutral component of the interstellar medium may manifest itself in the gamma-ray
emission of some collisionless shocks.

The recent Fermi-LAT observations of the so-called molecular SNRs W44 and IC 443
(Abdo et al. 2010a, 2010b; Ackermann et al. 2013) indicate that the spectra of the gamma-
ray producing protons (integrated over the emission region) are typically steeper than the
DSA predictions for the spectra of the CRs confined in the acceleration region. The steep
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Table 2 Model line intensities
expressed in percent of the
4861 Å Hβ line intensity, which
amounts here to 7.87×
10−6 erg cm−2 s−1sr−1polariz−1

(see Fig. 7 for the corresponding
flow profiles)

He II 304 Å 2600 [N II] 6585 Å 139

O IV 554 Å 597 [S II] 6718 Å 71.6

He I 584 Å 45.1 [S II] 6733 Å 45.1

O V 630 Å 509 [Fe II] 1.28 µm 288

O III 833 Å 179 [Fe II] 1.62 µm 69.4

C III 977 Å 438 [Fe II] 5.30 µm 204

O VI 1034 Å 0.6 [S IV] 10.51 µm 2.3

Lyα 1216 Å 641 [Ne II] 12.81 µm 61.2

N V 1240 Å 14.3 [Ne III] 15.55 µm 24.4

Si IV 1397 Å 138 [Fe II] 17.94 µm 36.4

C IV 1549 Å 1080 [S III] 18.71 µm 1.9

He II 1640 Å 74.9 [Fe II] 24.52 µm 6.7

[C III] 1908 Å 152 [O IV] 25.91 µm 15.0

[O II] 3729 Å 254 [Fe II] 26.00 µm 114

[Ne III] 3870 Å 23.6 [S III] 33.50 µm 1.8

[Ne III] 3969 Å 7.1 [Si II] 34.82 µm 143

He II 4687 Å 8.9 [Fe II] 35.35 µm 25.2

Hβ 4861 Å 100 [Ne III] 36.02 µm 2.1

[O III] 4960 Å 52.2 [N III] 57.34 µm 1.0

[O III] 5008 Å 156 [O I] 63.19 µm 47.4

[O I] 6300 Å 35.7 [O III] 88.36 µm 4.0

[O I] 6363 Å 35.5 [N II] 121.8 µm 1.9

Hα 6565 Å 302 [O I] 145.5 µm 5.6

[N II] 6550 Å 45.5 [C II] 157.7 µm 7.3

photon spectra has been found in the high energy gamma-ray spectra of some other remnants
measured by, e.g., the CANGAROO (Enomoto et al. 2002), H.E.S.S (Aharonian et al. 2006)
and MAGIC (Carmona 2011) atmospheric Cherenkov telescopes.

Particles accelerated by DSA mechanism generally comprised two distinct populations—
CRs confined in the accelerator and the CRs escaping the system and these two popu-
lations have very different spectral shapes. The observed gamma-ray emission is a sum
of the two contributions (see, e.g., Ellison and Bykov 2011). The common feature of the
molecular SNRs is a significant amount of dense molecular gas in their surroundings. It
has been argued on this ground (Malkov et al. 2005), that when a SNR interacts with
a dense molecular cloud complex, the conditions for particle confinement to the shock
are different from those adopted in conventional DSA modeling. Since the propagation
of resonant Alfvén waves is inhibited by ion-neutral collisions, some particles are not
confined and so escape the emission volume (e.g. Drury et al. 1996; Bykov et al. 2000;
Malkov et al. 2005). The accelerated particle partial escape should result in a spectral break
in their spectrum and thus, in that of the observed gamma emission. In a clear-cut case of
such a limited CR confinement, the spectral index at the break should change by exactly one
power �q = 1 due to an effective reduction of the particle momentum space dimensionality
by one, since particles are confined in coordinate space only when they are within a slab in
momentum space oriented perpendicular to the local magnetic field.

The most convincing evidence for the breaks of index one are the recent Fermi-LAT and
AGILE observations of W44 (Abdo et al. 2010a; Uchiyama et al. 2010; Giuliani et al. 2011)
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Fig. 7 Post-shock flow profile
for shock and ISM parameters
plausible for the region of
interaction of the north-eastern
shell of IC 443 SNR with an
interstellar cloud (see Table 2 for
the corresponding line strengths).
Here the upstream density
n0 = 15 cm−3, the shock
velocity v0 = 130 km/s, and the
perpendicular magnetic field
B0 = 3 µG

Fig. 8 [C II] 157.7 µm and
[N II] 205.3 µm line profiles for
the backgrounds of 140 MJy/sr
and 130 MJy/sr, respectively,
estimated for the north-eastern
shell of IC 443 SNR with
Herschel Spot (for the date
22/09/2010)

(re-analyzed in Malkov et al. 2011) and MAGIC observations of the SNR W51C (Carmona
2011; Aleksić et al. 2012). These observations are encouraging in that they unambiguously
confirm the breaks. They demonstrate departure from the traditional DSA models in fully
ionized plasma where the proton spectrum is a single power law with an exponential cutoff.
A possible explanation to the spectral break in the gamma-ray emission of these objects
is that neutral atoms modify the nature of wave-particle interactions, leading to a spectral
break. This idea is discussed below.
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6.2 The DSA Mechanism

A great deal of the success of the diffusive shock acceleration mechanism (DSA) is due to
its ability to reproduce the observed power law spectra associated with possible CR accel-
erators, such as SNR shocks. For a classical step-like shock, propagating into an ionized
medium that supports sufficient CR scattering on both sides of the shock, the mechanism
predicts an almost universal power-law energy spectrum for the accelerated CRs, ∝ E−q ,
with an index q = (r + 2)/(r − 1). It thus depends only on the shock compression r , that
is, however, close to four for strong shocks. The backreaction of the accelerated CRs on the
shock structure may change this result noticeably, but not dramatically. For strong shocks,
M � 1, the spectrum hardens from q = 2 to q � 1.5, at most. This change is largely due to
an enhanced compression of the shock that results from the CR escape flux and the reduction
of the adiabatic index of the CR/thermal-plasma mixture compared to the ordinary plasma
(i.e., γ = 5/3→ 4/3). More problematic is to soften the CR spectrum by their backreaction
effects on the shock environment. This is intuitively understandable, since spectrum steep-
ening should diminish the backreaction coming from the softening of the equation of state
(γ → 4/3) and, especially, from the CR escape flux.

The recent Fermi-LAT observations of the SNRs W44 and IC 443 (Abdo et al. 2010a,
2010b) also urge a second look at the DSA mechanism (see Sect. 6.1).

6.3 Mechanism for a Spectral Break

When a SNR shock approaches a molecular cloud (MC) or a pre-supernova swept-up shell
with a significant amount of neutrals, confinement of accelerated particles deteriorates. Due
to the particle interaction with magnetic fluctuations, confinement requires their scales to be
similar to the particle gyroradii (Drury 1983; Blandford and Eichler 1987). However, strong
ion-neutral collisions make the wave-particle interactions more sensitive to the particle pitch
angle, which can be understood from the following consideration.

While the waves are in a strongly ionized (e.g., closer to the shock) medium they prop-
agate freely in a broad frequency range at the Alfvén speed VA = B/√4πρi with the fre-
quencies ω= kVA. Here k is the wave number (assumed parallel to the local field B) and ρi
is the ion mass density. As long as the Alfvén wave frequency is higher than the ion-neutral
collision frequency νin, the waves are only weakly damped. When, on the other hand, the
ion-neutral collision frequency is higher (deeper into the cloud), neutrals are entrained by
the oscillating plasma and the Alfvén waves are also able to propagate, albeit with a factor√
ρi/ρ0 < 1 lower speed, where ρ0 is the neutral density. The propagation speed reduction

occurs because every ion is now “loaded” with ρ0/ρi neutrals. Now, between these two
regimes Alfvén waves are heavily damped and even disappear altogether for sufficiently
small ρi/ρ0 	 0.1. The evanescence wave number range is then bounded by k1 = νin/2VA
and k2 = 2

√
ρi/ρ0νin/VA. These phenomena have been studied in detail in Kulsrud and

Pearce (1969) and Zweibel and Shull (1982), and specifically in the context of the DSA in
Völk et al. (1981), Drury et al. (1996), Bykov et al. (2000) and Reville et al. (2008). Now
we turn to their impact on the particle confinement and emissivity.

In the framework of a quasilinear wave-particle interaction, the wave number k is approx-
imately related to the parallel (to the magnetic field) component of the particle momentum
p‖ by the cyclotron resonance condition kp‖/m = ±ωc , where the (non-relativistic) gyro-
frequency ωc = eB/mc. Note that the appearance of p‖ = pμ, where μ is the cosine of
the pitch angle instead of the often used “sharpened” (Skilling 1975) resonance condition
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kp/m=±ωc is absolutely critical for the break mechanism. The frequency range where the
waves cannot propagate may be conveniently translated into the parallel momentum range

p1 < |p‖|<p2, (24)

with

p1 = 2VAmωc/νin, p2 = p1

4

√
ρ0/ρi > p1. (25)

That a spectral break must form at the photon energy corresponding to the particle momen-
tum p = p1 = pbr , can be readily explained as follows. The ‘dead zones’ p1 < |p‖| < p2

imply that particles with |p‖| > p1 do not turn around (while moving along the magnetic
field) and escape from the region of CR-dense gas collisions at a p‖/p fraction of the speed
of light. More specifically, particles with p1 < |p‖|< p2 escape because they are not scat-
tered, whereas particles with |p‖|> p2, because they maintain the sign of p‖, even though
they scatter but cannot jump over the gap p1 < |p‖|< p2. An exception to this rule are par-
ticles with sufficiently large p⊥ that can be mirrored across the gap or overcome it via the
resonance broadening.

The break can also be explained in terms of the confinement times of different groups
of particles introduced above if we assume a low density pre-shock medium with clumps
of dense, partially neutral, gas. Particles with |p‖| > p1 spend only short time τesc ∼ Lc/c

(where Lc is the size of the clump) inside the gas clumps. They propagate ballistically and
their scattering time is assumed to be infinite, as there are no waves they can interact with
resonantly (p1 < |p‖|< p2) or they cannot change their propagation direction (|p‖|> p2).
Particles with |p‖| < p1 are, on the contrary, scattered intensively in pitch angle, they fre-
quently change their direction, and so sit in the clump for τconf ∼ L2

c/κ ∼ L2
c/c

2τsc. Here
τsc is their pitch-angle scattering time and κ is the associated diffusion coefficient. Not only
τconf � τesc is required, i.e., τsc 	Lc/c, but also τconf >Lc/Ush, which means that the shock
precursor is shorter than the clump κ/Ush � LCR < Lc (here Ush is the shock velocity, and
LCR is the thickness of the CR front near the shock). The last condition ensures that particles
with p‖ >p1 that escape through the clump after having entered it from the shock side, will
not interact with the shock after they exit through the opposite side of the clump, thus escap-
ing upstream, Fig. 9. The reason for that is a low level of Alfvén wave turbulence ahead of
the CR precursor. We also assume that the ambient magnetic field does not deviate strongly
from the shock normal, in order to allow these particles to escape through the far side of the
clump.

While particles with p > p1 escape from the regions of enhanced gamma radiation (high
gas density), an initially isotropic distribution of accelerated particles is maintained only
in a slab in momentum space |p‖| < p1 and becomes thus highly anisotropic (a ‘pancake’
distribution). What matters for the integral emission, however, is a locally isotropic compo-
nent f of this new proton distribution. It can be introduced by re-averaging the ‘pancake’
(|p‖| < p1) distribution in pitch angle, f (p) ≡ ∫ 1

0 f (p,μ)dμ, and is readily obtained as-
suming that particles remaining in the dense gas (those with |p‖| < p1) maintain the flat
pitch-angle distribution, i.e.

f (p)=
∫ μ1

0
f0(p)dμ=

{
(p1/p)f0(p), p ≥ p1

f0(p), p < p1
(26)

where f0(p) is the initial (isotropic) distribution function and μ1 =min{p1/p,1}. Thus, the
slope of the particle momentum distribution becomes steeper by exactly one power above
p = p1 ≡ pbr. In particular, any power-law distribution ∝ p−q , upon entering an MC, turns
into p−q−1 at p ≥ pbr, and preserves its form at p < pbr.
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Fig. 9 SNR shock propagating
into dense gas environment. The
filling factor of the gas clumps is
small, while some of them may
be larger than the thickness of the
CR layer near the shock front

Note that the broken power-law spectrum can only be maintained if the filling factor fgas

of the dense gas with the significant wave evanescence interval (p1,p2) is relatively small,
fgas 	 1, so that the overall particle confinement and thus the acceleration are not strongly
affected. If, on the contrary, fgas ∼ 1, the resonant particles would leak into the (p1,p2) gap
and escape from the accelerator in large amounts, thus suppressing the acceleration. Note
that particles with sufficiently high momenta p > p2B0/δB , where δB/B0 is the effective
mirror ratio of magnetic perturbations, can “jump” over the gap. The primary p−q slope
should then be restored for such particles. Recent MAGIC observations of the SNR W51C
(Carmona 2011; Aleksić et al. 2012) indeed point at such spectrum recovery at higher en-
ergies. It should also be noted, that the �q = 1 break index is a limiting case of identical
gas clumps. The integrated emission from an ensemble of clumps with different p1 and p2

should result in a more complex spectrum.

6.4 Break Momentum

While the one power spectral break in the pitch-angle averaged particle distribution seems to
be a robust environmental signature of a weakly ionized medium into which the accelerated
particles propagate, the break momentum remains uncertain. According to Eq. (25), pbr
(≡ p1) depends on the magnetic field strength and ion density as well as on the ion-neutral
collision rate νin = n0〈σV 〉. Here 〈σV 〉 is the product of the collision cross-section and
collision velocity averaged over the thermal distribution. Using an approximation of Draine
and McKee (1993) and Drury et al. (1996) for 〈σV 〉, pbr can be estimated as

pbr/mc� 10B2
μT

−0.4
4 n−1

0 n
−1/2
i . (27)

Here the gas temperature T4 is measured in the units of 104 K, magnetic field Bμ—in micro-
gauss, n0 and ni (number densities corresponding to the neutral/ion mass densities ρ0 and
ρi )—in cm−3. Note that the numerical coefficient in the last expression may vary depending
on the average ion and neutral masses and can be higher by a factor of a few (Kulsrud and
Pearce 1969; Nakano 1984) than the estimate in Eq. (27) suggests. The remaining quantities
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in the last formula are also known too poorly to make an accurate independent prediction
of the position of the break in the gamma ray emission region. Those are the regions near
the blast wave where complicated physical processes unfold, as discussed earlier (Shull and
McKee 1979; Draine and McKee 1993; Bykov et al. 2000). Also important may be the
ionization by the low energy CRs accelerated at the blast wave. However, as their diffusion
length is shorter than that of the particles with p � pbr , we may assume that they do not
reach the MC. Pre-ionization by the UV photons can also be ignored for the column density
N > 1019 cm−2 ahead of the shock beyond which they are absorbed (Uchiyama et al. 2010).
Uchiyama et al. (2010), using the earlier data from Reach et al. (2005) have also analyzed
the parameters involved in Eq. (27) and found the above estimate of pbr to be in a good
agreement with the spectral break position measured by the Fermi-LAT. Nevertheless, we
may run the argument in reverse and use the Fermi observations (Abdo et al. 2010a) of the
gamma-ray spectrum of SNR W44 to determine the break momentum in the parent particle
spectrum and constrain the parameters in Eq. (27). Since we also know the amount of the
slope variation �q , we can calculate the full spectrum up to the cut-off energy.

It should also be noted that in reality the break at p = pbr is not infinitely sharp for the
following reasons. The break momentum may change in space due to variations of the gas
parameters (Eq. (27)), the resonance broadening (Dupree 1966; Achterberg 1981) near p =
p1 = pbr (so that particles with p ∼ p1 are still scattered, albeit weakly) and other factors,
such as the contribution of small gas clumps with Lc	 LCR, Fig. 9. The small clumps are
submerged in the CR front and the CRs that escape from them are readily replenished. Note
that this effect may decrease the break index �q . However, the conversion of the parent
proton spectrum into the observable gamma emission introduces a significant smoothing
of the break, so that even a sharply broken proton spectrum produces a smooth gamma
spectrum. It provides an excellent fit to the Fermi gamma-ray data without an ad hoc proton
break smoothing adopted by the Fermi-team (Abdo et al. 2010a) to fit the data.

7 Particle and Gamma-Photon Spectra in Molecular Cloud SNRs

To calculate the particle spectra, we need to determine the degree of nonlinear modifica-
tion of the shock structure. In principle, it can be calculated consistently, given the shock
parameters and the particle maximum momentum, pmax . In the case of a broken spectrum,
pbr likely plays the role of pmax , as a momentum where the dominant contribution to the
pressure of accelerated particles comes from, thus setting the scale of the modified shock
precursor. Note that in the conventional nonlinear (NL) acceleration theory, the cut-off mo-
mentum pmax plays this role, because the nonlinear spectra are sufficiently flat so as to make
the pressure diverge with momentum, unlike the broken spectra.

One of the best documented gamma emission spectra comes from the SNR W44, so we
fit these data using the above mechanism of the spectral break. The break in the photon
spectrum is observed at about 2 GeV, which places the break in the proton distribution
at about pbr � 7 GeV/c (Abdo et al. 2010a). For the strength of the break �q = 1, the
spectrum above it is clearly pressure converging, so that the shock structure and the spectrum
may be calculated using this break momentum as the point of the maximum in the CR
partial pressure. More specifically, once the break momentum is set, one can use an analytic
approach (Malkov and Drury 2001) for a stationary nonlinear acceleration problem using
pbr as an input parameter.

Apart from pbr , the nonlinear solution depends on a number of other parameters, such as
the injection rate of thermal particles into acceleration, Mach number, the precursor heating
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rate and the shock velocity Vs . Of these parameters the latter is known reasonably well, Vs ≈
300 km/s, the injection rate can be either calculated analytically for the parallel shock ge-
ometry (Malkov and Drury 2001), or inferred from the simulations (Gargaté and Spitkovsky
2012), while the other parameters are still difficult to ascertain. Fortunately, in sufficiently
strong shocks the solution either stays close to the test particle (TP) solution (leaving the
shock structure only weakly modified) or else it transitions to a strongly modified NL-
solution regime. The TP regime typically establishes in cases of moderate Mach numbers,
low injection rates and low pmax (now probably closer to pbr ), while the NL regime is un-
avoidable in the opposite part of the parameter space.

In the TP regime the spectrum is close to a power-law with the spectral index 2 through-
out the supra-thermal energy range. In the NL regime, however, the spectrum develops
a concave form, starting from a softer spectrum at the injection energy, with the index
q � (rs +2)/(rs −1) > 2, where rs < 4 is the sub-shock compression ratio. Then it hardens,
primarily in the region p ∼ mc, where both the partial pressure and diffusivity of protons
change their momentum dependence. The slope reaches its minimum at the cut-off (break)
energy, which, depending on the degree of nonlinearity, can be as low as 1.5 or even some-
what lower if the cut-off is abrupt. The question now is into which of these two categories
the W44 spectrum falls? Generally, in cases of low maximum (or, equivalently, low spec-
tral break pbr � 10) momentum, the shock modification is weak, so the spectrum is more
likely to be in a slightly nonlinear, almost TP regime. On the other hand, there is a putative
indication from the electron radio emission that their spectrum may be close to qe ≈ 1.75,
which could be the signature of a moderately nonlinear acceleration process. It should be
remembered, however, that this is a global index across the W44 remnant. There are re-
solved bright filaments where a canonical α = −0.5 spectrum, corresponding precisely to
the TP parent electron spectrum with qe = 2, is observed (Castelletti et al. 2007). Moreover,
there are regions with the positive indices α � 0.4 which cannot be indicative of a DSA pro-
cess without corrections for subsequent spectral transformations such as an absorption by
thermal electrons. These regions may contribute to the overall spectral hardening discussed
above, thus mimicking the acceleration nonlinearity. Finally, secondary electrons give rise
to the flattening of the radio spectrum as well (Uchiyama et al. 2010).

The above considerations somewhat weaken the radio data as a probe for the slope of
the electron and (more importantly) for the proton spectrum. Therefore, the exact degree
of nonlinearity of the acceleration remains unknown and one can consider both the TP and
weakly NL regimes in calculations of the photon spectra, generated in p − p collisions.
Specifically, Malkov et al. (2005, 2011) calculate the π0 production rate and the gamma-
ray emissivity. In so doing, they adopt numerical recipe described in detail in Kamae et al.
(2006) and Karlsson and Kamae (2008). The physical processes behind these calculations
are (i) collisions of accelerated protons with the protons of the ambient gas resulting in
pp→ π0 reaction (ii) decay of π0-mesons to generate an observable gamma emission spec-
trum.

An example of such calculations is shown in Fig. 10. The best fit to the Fermi and
AGILE data is provided by a TP energy distribution (∝E−2) below pbr � 7 GeV/c with the
spectrum steepening by exactly one power above it. The spectrum steepening is perfectly
consistent with the proton partial escape described above (with no parameters involved).
For comparison, a weakly NL spectrum (guided by the inferred electron spectrum with
qe ≈ 1.75, is also used for these calculations (dashed line in Fig. 10), but its fit would re-
quire a somewhat stronger break (�q � 1) or a low momentum cut-off, i.e. at least one
additional free parameter. It is seen that the mechanism for a break in the spectrum of shock
accelerated protons suggested in Malkov et al. (2005) provides a good fit to the recent (Abdo
et al. 2010a) Fermi-LAT and AGILE (Giuliani et al. 2011) observations of the SNR W44.
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Fig. 10 Gamma radiation spectra. Photon spectra resulting from π0 decay and calculated for two differ-
ent parent proton spectra compared against the Fermi (circles) and AGILE (squares) data. Solid line: a test
particle acceleration regime with the spectral index q = 2 below the break and q = 3 above the break at
pbr = 7 GeV/c. Dashed line: a moderately nonlinear acceleration regime corresponding to the spectrum
with q � 1.75 and q � 2.75 below and above the break, respectively. Cut-offs are placed at 300 GeV for TP-
and 100 GeV, for NL-spectrum. Fermi and AGILE data are adopted from Abdo et al. (2010a) and Giuliani
et al. (2011), respectively. Both curves are well within the error bars of Fermi and AGILE (not shown for
clarity), which, in turn, overlap Giuliani et al. (2011)

Of course, in assessing consistency of the suggested spectral break phenomenon with the
observed spectrum, the errors in the data must be taken into account. The vertical error bars
near the break at 2 GeV, are fairly small (comparable to the size of the symbols used to
represent the data in Fig. 10). More significant appears to be the energy dispersion. How-
ever, in the most recent Fermi-LAT publication (see Ackermann et al. 2013 including the
Supplementary Online Materials) the energy dispersion is estimated to be less than 5 % for
these energies, so that the broken power law is indeed consistent with the data.)

Generally, spectral breaks offer a possible resolution to the well known problem that
some nonlinear DSA models produce spectra which are considerably harder than a sim-
ple test particle spectrum, and these are not consistent with the gamma-ray observations of
some of supernova remnants. However, the nonlinear spectrum—i.e., diverging in energy—
exhausts the shock energy available for the acceleration as the cut-off momentum grows,
so that a broken spectrum should form. Broken spectra are commonly observed and the
old paradigm of a single power-law with an exponential upper cut-off is maladapted to the
recent, greatly improved observations (Abdo et al. 2010a, 2010b). Note, that the spectrum
of the RX J1713.7-3946 (Aharonian et al. 2006) is also formally consistent with the envi-
ronmental break mechanism presumably operating in W44 surrounding but with a higher
pbr ∼ 103 GeV/c and thus with stronger acceleration nonlinearity (Malkov et al. 2005).
However, this remnant expands into a rather complicated environment, so it is difficult to
make the case for hadronic origin of the gamma-ray emission (Aharonian et al. 2004, 2006;
Katz and Waxman 2008; Ellison et al. 2012). The important role of the W44 remnant for the
problem of CR origin is that this particular remnant seems to be unlikely dominated by the
lepton emission due to Bremsstrahlung and inverse Compton scattering (Abdo et al. 2010a;
Uchiyama et al. 2010) thus favoring the hadronic origin of the gamma emission and bolster-
ing the case for the SNR origin of galactic CRs.
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8 Summary

Collisionless shocks are ubiquitous in astrophysical objects and are observed at all scales
starting from the heliosphere and up to cosmological scale shocks observed in clusters
of galaxies. Theoretical modeling of these shocks is challenging because shock relaxation
process involves collective plasma oscillations producing long-lived highly nonequilibrium
components. Straightforward numerical simulations are an extremely resource demanding
task because of the very wide dynamical range of scales and time required to the resolve all
of the long-lived components. Such task is even more difficult if neutral atoms and molecules
are significant in the partially ionized media.

In this brief review we have discussed some observational appearance of collisionless
shocks in partially ionized plasma, described the most important physical processes oper-
ating in the shocks and outlined the observational perspective of nonthermal components
diagnostics of astrophysical collisionless shocks via multiwavelength observations.

Nonthermal components, i.e., energetic charged and neutral particles and fluctuating
magnetic fields, can drastically modify the structure of the shock upstream providing both
deceleration of the plasma flow and also efficient heating of ions and electrons. We argue
that the processes of turbulence amplification and damping observed in the heliosphere may
help to understand the microphysics of ion and electron heating by cosmic ray driven tur-
bulence in the upstream regions of large scale collisionless shocks observed in the Galaxy
and in clusters of galaxies. In turn, radiative signatures of the astrophysical shocks can be
a unique way to study microscopic phenomena that can not be studied in the laboratory
plasma on the Earth.

Hα line diagnostics of Balmer shocks provides valuable information on charge-exchange
processes of the neutrals with both thermal and non-Maxwellian plasma components in the
shock downstream. Nonthermal components may reduce the plasma temperature comparing
to what is expected from the standard single-fluid Rankine-Hugoniot jump conditions for a
particular shock velocity. In the case of radiative shocks this reduction would substantially
modify the emission line spectrum coming from shock downstream and thus may serve as
a valuable diagnostic tool for fast shocks interacting with clouds. The effect of neutrals on
the MHD wave damping in the upstream of supernova shocks interacting with a molecular
cloud may explain some spectral features in GeV energy regime, recently revealed by Fermi
observations.
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Abstract Collisionless shocks are loosely defined as shocks where the transition between
pre-and post-shock states happens on a length scale much shorter than the collisional mean
free path. In the absence of collision to enforce thermal equilibrium post-shock, electrons
and ions need not have the same temperatures. While the acceleration of electrons for in-
jection into shock acceleration processes to produce cosmic rays has received considerable
attention, the related problem of the shock heating of quasi-thermal electrons has been rela-
tively neglected.

In this paper we review the state of our knowledge of electron heating in astrophysical
shocks, mainly associated with supernova remnants (SNRs), shocks in the solar wind as-
sociated with the terrestrial and Saturnian bowshocks, and galaxy cluster shocks. The solar
wind and SNR samples indicate that the ratio of electron temperature, (Te) to ion temper-
ature (Tp) declining with increasing shock speed or Alfvén Mach number. We discuss the
extent to which such behavior can be understood on the basis of waves generated by cosmic
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rays in a shock precursor, which then subsequently damp by heating electrons, and speculate
that a similar explanation may work for both solar wind and SNR shocks.

Keywords Collisionless shocks · Supernova remnants · Solar wind · Cosmic ray
acceleration

1 Introduction

Shock waves have been observed in a wide range of environments outside the Earth, from
the solar wind to the hot gas in galaxy clusters. However, the mechanism whereby the gas
in these environments is shocked has been poorly understood. While shock transitions in
the Earth’s atmosphere are mediated by molecular viscosity (and hence direct particle col-
lisions), those in interstellar space and the solar wind are too dilute to form in this way. In
non-relativistic shocks, the role of collisions is effectively played by collective interactions
of the plasma with the magnetic field. This results in a multi-scale shock transition having
sub-structure at ion kinetic length scales (Larmor radius or inertial length) and potentially
electron kinetic scales (inertial lengths or whistler mode) (e.g., Schwartz et al. 2013, this
issue; Treumann 2009). Such plasmas are termed collisionless. The magnetic fields thread-
ing through the charged particle plasmas in space endow the plasmas with elastic properties,
much like a fluid. The kinetic energy of the inflowing gas is dissipated within this fluid via
collective interactions between the particles and magnetic field, transferring energy from the
magnetic field to the particles. The collective processes are the result of the DC electromag-
netic fields present in the shock transition layer, kinematic phase mixing, and also plasma
instabilities; the last give rise to a rich range of plasma waves and turbulent interactions.

It has long been known that these processes may heat the electrons beyond the mass-
proportional value predicted by the Rankine-Hugoniot jump conditions—ample evidence is
found in spacecraft studies of solar wind shocks (Schwartz et al. 1988) and multi wavelength
spectroscopy of supernova remnants (Ghavamian et al. 2001, 2002, 2003, 2007; Laming
et al. 1996; Rakowski et al. 2008) and galaxy cluster gas (Markevitch et al. 2005; Markevitch
and Vikhlinin 2007; Russell et al. 2012) understanding how this process depends on such
shock parameters as shock speed, preshock magnetic field orientation and plasma beta has
been slow.

In collisionless plasmas, the downstream state of the plasma cannot be uniquely deter-
mined from the upstream parameters because the Rankine-Hugoniot jump conditions only
predict the total pressure downstream, not the individual contributions from the electrons
and ions: P = nikTi + nekTe . At the limit of a strong shock, ne and ni are each 4 times their
preshock values, so the relative values of Te and Ti immediately behind the shock are wholly
dependent upon the nature of the collisionless heating processes occurring at the shock tran-
sition. Although an MHD description can be used to describe the behavior of the gas far
upstream and far downstream of the shock, a more detailed kinetic approach is required for
understanding how the dissipation at the shock front transfers energy from plasma waves
and turbulence to the electrons and ions.

Non-relativistic collisionless shocks can be broadly sorted into three categories: slow,
intermediate and fast. The three types are defined according to the angle between the shock
velocity and upstream magnetic field, as well as the relative value of the shock speed com-
pared to the upstream sound speed (cs ≡ √γP/ρ) and Alfvén speed (vA ≡ B/√4πρi ).
Most astrophysical shocks are quasi-perpendicular (i.e., they propagate at a nearly right an-
gle to the preshock magnetic field), allowing only for fast-mode propagation. In that case,
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the relevant quantity is the magnetosonic Mach number, Mms (≡ vsh/
√
v2
A + c2

s ). Collision-
less shocks have also been classified according to whether the flow speed exceeds the sound
speed in the downstream plasma (Kennel et al. 1985). Above the critical Mach number
where the flow is subsonic, the dissipation of flow energy into thermal energy can no longer
be maintained by electrical resistivity, and plasma wave turbulence (the cause of which are
instabilities generated when the electron and ion distribution functions are distorted at the
shock transition) is required (Kennel et al. 1985). Shocks above the critical Mach number
are termed supercritical, while those below are termed subcritical. Note that even for sub-
critical shocks, observations suggests that kinetic processes other than resistivity and turbu-
lence contribute to the shock dissipation (Greenstadt and Mellott 1987).There are also other,
higher critical Mach numbers related to the formation of subshocks (Kennel et al. 1985) and
non-steady cyclic shock reformation beyond the whistler critical Mach number (Krasnosel-
skikh et al. 2002). The critical Mach number for quasi-perpendicular shocks is estimated to
be rather low ∼2.8 (Edmiston and Kennel 1984). The Mach numbers of most SNR shocks
are expected to be well in excess of this value, meaning that they are both fast-mode and
supercritical.

As one approaches the high Mach numbers expected for astrophysical shocks (MA ∼ 20–
100 for an ambient magnetic field of 3 µG), a greater and greater fraction of the incoming
ions become reflected back upstream from the shock front, corresponding to an increasingly
turbulent and disordered shock transition. Physical parameters such as B , T and n no longer
jump in an ordered manner (i.e., the transitions are no longer laminar). In addition to the
reflected particles, the hot ions from downstream become hot enough to escape upstream,
further enhancing the population of ions in front of the shock. These ions, which form a
precursor, are now believed to play an essential role in the dissipation of high Mach number
collisionless shocks. Aside from providing the seed population for the acceleration of cosmic
rays, the precursor ions are likely generate a variety of plasma waves capable of selectively
heating the electrons over the ions, thereby providing an important mechanism for raising
Te/Tp above the mass-proportional value of me/mp .

2 Formalism: Equilibration Timescales

Taken at face value, the Rankine-Hugoniot jump conditions predict that electrons and ions
will be heated in proportion to their masses:

kTe,i = 3

16
me,iV

2
sh (1)

In collisionless shocks, there are three relevant timescales to consider: the time required
for Coulomb collisions to isotropize a distribution of electrons, tee , the time required for
Coulomb collisions to isotropize distribution of ions, tii , and finally the time required for
the electrons and ions to equilibrate to a common temperature, tei (Spitzer 1964). After a
time scale tee or tii , the particles in question attain a Maxwellian velocity distribution. The
self-collision time, tc,ee for electrons of density ne and temperature Te is (Spitzer 1964):

tc,ee = 0.266T 3/2
e

ne lnΛe

sec≈ 0.0116Vs(1000)3

ne lnΛe

yr (2)

where lnΛ is the Coulomb logarithm, Eq. (1) has been used to write the relaxation time
in terms of the shock speed and Vs(1000) is the shock speed in units of 1000 km s−1. For
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a young SNR having Vs ∼1000 km s−1, postshock density n ∼ 1 cm−3 and lnΛ ∼ 30 the
time required to establish a Maxwellian distribution at the electron temperature given by Eq.
(1) is tc,ee ∼ 0.004 yrs. The electrons are isotropized by self-collisions first, then the pro-
tons, and finally over a longer timescale the electrons and protons equilibrate to a common
temperature. For this reason, Coulomb collisions alone are unable to establish equilibration
electron and proton distributions at the shock front. This equilibration is described by the
relation

dTe

dt
= Tp − Te

tc,ep
(3)

where

tc,ep =
√
mp

me

tc,pp = mp

me

tc,ee (4)

The temperatures Te and Ti equilibrate to a common density-weighted average tempera-
ture Tav , given by Tav = 3

16μmpV
2
s , where μ is the mean mass per particle (= (1.4/2.3)=

0.6 for cosmic abundances). For mass-proportional heating, the timescale given by Eq. (4)
is ∼2000 yrs for Vs ≥ 1000 km s−1, of similar order but longer than the proton-proton
isotropization timescale, tc,pp . These are longer than the age of the SNR, substantially so
at higher Vs indicating that for minimal heating (i.e., Te/Tp = me

mp
∼ 1/1836) the elec-

trons and ions will not equilibrate to Tav during the lifetime of the SNR (Itoh 1978;
Draine and McKee 1993).

The arguments above indicate that Coulomb collisions are ineffective at both isotropizing
the heavy ion particle distributions and equilibrating the electron and ion temperatures at the
transitions of collisionless shocks. The emission spectra of non-radiative SNRs (dominated
mostly by X-ray and ultraviolet emission) should therefore be sensitive probes of the colli-
sionless heating processes at the shock transition. We consider the observational constraints
of these processes below.

3 Observational Constraints from SNRs

The most useful shocks for studying collisionless equilibration processes are those exhibit-
ing detectable emission from the immediate postshock gas. To be diagnostically useful, the
emission should arise from the region close to the shock front, where temperature disequi-
librium between electrons, protons and heavy ions is substantial enough to affect both the
relatives fluxes and relative velocity widths of emission lines. The shape and extent of the
spatial profile for the different emission species behind the shock is also a useful diagnostic,
especially for the UV resonance lines of He II λ1640, C IV λλ1548, 1550, N V λλ1238,
1243, and O VI λ1032, 1038. For a given shock speed, the distance behind the shock where
the emission peaks depends strongly on the initial electron temperature, and electron tem-
perature immediately behind the shock.

The ubiquity of non-radiative SNRs, as well as their relatively simple geometry and very
high shock speeds, makes these objects the most important laboratories for investigating the
efficiency and nature of electron-ion and ion-ion equilibration. Other non-radiative shocks
available for study are those occurring in stellar wind bubbles (for example, Wolf-Rayet
bubbles) (Gosset et al. 2011) and in galaxy cluster shocks (e.g., the ‘Bullet Cluster’ (Marke-
vitch et al. 2005) and Abell 2146 (Russell et al. 2012)). However, these shocks are far less
frequently observed than those in SNRs, leaving the latter as the most important objects pro-
viding both a broad range of shock speeds and corresponding diagnostic information (such
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as proper motions and spatially resolved structure). Shocks in star forming regions, such as
HH objects and their associated bow shocks, tend to be clumpy and complicated, and are
usually located in dense environments (n∼ 100–1000 cm−3) with low enough shock speeds
(Vs ∼ 100–200 km s−1) to be radiative. In those cases, the optical and UV emission (where
the most valuable shock diagnostic line emission arises) is dominated by emission from the
cooling and recombination zones far downstream from the shock. In those regions the cool-
ing of the gas below 100,000 K and the accompanying compression of the gas result in a
collisional plasma with Te = Tp = Ti . This erases any ‘memory’ of the initial electron-ion
equilibration. Furthermore, a significant fraction of the Ly α continuum produced in the re-
combination zone is expected to pass upstream and ionize the preshock gas. In strong shocks
(Vs > 80 km s−1), this results in complete ionization of hydrogen (Shull and McKee 1979;
Cox and Raymond 1985), thus precluding the use of collisionally excited Balmer line emis-
sion from neutral H (described in the next section) as a temperature equilibration diagnostic.

3.1 Optical Spectroscopy of Balmer-Dominated Shocks: The Te/Tp ∝ V −2
sh Relation

In the late 1970s it was discovered that very fast (∼2000 km s−1) shocks in young SNRs
could generate detectable optical emission very close to the shock transition (Chevalier and
Raymond 1978; Chevalier et al. 1980), providing a valuable diagnostic of physical con-
ditions at the shock before Coulomb collisions or cooling could alter them. This emis-
sion is produced by collisional excitation of H I as it flows into the shock front. The
cold neutral component does not interact directly with the plasma waves and turbulence
at the shock, while the ionized component is strongly heated and compressed by a fac-
tor of four (when the shock is strong). Some of the cold H is destroyed by collisional
ionization; however, the rest of the cold H undergoes charge exchange with hot ions be-
hind the shock, generating a separate population of hot H. Approximately 1 in every 5
collisions results in collisional excitation to the n = 3 level of H, producing Hα and Ly
β emission. The Hα line from the cold neutrals is narrow and reflects the preshock tem-
perature (≤30,000 K), while that from the hot neutrals is broad (typically ≥500 km s−1),
and reflects the postchock temperature (and to a large extent, the velocity distribution)
of the protons (Chevalier and Raymond 1978; Chevalier et al. 1980; Smith et al. 1991;
Ghavamian et al. 2001) (Fig. 1). In Balmer-dominated shocks,the broad to narrow Hα flux
ratio is proportional to the ratio of the charge exchange rate to the ionization rate, with
the latter being highly sensitive to the electron and proton temperatures. This makes the
broad to narrow ratio, Ib/In, very sensitive to Te/Tp . There is only weak dependence of
Ib/In on the preshock H I fraction and preshock temperature, mainly due to differences in
the amount of Ly β converted into Hα in the narrow component (Ghavamian et al. 2001;
van Adelsberg et al. 2008).

The first systematic attempt to use Balmer-dominated SNRs to infer Te/Tp for collision-
less shocks was attempted by Ghavamian et al. (2001). Using the broad Hα line widths
measured from a sample of Balmer-dominated shocks, they constrained the range of plau-
sible shock speeds between the limits of minimal equilibration and full equilibration. They
then predicted the broad-to-narrow ratios for a grid of shock models over this range of Vs
and Te/Tp , allowing Te/Tp to be constrained. The range of broad component Hα widths
observed in SNRs ranges from ∼250 km s−1 for the slowest Balmer-dominated shocks
(Cgynus Loop), to ∼500 km s−1 for intermediate-velocity shocks (RCW 86) and finally
∼2600 km s−1 for the fastest shocks (SNR 0509–67.5). This corresponds to a well-sampled
range of shock speeds: nearly a factor of 10. The primary uncertainty in measurement of
the broad component width at low shock speeds (�200 km s−1, as seen in the Northeastern
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Fig. 1 The Hα line profile of a
Balmer-dominated shock in
RCW 86, acquired with a high
dispersion (resolution
∼10 km s−1) spectrograph
(Sollerman et al. 2003). The
broad (∼500 km s−1) and narrow
(∼30 km s−1) Hα lines are both
resolved. Night sky lines (marked
by the circles) have been left in to
demonstrate their noticeably
narrower width compared to the
Hα lines

Cygnus Loop; Hester et al. 1994) is disentangling the broad and narrow components when
they are of comparable width. At high shock speeds (�2000 km s−1) the main difficulty is
the baseline uncertainty of the surrounding continuum: if the peak of the broad line is low
and the width very large, errors in ascertaining where the broad line merges into the back-
ground can lead to underestimates of the broad component width. The range of Ib/In for this
sample of Balmer-dominated shocks lies between 0.4 and 1.2 (Kirshner et al. 1987; Smith
et al. 1991; Ghavamian et al. 2001, 2003; Rakowski et al. 2009). However, it does not vary
with broad component width in a monotonic fashion.

Recently there has been substantial improvement in the modeling of Balmer-dominated
shocks. Earlier calculations of the broad Hα line profile assumed that it formed from a single
charge exchange (Chevalier et al. 1980; Smith et al. 1991; Ghavamian et al. 2001), and it
treated the hot and cold neutrals as two separate, distinct populations, with a given neutral
belonging to either one or the other. However, in reality an interaction ‘tree’ is required to
track the number of photons emitted by each neutral over multiple excitations and charge
exchanges. These effects were first incorporated in the Balmer-dominated shock models of
Heng and McCray (2007), who also found that charge exchange results in a third population
of neutrals having velocity widths intermediate between the hot and cold neutrals. Further
improvements in modeling of Balmer-dominated shocks were included by van Adelsberg
et al. (2008), who included the momentum transferred by charge exchange between the
hot neutrals and protons. This allowed the bulk velocity of the postshock neutrals to be
calculated separately from those of the protons. Inclusion of the momentum transfer showed
that for shock speeds �1000 km s−1, charge exchange effectively couples the fast neutral
and thermal proton distributions, while for high shock speeds (�5000 km s−1), it does so
far less effectively. This results in a fast neutral distribution that is skewed relative to the
protons in velocity space and an average velocity that is much higher for the fast neutrals
than the protons (van Adelsberg et al. 2008). Together, the inclusion of all these effects
has enhanced the ability of the models to match the observed broad-to-narrow ratios (and
hence predict Te/Tp). In particular, the newer models can now match the low broad-to-
narrow ratio (Ib/In ≈ 0.67) observed in Knot g of Tycho’s SNR, yielding Te/Tp ≈ 0.05,
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Fig. 2 The correlation between
β (≡ Te/Tp ) and shock speed for
Balmer-dominated SNR shocks
is shown, using results from van
Adelsberg et al. (2008). The solid
curve shows the V−2

S
dependence inferred by
Ghavamian et al. (2007) for
Balmer-dominated SNR shocks.
New results quoted from the NE
and NW portions of Tycho’s
SNR (this paper) are marked in
red. The apparent upturn at
Vs � 2000 km s−1 and its
associated error bars are
discussed more fully in the text

Vs ≈ 1600 km s−1. However, even after all the additional physics is included, the Balmer-
dominated shock models are still unable to reach the low broad-to-narrow ratios measured
along the rims of DEM L71 (Ib/In ≈ 0.2–0.7; Ghavamian et al. 2003; Rakowski et al. 2009).
The electron-ion equilibration in DEM L 71 was instead determined via comparison of broad
Hα line FWHM with postshock electron temperatures measured from Chandra observations
(Rakowski et al. 2003). The most promising explanation advanced for the Ib/In discrepancy
has been added narrow component flux from the shock precursor (Raymond et al. 2011;
Morlino et al. 2012a), hitherto not included in the earlier shock models (Ghavamian et al.
2003; Rakowski et al. 2009). These developments are described in more detail in the next
section.

The plot of Te/Tp versus Vs for the available sample of Balmer-dominated shocks shows
a declining trend of equilibration with shock speed (Ghavamian et al. 2007; Heng et al.
2007; van Adelsberg et al. 2008). The trend is described by Ghavamian et al. (2007) as full
equilibration for shock speeds up to and including 400 km s−1, and a declining equilibration
proportional to the inverse square of the shock speed above 400 km s−1. This description
can be characterized in the following way:

Te

Tp
=
{

1 if Vs < 400 km s−1

me
mp
+ (1− me

mp
)( Vs400 )

−2 if Vs ≥ 400 km s−1

}
(5)

where the functional form of the Te/Tp relation is designed to asymptotically transition to
Te/Tp =me/mp at very high shock velocities.

The most up to date plot of Te/Tp versus shock speed, reproduced from van Adels-
berg et al. (2008), is shown in Fig. 2 (Note that the shock models used in producing these
plots do not include contribution from the shock precursor). Although the inverse corre-
lation between Te/Tp and Vs was largely confirmed by van Adelsberg et al. (2008), there
may be some evidence of departure from the Te/Tp ∝ V −2

s relation at shock speeds ex-
ceeding 2000 km s−1. van Adelsberg et al. find that when all three measured broad compo-
nent widths and broad-to-narrow ratios from SN 1006 are included in the plot (Vs ∼ 2200–
2500 km s−1), a slight upturn in the Te/Tp–Vs relation appears. The Te/Tp ratios for those
cases are found to be ∼0.03, superficially similar to

√
me/mp , rather than me/mp . The

reason for the discrepancy is not clear, nor whether this indicates a breakdown in the V −2
s

dependence at shock speeds exceeding 2000 km s−1. Some caveats to consider when inter-
preting the upturn in Te/Tp seen in Fig. 2 are as follows: For shock speeds �2000 km s−1
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collisional ionization and excitation of H are primarily caused by proton (and to a lesser de-
gree, alpha particle) impact (Laming et al. 1996; Ghavamian 1999; Ghavamian et al. 2001;
Tseliakhovich et al. 2012). Experimentally measured cross sections for these interactions
have still not been available to high precision (uncertainties ∼20 %–30 % still exist), al-
though more sophisticated theoretical calculations are now becoming available (see, for ex-
ample, Tseliakhovich et al. 2012) . In addition, as the broad component width increases, the
Hα profiles are spread out over an increasing number of pixels, resulting in noisier spectra
and greater measurement uncertainty in the broad component width. These larger error bars
in turn result in a larger uncertainty in Vs , especially at shock speeds of 2000 km s−1 and
higher.

The best way to further constrain the equilibration-shock speed relation is to add new data
points to the curve shown in Fig. 2. To this end, we present Balmer-dominated Hα profiles
for two additional positions in Tycho’s SNR (different from those of Knot g presented by
Kirshner et al. (1987), Smith et al. (1991) and Ghavamian et al. (2001)). These profiles,
shown in Fig. 3, were acquired with a moderate resolution spectrograph in 1998 (for details
on the observational setup, see Ghavamian 1999 and Ghavamian et al. 2001). The profile
marked ‘NE’ was obtained from a clump of Hα emission located along the northeastern
edge of Tycho’s SNR, approximately 1′ northward of Knot g. The clump appears behind
the main body of the Balmer filaments and exhibits a broad component that is substantially

Fig. 3 Hα profiles from two locations along the Balmer-dominated rim of Tycho’s SNR (Ghavamian
1999). Top: the spectrum of a clump immediately to the north of Knot g (Ib/In = 0.85 ± 0.04;
FWHM = 1300± 65 km s−1). The broad component is substantially redshifted from the center of the nar-
row component (+10.7 ± 1.2 Å, or 490 ± 55 km s−1), indicating that the clump is located on the far side
of the shell, projected ∼20◦ inside of the main Balmer-dominated rim. Bottom: profile acquired from the
northernmost filament in Tycho, Ib/In = 0.45± 0.15, FWHM= 2040± 55 km s−1
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Doppler shifted to the red (10.7± 1.2 Å, or about 490 km s−1). The Doppler shift reflects
the bulk velocity of the hot postshock proton distribution, so the significant velocity shift of
the broad component centroid indicates that the shock in the NE has a substantial velocity
component into the plane of the sky, i.e., that the NE shock is located on the far side of the
blast wave shell.

The broad Hα width of the NE shock is 1300±65 km s−1 (the smallest broad component
width measured in Tycho’s SNR so far), with Ib/In = 0.85± 0.04. The NW shock, on the
other hand, has a broad Hα width of 2040± 55 km s−1 (the largest broad component width
measured in this SNR so far), with Ib/In = 0.45± 0.15. Neither of these broad-to-narrow
ratios is strictly reproduced by the latest models of van Adelsberg et al. (2008), with the
lowest predicted ratios being for Case B (the assumption of optically thick conditions for
Ly β photons in the narrow component) and for low equilibrations (Te/Tp � 0.1). For these
low equilibrations, the corresponding shock speeds for the NE and NW shocks in Tycho
are approximately 1400 km s−1 and 2250 km s−1 (using Figs. 5 and 10 of van Adelsberg
et al. 2008). In Fig. 2 we have added data from the NE and NW shocks in Tycho’s SNR
to the Te/Tp − Vs plot. The two data points help fill in a portion of the plot where the
data are sparse: the region between approximately 1200 km s−1 and 1500 km s−1, as well as
the region beyond 2000 km s−1, where the existing data are taken entirely from SN 1006.
The added point near 1400 km s−1 is fully consistent with the V −2

s relation, while Te/Tp
is not well constrained enough for the point at 2250 km s−1 to contradict the appearance
of an upturn at the highest shock velocities. It is clear that proper characterization of the
equilibration-shock velocity curve above 2000 km s−1 will require both higher signal-to-
noise spectra on existing Balmer-dominated shocks, as well as new data points beyond a
broad component width of 2500 km s−1.

3.2 Exceptions to Te/Tp ∝ V −2
sh

Although the inverse squared relation between equilibration and shock velocity appears has
been the most salient result of the study of Balmer-dominated shocks, there have been
discrepant results reported in a small subset of cases. Recently the broad Hα component
in the LMC SNR 0509–67.5 was detected for the first time (Helder et al. 2010). Broad
emission was observed along both the northeastern rim (FWHM 3900± 800 km s−1) and
southwestern rim (FWHM 2680 ± 70 km s−1), with the former being the fastest Balmer-
dominated shock detected to date having the characteristic broad and narrow component
Hα emission. Interestingly, the broad-to-narrow ratios for both shocks are exceptionally
low, Ib/In = 0.08 ± 0.02 and 0.29 ± 0.01 along the NE and SW rims, respectively. As
noted by Helder et al. (2010) these ratios are nearly twice as large as the smallest ones pre-
dicted by the models of van Adelsberg et al. (2008), precluding measurement of Te/Tp from
the Balmer-dominated spectra and implicating excess narrow component Hα emission in
a cosmic ray precursor once again. Using RGS spectra of SNR 0509–67.5 acquired with
XMM-Newton, they obtained a forward shock speed of approximately 5000 km s−1 in the
SW. This implies a broad Hα width of 3600 km s−1, substantially smaller than the mea-
sured width of 2680 km s−1. Helder et al. (2010) suggest that this indicates some thermal
energy loss (∼20 %) to cosmic ray acceleration. This picture is supported by the presence
of nonthermal X-ray emission in their fitted RGS spectra of SNR 0509–67.5.

The result described above relies upon an accurate disentangling of the bulk Doppler
broadening from the thermal Doppler broadening in the X-ray lines. The disentangling de-
pends on parameters such as the ratio of reverse shock to forward shock velocities, as well
as the ratio of the gradients in the reverse and forward shock velocities, which in turn had to
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be assumed from evolutionary SNR models. The result, while intriguing, is still significantly
uncertain. On the other hand, Helder et al. (2010) found that the X-ray shock velocities from
the NE could only be reconciled with the observed broad Hα width there if Te/Tp ≈ 0.2,
which clearly which predicts Te/Tp ∼me/mp predicted from Eq. (5). If this result were to
be confirmed by future observations, it would present a new challenge in understanding how
electron-ion equilibration occurs in fast collisionless shocks. One possibility, given the pres-
ence of nonthermal X-ray emission in the spectra of 0509–67.5 (Warren and Hughes 2004;
Helder et al. 2010) is that the moderate loss of thermal energy to cosmic ray acceleration
may have slightly increased the compression and reduced the temperature at the shock front
compared to the case with no acceleration (Decourchelle and Ellison 2000; Ellison et al.
2007). Both of these effects would tend to render the plasma more collisional, possibly ex-
plaining the Te/Tp ≈ 0.2 result. However, it is also worth noting that the shock velocity used
for obtaining Te/Tp in the NE is subject to the same model dependence and uncertainties as
the SW measurements, so similar caution is required in its interpretation.

A similar combined optical and X-ray study of RCW 86 was performed by Helder et
al. (2009, 2011). There, the broad component Hα widths were supplemented with electron
temperatures measured from XMM-Newton RGS spectra from the same projected locations
along the rim. One of the main results of this study was that the slower shocks (broad Hα
FWHM ∼ 500–600 km s−1) showed Te/Tp ∼ 1, agreeing with earlier results from simi-
lar shocks observed both in RCW 86 and elsewhere (Ghavamian et al. 1999, 2001, 2007).
However, Helder et al. (2011) found while the results were indeed consistent with low equi-
libration at the shock front for fast shocks (Te/Tp ≈ 0.02 for broad FWHM∼ 1100 km s−1))
and higher equilibration for the slower shocks (Te/Tp ≈ 1 for broad FWHM ∼ 650 km s−1),
their X-ray derived electron temperatures were inconsistent with Te = 0.3 keV at the shock
front contradicting the suggestion of Ghavamian et al. (2007) that shocks above 400 km s−1

may all heat electrons to roughly 0.3 keV. However, a major caveat of these results is that
the forward shock in RCW 86 is believed to be impacting the walls of a wind-blown bubble
(Williams et al. 2011), resulting in substantial localized variations in shock speed around the
rim. These variations occur as different parts of the forward shock impact the cavity wall
at different times. While the broad component Hα widths closely trace the current position
of the shock front, the X-ray emission behind that shock arises over a much more extended
spatial scale, and is sensitive to the history of the forward shock interaction with the cavity
wall. Furthermore, narrowband Hα imagery of RCW 86 with the ESO Very Large Telescope
(Helder et al. 2009, 2011) shows a complex morphology of filaments, especially along the
eastern side of the SNR. The broad Hα components of these filaments exhibit substan-
tial, localized variations in line width, ranging from ∼ 600 km s−1 FWHM to 1100 km s−1

(Ghavamian 1999; Helder et al. 2009, 2011). These variations reflect localized changes in
density and viewing geometry along the line of sight. As such, uniquely mapping the ob-
served Balmer filaments to their corresponding X-ray emission in XMM-Newton data (espe-
cially given the somewhat coarse 10′′ spatial resolution of that instrument) is fraught with
uncertainty. Additional corroboration for these results would be desirable.

3.3 Imprint of the Shock Precursor on the Hα Line Profile

Perhaps the most important and exciting recent development in our understanding of
Balmer-dominated shocks has come with the development of new kinetic-based shock
models. Blasi et al. (2012) have introduced a kinetic model for following the momen-
tum and energy exchange between neutrals and ions, along with the back-reaction of
those neutrals when they pass back upstream and form a fast neutral precursor. Rather
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than assume a Maxwellian velocity distribution for the neutrals (as had been done in
previous models, despite the lack of thermal contact between neutrals needed to justify
such an assumption), both the ion and neutral distributions are computed from their ap-
propriate Boltzmann equations. Building on these models, Morlino et al. (2012a, 2012b)
have confirmed what had been suspected earlier (Smith et al. 1994; Hester et al. 1994;
Sollerman et al. 2003), namely that the broadening of the narrow component beyond the
expected ISM value (∼25–30 km s−1 instead of 10 km s−1) is most likely due to heating
in a cosmic ray precursor. In particular, Morlino et al. (2012a) found that the characteristic
charge exchange length of the incoming neutrals exceeds that of the neutrals crossing back
upstream, so that the narrow component width is impacted not by the neutral return flux,
but rather by heating in the cosmic ray precursor. Raymond et al. (2011) predicted a similar
broadening of the narrow component, though they focused mainly on the contribution of
collisional excitation in the precursor to the flux in the narrow Hα component. Spatially re-
solved line broadening of the narrow Hα component was detected in ground-based longslit
spectroscopy of Knot g in Tycho (Lee et al. 2007). In addition, a small ramp-up in Hα
emission was observed ahead of Knot g in HST imagery Tycho’s SNR (Lee et al. 2010).
The results, taken together, are strong evidence for the presence of cosmic ray precursors in
Balmer-dominated SNRs.

One prediction of the new Balmer-dominated shock models is the existence of a third
component of the Hα emission (Morlino et al. 2012a, 2012b). When the hot neutrals escape
upstream, they undergo charge exchange with the colder preshock protons. This results in
fast protons with cold neutrals, with the former rapidly equilibrating with preshock protons
and pre-heating the gas. The temperature of the equilibrated protons in the precursor lies
between the temperature of the far upstream protons (∼5000 K) and the far downstream
protons (∼106–108 K), typically ∼105 K. Further charge exchange between these warm
protons and the preshock neutrals gives rise to a third, ‘warm’ neutral component (neither
fast nor slow) having velocity widths of hundreds of km s−1 (Morlino et al. 2012a). Inter-
estingly, the presence of a third Hα component was first observationally reported by Smith
et al. (1994) in their high resolution echelle spectroscopy of Balmer-dominated SNRs in
the Large Magellanic Cloud (an example of one of the spectra from Smith et al. (1994) is
reproduced in Fig. 4). A third Hα component was also reported in high resolution spectra of
Knot g in Tycho’s SNR (Ghavamian et al. 2000). In their models of Balmer-dominated shock
emission, Morlino et al. (2012a) found that the importance of the third component relative to
that of the broad and narrow components depends strongly on the preshock neutral fraction
and Te/Tp , in line with earlier theoretical predictions on properties of a fast neutral precur-
sor (Smith et al. 1994). The fact that the third component has been detected in Tycho’s SNR
(width ∼150 km s−1) is consistent with the high preshock neutral fraction (fH I ∼ 0.9) in-
ferred from the broad-to-narrow ratio of Knot g by Ghavamian et al. (2001). A similar third
component may have been detected in high resolution spectra of SNR 0509–67.5, where
measurement of the narrow component width required the inclusion of an additional com-
ponent of width 75 km s−1 (Smith et al. 1994). The new fast neutral precursor models predict
that a substantial fraction of the Hα excitation in Balmer-dominated shocks can arise ahead
of the shock, where warm neutrals are excited by electron impact. Interestingly, the relative
contribution of the preshock Hα to the total (upstream + downstream) is sensitive to Te/Tp
behind the shock. Morlino et al. (2012a) found that up to 40 % of the total Hα flux from a
Balmer-dominated shock can arise from the fast neutral precursor when Vs ∼ 2500 km s−1

and Te/Tp = 1 both upstream and downstream. In these models the preshock contribution to
the total flux drops substantially for lower downstream equilibrations for Vs � 1000 km s−1

(the slowest shocks considered by Morlino et al. 2012a). This is generally consistent with
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Fig. 4 High dispersion Hα
profiles of the Balmer-dominated
SNR 0509–67.5 in the Large
Magellanic Cloud (Smith et al.
1994). The broad component is
not detected due to the high
dispersion. The narrow
component from the east rim of
the SNR (solid line) shows
intermediate velocity wings of
width ∼100 km s−1, while that
of the center (dotted line) does
not. The intermediate component
is now believed to arise within a
fast neutral precursor (Morlino
et al. 2012a)

the fact that in most cases, shock models not including the precursor Hα emission have been
able to match the observed broad-to-narrow ratios. In other words, if the postshock temper-
ature equilibration were not low for such fast shocks, the agreement between the observed
and predicted Ib/In would have been substantially worse for such remnants as Tycho’s SNR
and SN 1006.

3.4 Ultraviolet and X-ray Studies of Balmer-Dominated Shocks

SN 1006 is an example of a SNR accessible to UV spectroscopy due to its galactic location,
450 pc up from the galactic plane, and therefore with relatively low extinction due to inter-
vening dust and gas. The Hopkins Ultraviolet Telescope (HUT) observed the UV resonance
lines of He II λ1640, C IV λλ1548, 1550, N V λλ1238, 1243, and O VI λ1032, 1038 (Ray-
mond et al. 1995) emitted from the Balmer dominated filament in the NW quadrant. The
line showed Doppler broadening consistent with that of the H α broad component observed
in the optical, indicating insignificant ion-ion equilibration. Laming et al. (1996) were also
able to infer the degree of electron-ion equilibration at the shock.

He II λ1640, by virtue of its relatively high excitation potential ∼48 eV, is excited only
by electrons, and its intensity is therefore directly related to the electron temperature. C IV
λλ1548, 1550, N V λλ1238, 1243, and O VI λ1032, 1038, by contrast, have much lower
excitation potentials of ∼8, 10 and 12 eV, so although these ionization states are established
by electrons, the line emission in these transitions can also be excited by impacts with hot
protons and α particles, and the intensity ratio of He II λ1640 to C IV λλ1548, 1550, N V
λλ1238, 1243, and O VI λ1032, 1038 can be sensitive to the post-shock electron-proton
temperature equilibration. The spatial distribution of the UV resonance line emission, when
spatially resolved, provides additional constraints on the degree of electron-ion equilibration
at the shock front. For shocks slower than 1500 km s−1, Te = Tp at the shock front results
in both a more rapid rise and higher maximum in emissivity of the UV resonance lines with
distance behind the shock (see Fig. 5).

Laming et al. (1996) calculated impact excitation cross sections for protons and α par-
ticles colliding with Li-like ions, using a partial wave expansion with the Coulomb-Bethe
approximation, and applying a unitarization procedure following Seaton (1964). They found
a degree of equilibration of order Te/Tp ∼ 0.05 or less, which implied for a 2250 km s−1

shock an electron temperature immediately postshock of <5× 106 K, in very good agree-
ment (and actually predating) the optical results discussed above in Sect. 4.1.
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Fig. 5 The spatial distribution of
the O VI(1032+ 1038)
emissivity behind a 350 km s−1

planar shock at a distance of
500 pc (parameters appropriate to
the fastest Balmer-dominated
shocks in the Cygnus Loop),
shown for the cases of full,
instant equilibration at the shock
front (Te/Tp = 1) and minimal
equilibration (Te/Tp =me/mp ).
Analysis and modeling of the Hα
profiles, as well as the O VI and
X-ray emission indicate that
Te/Tp ≈ 1 for the Cygnus Loop

The ion-ion equilibration in SN 1006 was revisited by Korreck et al. (2004), using higher
spectral resolution FUSE data comprising O VI λ1032, 1038 and the broad Ly βλ1025
emission lines. They found a slightly broader line profile in Ly β , implying less than mass-
proportional heating and possibly a small degree of ion-ion equilibration.

SN 1987A represents another SN/SNR in a region of the sky accessible to UV obser-
vations. HST COS observed the He II λ1640, C IV λλ1548, 1550, N V λλ1238, 1243 and
N IV λλ1486 lines emitted from the reverse shock (France et al. 2011). When combined with
optical spectroscopy of H α, the Te/Tp ratio at the shock is determined to be in the range
0.14–0.35, significantly higher than similar ratios coming from Balmer dominated forward
shocks. France et al. (2011) argued that a different equilibration mechanism is likely at work.
Considering the relative youth of SN 1987A, and the fact that the reverse shock is the origin
of the emission, significant populations of cosmic rays and associated magnetic field ampli-
fication are unlikely. In fact, in the expanding ejecta the magnetic field is likely to be very
weak, leading to a very high Aflvén Mach number shock. As will be discussed below in
connection with shocks in galaxy clusters, electron heating in such a case is likely to be due
to acceleration in the cross-shock potential. The cross-shock potential is effective at heating
electrons, and so may explain the higher Te/Tp in SN 1987A.

The forward shock of SN 1987A has also been observed in X-rays with the grating instru-
ments on Chandra (e.g. Zhekov et al. 2009). In general electron heating well below complete
equilibration is seen, though precise interpretation is difficult because one observation sees
emission from shocks at a variety of different velocities, due to irregularities in the density
of the surrounding medium.

3.5 Do Results from the Balmer-Dominated Shocks Apply to Fully Ionized Shocks?

The inverse relationship between the temperature equilibration and shock speed is an in-
teresting result from studies of Balmer-dominated SNRs. However, the applicability of this
result to both fully ionized shocks and shocks undergoing efficient CR acceleration (�50 %
of their energy transferred to CRs) remains unsettled. Recently, Vink et al. (2010) used a
two-fluid-model for cosmic rays and thermal gas to simulate the effect of cosmic ray ac-
celeration on the temperature and ionization structure of fast, non-relativistic shocks. They
found that if 5 % of the shock energy were to be channeled into cosmic rays (the minimum
needed if SNRs are the dominant source of cosmic rays) then approximately 30 % of the
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postshock pressure must reside in cosmic rays (corresponding to a ratio of cosmic ray to
total postshock pressure, w, of 0.3). For w = 0.3, Vink et al. (2010) predicted a lowering of
the average temperature of the postshock gas to ∼70 % of the value when the cosmic ray
contribution is ignored. This is a significant alteration of the postshock temperature profile,
and should result in much more rapid equilibration of electrons and protons close to the
shock.

However, do the effects described above actually occur in SNR shocks? One of the princi-
ple lines of evidence cited by Vink et al. (2010) in support of this picture was the result found
in RCW 86 by Helder et al. (2009). In that SNR, the broad Hα widths of Balmer-dominated
filaments were found to be nearly 50 % smaller than the minimum allowed given their X-ray
proper motions. Filaments in the NE of the SNR exhibited broad Hα widths of 1000 km s−1,
but their apparent X-ray counterparts, which exhibited strong X-ray synchrotron (nonther-
mal) emission, exhibited proper motions indicating shock speeds of 3000–6000 km s−1. This
result, along with the theoretical prediction that X-ray synchrotron emission requires shock
speeds of at least 2000 km s−1 (Aharonian et al. 1999) was taken by Helder et al. (2009)
and Vink et al. (2010) as evidence for substantial energy loss (w ∼ 0.5) from the Balmer-
dominated shocks to cosmic rays. However, this association has now been refuted by subse-
quent multi-epoch optical imagery of the Hα filaments, which have failed to show the kind
of high proper motions seen in the nonthermal X-ray filaments (Helder et al. 2011, in prepa-
ration). Instead, they show proper motions consistent with shock speeds predicted by the
broad Hα widths without energy loss to cosmic rays(∼600–1200 km s−1), implying that w
< 0.2. The association between the Balmer-dominated shocks studied spectroscopically by
Helder et al. (2009) and the X-ray filaments was due either to coincidental spatial alignment,
or due to sudden deceleration of the outer shock in RCW 86 during its encounter with the
surrounding cavity wall (Williams et al. 2011; Helder et al. 2011, in preparation).

The lack of association between the Balmer-dominated filaments and the non-thermal
X-ray filaments in RCW 86 raises some important questions about the feasibility of us-
ing Balmer-dominated shocks to study electron-proton equilibration in cases where 50 %
or more of the thermal energy is diverted to cosmic rays. In SNRs such as SN 1006
(Koyama et al. 1995; Katsuda et al. 2010a), Tycho’s SNR (Warren et al. 2005; Katsuda
et al. 2010b), Cas A (Vink and Laming 2003) and RX J1713.7–3946 (Koyama et al. 1997;
Slane et al. 1999; Tanaka et al. 2008) the presence of strong synchrotron X-ray fila-
ments has been interpreted as evidence for highly efficient cosmic ray acceleration. The
narrowness of the synchrotron filaments most likely reflects the short emitting lifetimes
of the ultra high energy electrons (energies ∼10–100 TeV) as they spiral in the post-
shock magnetic field (Vink and Laming 2003). The detection of γ -ray emission from
the shells of SN 1006 (Acero et al. 2010) and RX J1713.7–3946 (Aharonian et al. 2006;
Abdo et al. 2011) has shown that cosmic rays are accelerated to energies as high as 100 TeV
in these SNRs. In all cases thermal X-ray emission has been exceptionally faint due to the
very low inferred preshock densities (�0.1 cm−3), making it more likely that the overall
X-ray emission will be dominated by synchrotron radiation from the most energetic cos-
mic rays. SNRs expanding into such low density media can propagate at the high shock
speeds required for cosmic ray acceleration (�2000 km s−1; Aharonian et al. 1999) for a
longer time, allowing their structure to become modified by the back pressure from the cos-
mic rays. Investigating the temperature and ionization structure of such shocks with Balmer
line spectroscopy requires finding Balmer-dominated shocks exhibiting X-ray synchrotron
radiation.

All of the known SNRs exhibiting Balmer-dominated shocks have also been imaged
at X-ray wavelengths with Chandra or XMM, allowing reasonably detailed searches for
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Fig. 6 An Hα narrowband
image of Tycho’s SNR (red;
courtesy P.F. Winkler), overlaid
onto the Chandra 3–8 keV hard
X-rays (green) and Chandra
0.5–3 keV soft X-rays (blue).
Both optical and X-ray images
were acquired during the same
epoch (2007). Note the near
mutual exclusivity of the Balmer
emission and hard X-ray
emission

shocks emitting both Hα and synchrotron X-ray emission (the latter producing hard con-
tinuum that is dominant at energies of 2 keV and higher). A detailed comparison for all
Balmer-dominated SNRs has not yet been published. However, even a cursory comparison
between the narrowband Hα and hard X-ray images of these SNRs shows a distinct anti-
correlation between shocks emitting in these two bands. For example, overlaying Hα and
Chandra images of Tycho’s SNR acquired during the same epoch (2007) (Fig. 6) shows lit-
tle or no correlation between the prominent Balmer-dominated filaments on the eastern and
northeastern edges and the non-thermal X-ray filaments (E ≥ 3 keV) circling the remnant.
The Balmer-dominated filaments (shown in red in Fig. 6) on the eastern side of Tycho’s
SNR are seen projected 30′′–1′ inside the edge of the nonthermal X-ray filaments (marked
in green), an indication that portion of the shell along the line of sight has significantly de-
celerated. The Balmer filaments are seen at the outermost edge of the thermally emitting
X-ray ejecta (marked in blue), but only at locations where little or no nonthermal X-ray
emission is present. The bright optical filament known as Knot g (at the far left edge of
Fig. 6) is the only location where Balmer filaments and X-ray synchrotron emission appear
coincident. However, upon closer inspection the anticorrelation between the Balmer line and
synchrotron emission can be seen in Knot g as well: the upper half of the filament, where
Balmer line emission is strongest, exhibits minimal synchrotron emission, while the oppo-
site is true in the lower half of the filament. The enhanced nonthermal emission inside of
Knot g may be due to the strong recent deceleration of Knot g, where the SNR is currently
propagating into a strong density gradient at the outermost edge of an H I cloud (Ghavamian
et al. 2000). The lack of optical/X-ray synchrotron correlation is especially striking given
that the Balmer-dominated filaments in Tycho’s SNR have a high enough shock velocity
(∼1800–2100 km s−1) to accelerate particles to TeV energies.

The anticorrelation between the optical and nonthermal X-ray emission can be observed
in other SNRs as well, including SN 1006, where recently X-ray proper motions have been
measured along the entire rim by Katsuda et al. (2012). As with Tycho’s SNR, the loca-
tions of the Balmer-dominated filaments and the nonthermal X-ray filaments along the NW
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rim of SN 1006 are mutually exclusive. Instead, the Balmer-dominated shocks are closely
associated with thermal X-ray filaments having a proper motion consistent with a shock ve-
locity of 3300± 200± 300 km s−1 (statistical and registrational uncertainties, respectively)
for a distance of 2.2 kpc. This result is in excellent agreement with the shock velocity of
2890± 100 km s−1 determined from the broad Hα width and broad-to-narrow ratio of the
NW filament by Ghavamian et al. (2002). Such close agreement is a strong indication that
little substantial energy has been lost from the thermal plasma to cosmic ray acceleration,
similar to optical proper motion studies from RCW 86 (Helder et al., in preparation).

From the above discussion it appears that Balmer-dominated SNRs, while offering pow-
erful diagnostics of Te/Tp and Vs , are not useful for investigating equilibration the extreme
cases of strongly cosmic-ray modified shocks. In fact, the very condition allowing for the
detection of the Balmer line emission—presence of neutral gas ahead of the shock—is also
responsible for limiting the fraction of shock energy lost to cosmic ray acceleration. Quan-
titative evaluations of this effect by Drury et al. (1996) and Reville et al. (2007) show that
when the preshock gas is significantly neutral, Alfvén waves driven by the cosmic rays
ahead of the shock are dissipated by ion-neutral damping. As long as the charge exchange
frequency, ωcx (≡ nHI 〈σcxv〉) is larger than the Alfvén wave frequency, ωA (≡ kvA) the ions
and neutrals oscillate coherently, and ion-neutral damping is not important. However, when
ωcx < ωA the neutrals are left behind by the ions in the Alfvén wave motion, and during the
incoherent oscillation between the two, charge exchange exerts a drag on the Alfvén waves,
damping them. The condition required for Alfvén waves to not be strongly damped in the
precursor can be written out as

nHI 〈σcxv〉> kvA (6)

where vA ≡ B

(4πmini )1/2
is the Alfvén speed of the ions ahead of the shock and nHI is the

preshock neutral density. Given that cosmic rays resonantly scatter off Alfvén waves having
Doppler shifted frequencies comparable to their gyrofrequency, and that the cosmic ray
gyrofrequency is related to its energy via ωcr ≡ ecB/E, the inequality above can be cast in
terms of the energy, Ecrit , below which a significant fraction of the cosmic ray flux out of
the shock is reduced by ion-neutral damping:

Ecrit (TeV)= 0.07
B2

3T
−0.4

4

xHI (1− xHI )1/2n3/2
(7)

where we have set 〈σcxv〉 ≈ 8.4× 10−9T 0.4
4 cm3 s−1 (Kulsrud and Cesarsky 1971), B3 is the

preshock magnetic field strength in units of 3 µG, n and xHI are the total preshock density
and neutral fraction, and T4 is the preshock temperature in units of 104 K. For Balmer-
dominated SNRs, where recent models have required moderate amplification of the preshock
magnetic field (ΔB/B ∼ 3–5; Ghavamian et al. 2007) and where the preshock temperature
may exceed 20,000 K (Raymond et al. 2011), Ecrit ∼ 4 TeV for the typical case where
xHI = 0.5 cm−3. SNRs exhibiting nonthermal X-ray emission are believed to contain cosmic
rays with energies of tens of TeV, so Ecrit ∼ 4 TeV is certainly high enough reduce the
effectiveness of Balmer-dominated shocks in producing nonthermal X-ray emission.

However, as noted earlier, a modest back pressure from cosmic rays is required to explain
the width of the Hα narrow component line, as well as the low broad-to-narrow ratios seen
in some SNRs (Rakowski et al. 2009; Raymond et al. 2011). In fact, one model for electron
heating in fast collisionless shocks requires at least some feedback from the cosmic rays in
order to explain the moderate heating of electrons in SNRs, as well as the inverse squared
relationship between Te/Tp and Vs (Ghavamian et al. 2007, described in the next section).
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Furthermore, as pointed out by Drury et al. (1996), the ion-neutral damping of Alfvén waves
in the precursor is unimportant for cosmic rays which have already exceeded Ecrit . Since the
acceleration time for cosmic rays shortens considerably with shock speed (τacc ≈ κCR/V 2

s ;
(Malkov and Drury 2001), the fastest Balmer-dominated shocks are more likely to have
accelerated particles beyond Ecrit and hence will begin to exhibit nonthermal X-ray emis-
sion and cosmic-ray modified shock structure. A good example is the aforementioned SNR
0509–67.5, where the shock speeds exceed 5000 km s−1 (Helder et al. 2010) and nonthermal
X-ray emission from cosmic ray accelerated electrons is detected from the forward shock.
The forward shocks in more evolved Balmer-dominated SNRs (such as SN 1006 and Ty-
cho’s SNR) will have swept up more mass and slowed down to speeds �2000 km s−1, by
which point τacc will have lengthened and the shocks will be less cosmic-ray dominated.

4 Models for Electron Heating in SNRs

Given the lack of in situ measurements of the particle distributions in SNRs, the electron
heating mechanisms in these shocks have been studied primarily via numerical methods. On
one hand, a number of studies have focused on electron heating in relativistic shocks, with
the aim of modeling high energy emission from gamma-ray bursts (e.g., Gedalin et al. 2008;
Sironi and Spitkovsky 2011). These shocks are in a different area of parameter space than
the SNR shocks discussed here, and the physics governing the electron heating in relativis-
tic shocks is substantially different. At the very high Alfvénic Mach numbers characteristic
of gamma-ray bursts, the shock transition becomes very thin (less than an electron gyro-
radius). Electrons in this case may be once again accelerated by the cross shock potential,
similar to the very low Mach number case. On the other hand, a number of other stud-
ies consider non-relativistic shocks relevant to SNRs (�0.01c), where accelerated particles
such as cosmic rays or solar energetic particles (SEPs) may play an important role in es-
tablishing their shock structure. These studies have sought to identify plasma waves capa-
ble of boosting electrons to mildly relativistic energies (e.g., Amano and Hoshino 2010;
Riquelme and Spitkovsky 2011), with the objective of understanding how electrons are in-
jected into the cosmic ray acceleration process. This is a different (though related) ques-
tion from what we consider here, namely how electrons are promptly heated to temper-
atures ∼5×106 K at the shock front (Ghavamian et al. 2007; Rakowski et al. 2008).
This limits our consideration of the work done so far to two broad scenarios of elec-
tron heating in fast, non-relativistic collisionless shocks. One scenario is based on lower
hybrid wave heating in the cosmic ray precursor (Laming 2000; Ghavamian et al. 2007;
Rakowski et al. 2008) while the other is based on counterstreaming instabilities ahead of
the shock (e.g., the Buneman instability, Cargill and Papadopoulos (1988), Matsukiyo 2010;
Dieckmann et al. 2012). We discuss these mechanisms below in turn.

4.1 Lower Hybrid Wave Heating

The most significant result of the Balmer-dominated shock studies, the inverse squared re-
lation between Te/Tp and Vs , places a useful constraint on the range of plausible equi-
libration mechanisms at the shock front. The simplest way to obtain Te/Tp ∝ V −2

s is to
set ΔTe ≈ const at shock speeds of 400 km s−1 and higher, while allowing Tp to rise ac-
cording to the Rankine-Hugoniot jump conditions, kΔTp ≈ 3

16mpV
2
s . The requirement that

Te/Tp = 1 at Vs = 400 km s−1 gives ΔTe ≈ 0.3 keV for Vs ≥ 400 km s−1, independent of
shock velocity (Ghavamian et al. 2007). Although there may be marginal evidence of a
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departure from this relation at shock speeds exceeding 2000 km s−1 (van Adelsberg et al.
2008), a velocity-independent heating of electrons in SNR shocks is an important clue to
the nature of plasma heating processes in fast collisionless shocks. It suggests that plasma
processes ahead of the shock front are an important (if not dominant) source of electron
heating in SNRs (Ghavamian et al. 2007; Rakowski et al. 2009).

As mentioned earlier, strong interstellar shocks are expected to form a precursor where
cosmic rays crossing upstream give rise to Alfvén waves and turbulence (Blandford and
Eichler 1987; Jones and Ellison 1991), compressing and pre-heating the gas before it en-
ters the shock. As long as the shock is strong (vdownstream/Vs ≈ 1/4) and cosmic ray
pressure does not dominate the postshock pressure (ΔB/B does not greatly exceed unity,
with �20 % of the postshock pressure provided by cosmic rays) the thermal heating
within the precursor does not depend strongly on shock velocity. The limited range of
narrow component Hα widths observed in Balmer-dominated SNRs over a wide range in
shock speeds (Sollerman et al. 2003; Raymond et al. 2011) is consistent with the rela-
tive insensitivity of the preshock heating to shock speed. Since the widening of the Hα
narrow component line is now believed to arise in a precursor where the gas is heated
by the damping of cosmic-ray driven waves (Wagner et al. 2009; Raymond et al. 2011;
Morlino et al. 2012a), it stands to reason that perhaps the physical processes generating a
constant electron heating with shock speed (ΔTe ≈ 0.3 keV) also originate within the cosmic
ray precursor.

The above argument was used by Ghavamian et al. (2007) and Rakowski et al. (2008)
to advocate for a heating model where lower hybrid waves within the cosmic ray precursor
preheat electrons to a constant temperature before they enter the shock front. This model
was based on the conception of McClements et al. (1997), who suggested that lower hybrid
waves driven by the reflected population of nonthermal ions could generate lower hybrid
waves ahead of the shock, pre-heating electrons and injecting them into the cosmic ray
acceleration process. The condition for generating such waves is that the shock be quasi-
perpendicular, and that the reflected ions form a beam-like (gyrotropic) distribution. A simi-
lar scenario was suggested by Ghavamian et al. (2007) and Rakowski et al. (2008), but with
one crucial difference: the reflected particles considered are ultra-relativistic cosmic rays
rather than suprathermal ions. The lower hybrid waves are electrostatic ion waves which
propagate perpendicular to the magnetic field and whose frequency is the geometric mean
of the electron and ion geofrequencies, ωLH = (ΩeΩi)

1/2. The group velocity of these waves
is directed primarily along the magnetic field lines (k2

||/k
2
⊥ =me/mp; Laming 2001) and the

waves can simultaneously resonate with ions moving across the field lines and electrons
moving along the field lines. Although the growth rate of lower hybrid waves is generally
small (Rakowski et al. 2008), their group velocity perpendicular to the magnetic field (and
hence the shock front) can be on the order of the shock velocity (∂ω/∂k⊥ ≈ Vs ). This allows
the lower hybrid waves to remain in contact with the shock for long periods of time, attain-
ing high intensities capable of effectively heating the electrons (McClements et al. 1997;
Ghavamian et al. 2007).

In the case of cosmic rays, the time spent by the electrons in the precursor is t ∼ κCR/v2
sh.

The kinetic energy acquired by the electrons in the precursor is ΔEe ∝D|| ||t , where D|| || is
the momentum diffusion coefficient of electrons (Ghavamian et al. 2007). For lower hybrid
wave turbulence, D|| || ∝ V 2

s (Karney 1978; Ghavamian et al. 2007; Rakowski et al. 2008),
so that ΔEe ≈ 1

16 (
me
mp
)1/2meΩeκCR ∝ BκCR ∼ const, as needed to account for the inverse

squared relationship between equilibration and shock speed. Note that under the assumption
that nonlinear amplification of the preshock magnetic field is not too strong (ΔB/B ∼ 1),
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κCR is that of Bohm diffusion, which scales as 1/B , so that ΔEe is also approximately
independent of B .

During the past decade more refined models of cosmic ray acceleration have shown that
a non-resonant mode of Alfvén waves, having a higher growth rate than the previously
considered resonant mode (Skilling 1975), can be excited by cosmic rays in the precursor
(Bell and Lucek 2001; Bell 2004, 2005). Unlike for the resonant case, the non-resonant
amplification allows for ΔB/B � 1, driving preshock magnetic fields to values as high as
1 mG (Vink and Laming 2003; Berezhko et al. 2003; Bamba et al. 2005; Ballet 2006). Such
magnetic fields are hundreds of times stronger than the canonical preshock magnetic field of
3 µG and high enough to account for the observed narrowness of X-ray synchrotron-emitting
rims in such SNRs as SN 1006 (assuming the narrowness is due to rapid cooling of high
energy electrons behind the shock; see Ballet 2006 and Morlino et al. 2012a). Additional
studies have suggested that non-resonant amplification may dominate early in the life of the
SNR, while resonant amplification may take over during the Sedov-Taylor stage of evolution
(Amato and Blasi 2009; Schure et al. 2012), though in either case, ΔB/B >10 is readily
attained. Such a strong magnetic field effectively reduces the acceleration time for particles,
and is very well suited for explaining how cosmic rays can reach the knee in the cosmic ray
spectrum near 1015 eV (Bell and Lucek 2001; Eriksen et al. 2011).

An important factor influencing the effectiveness of lower hybrid wave heating of elec-
trons is the orientation of the preshock magnetic field relative to the shock front. Lower
hybrid wave heating is only effective in perpendicular shocks (Vink and Laming 2003;
Ghavamian et al. 2007; Rakowski et al. 2008). Given their spherical global geometry,
SNR blast waves generally propagate at a range of angles to the interstellar magnetic
field. X-ray observations and models of such SNRs as SN 1006 (Orlando et al. 2007;
Petruk et al. 2008) have indicated that perpendicular shocks are far more effective at ac-
celerating cosmic rays than parallel shocks. Although the detailed implications of such dif-
ferences have not yet been worked out for the lower hybrid wave heating model, Rakowski
et al. (2008) argue that even for quasi-parallel shock geometries the cosmic ray current driv-
ing the nonresonant Alfvén waves will generate a significant perpendicular magnetic field
ahead of the shock (such a possibility has also been inferred from numerical simulations;
Riquelme and Spitkovsky 2011). This would allow lower hybrid wave growth to overtake
modified Alfvén wave growth for arbitrary orientations of the far upstream magnetic field,
and allow for a more ubiquitous role for lower hybrid wave heating of electrons.

The amplification of the preshock magnetic field well beyond its far upstream value intro-
duces an interesting possibility: effective lowering of the Alfvénic (and hence magnetosonic)
Mach number of the shock. For the Balmer-dominated shocks, where analysis of the optical
spectra has shown that at best only a moderate fraction (�20 %) of the shock energy has
likely been channeled into cosmic rays, the widening of the Hα narrow component has been
interpreted as nonthermal broadening caused by the lowest frequency waves in the precur-
sor (Ghavamian et al. 2007; though see Raymond et al. 2011 for a thermal interpretation).
To explain the 30–50 km s−1 widths of the Hα narrow component, the preshock magnetic
field must be enhanced by a factor of a few. For the non-resonant Alfvén waves in the Bell
(2004) mechanism, the magnetic field energy density immediately behind the shock is given
by (Schure et al. 2012)

B2

4π
≈ 1

4
φ2ρv2

sh (8)

where φ ≡ PCR/ρv2
sh is the fraction of the shock ram pressure channeled into cosmic rays.

Solving this expression for B gives B (µG) ≈ 228.7φn1/2V1000, where V1000 is the shock

575 Reprinted from the journal



P. Ghavamian et al.

speed in units of 1000 km s−1. For φ ∼ 0.1–0.2, n∼1 cm−3, a postshock compression factor
of 4 and Balmer-dominated shock speeds ∼2000 km s−1, this gives ΔB/B ∼ 4–10 ahead
of the shock. Correspondingly, vA can increase by nearly the same factor, so that MA can
be reduced by as much as an order of magnitude. Treumann and Jaroschek (2008) describe
the physical picture in this case as that of the shock having to prevent an increasing number
of ions from crossing the shock jump by deflecting an increasing number of them at higher
and higher Mach numbers. This deflection is necessary so that the ability of the shock to
dissipate the inflowing energy is not overwhelmed. By deflecting these ions back upstream
into a precursor, the net inflow of momentum and energy density into the shock is reduced,
reducing the net difference in velocity between the inflowing and outflowing ions. This
effectively reduces the Mach number in the frame of the upstream medium.

Note that the ions in the precursor are only mildly compressed (Wagner et al. 2009;
Morlino et al. 2012a), which only weakly counteracts the rise in B . In addition, vA only
scales as n−1/2, but scales directly as B . The result is that given the compelling evidence for
enhanced preshock magnetic fields in SNRs shocks, the Mach numbers of these shocks may
be overestimated by as much as an order of magnitude. As we describe in Sect. 4, a unified
description of solar wind and SNR shocks, where the physics of electron-ion temperature
equilibration occurs over a similar range in Mach numbers and involves a similar range of
physical processes, may be possible.

4.2 Plasma Wave Heating from the Buneman Instability

Similar to the lower hybrid wave model, the Buneman instability-driven wave model fo-
cuses on the region immediately ahead of a quasi-perpendicular shock. However, unlike the
lower hybrid wave model, the Buneman instability models consider the reflected nonther-
mal ion distribution, rather than ultrarelativistic cosmic rays. In the latter model, ∼20 %
of the ions are reflected backstream against the incoming electron and ion plasma (Cargill
1988; Cargill and Papadopoulos 1988). Here the upstream plasma is not electrically neu-
tral due to the positive charge of the reflected ion distribution. In such cases, a drift is
induced between the electrons and ions. The microinstabilities excited by this configura-
tion depend upon the relative size of the electron thermal speed relative to the electron-
ion drift velocity. The Buneman instability occurs when the drift velocity of the reflected
ions relative to the upstream electrons exceeds the thermal speed of the upstream electrons
(2vs > (kTe/me)

1/2)(Cargill and Papadopoulos 1988), a condition which occurs for very
high Mach number (MA � 50) shocks. If the reflected ion current upstream is strong enough,
the electron current generated to counteract it may produce a large enough drift between the
preshock ions and electrons to cause a secondary Buneman instability when the ion speed
exceeds the electron thermal speed (Dieckmann et al. 2012). The Buneman instability gen-
erates electrostatic plasma waves which damp by rapidly heating the preshock electrons to
kΔTe ≈ 2mev

2
s ≈ 0.01v2

1000 keV, where v1000 is the shock speed in units of 1000 km s−1.
until their thermal speed matches the electron-ion drift speed, at which point the instability
saturates. The rapid heating of the electrons perpendicular to the magnetic field results in
Te/Ti �1 and makes it possible for an ion acoustic instability to occur between the preshock
electrons and either the reflected ions or preshock ions (Cargill and Papadopoulos 1988).
The waves generated by the ion acoustic instability can then transfer a substantial fraction
of the shock energy (tens of percent) into electron thermal energy. This process occurs over
a length scale of vs/Ωi (as opposed to κCR/vs for the cosmic ray precursor), resulting in a
Te/Tp ≈ 0.2, independent of shock speed. This is in strong disagreement with the equilibra-
tions obtained for the Balmer-dominated shocks.
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A number of other electron heating mechanisms, such as the modified two-stream in-
stability and electron-cyclotron drift instability, have been proposed for collisionless shocks
based on results from particle in cell (PIC) simulations (Umeda et al. 2012a, 2012b). A uni-
fied picture proposed by Matsukiyo (2010) suggests that electrons can be strongly energized
at low Mach numbers (MA ≤10) via a modified two-stream instability, where the velocities
of the reflected/incoming ions and the electrons are lower than the thermal speed of the elec-
trons and the electrons are able to damp out the Buneman instability. In this case, obliquely
propagating whistler mode waves are excited, having frequencies between the electron cy-
clotron frequency and the lower hybrid wave frequency. When the electron-ion drift velocity
and electron thermal speed become nearly equal, the electron-cyclotron drift instability be-
comes important (Umeda et al. 2012a), exciting waves with frequencies that are multiples
of the electron cyclotron frequency. At higher Mach numbers the electron thermal speed is
lower than that of the ions, and the Buneman instability/ion acoustic wave process described
earlier is predicted to take over.

The amount of electron heating predicted by the Buneman instability/ion acoustic wave
model scales as M2

A (Cargill and Papadopoulos 1988; Matsukiyo 2010), so that for shocks
in the 2000 km s−1–10,000 km s−1 range, ΔEe ∼ 2–50 keV. This is clearly at odds with
ΔEe = 0.3 keV observed between 400 km s−1 and 2000 km s−1 for Balmer-dominated
shocks. One explanation for this discrepancy is that growth of the Buneman-like and two-
stream instabilities described above requires that the reflected ions form a distribution func-
tion with a positive gradient at some velocity (Laming 2000). This distribution forms when
specularly reflected ions have a mostly monoenergetic, beamlike configuration. At the low
Mach numbers in the solar wind (�10), where the shock structure is laminar, the reflected
ions closely resemble a monoenergetic beam. However, at the higher Mach numbers, where
the shock front is more turbulent and disordered, the reflected ions are likely to have a
greater spread in energy and are probably less beamlike (Laming 2000). This would lead
to suppression of Buneman-like instabilities. However, this line of reasoning is still specu-
lative, and the real explanation for the lack of agreement between the observed Te/Tp and
those predicted by models in this section remains to be explored. Cosmic-ray driven pro-
cesses may ultimately provide a better explanation for electron heating at SNR shocks than
those involving reflected suprathermal ions.

The cross shock potential arises from the charge separation produced by the different
gyroradii for ions and electrons as they cross the shock transition. It accelerates electrons
into the post shock layer, and can be a means of electron heating at subcritical shocks with
an approximately laminar structure. At supercritical shocks, the time dependence and non-
locality introduced reduces the degree of electron heating. However at sufficiently Alfvén
Mach number (where the shock transition becomes thin (on the order of the electron con-
vective gyroradius or inertial length), significant electron heating may again occur. In the
absence of magnetic field amplification by cosmic rays, this might be expected to happen at
SNR shocks. However it is much more likely in environments where the plasma beta is low,
such as galaxy clusters. It may also occur in cases where a significant population of cosmic
rays is unlikely due to the low age of the shock, as in gamma-ray bursts.

5 Constraints from Solar Wind Studies

From the beginning, a detailed study of the fastest collisionless shocks has been hampered
by one inherent limitation: they occur in objects which are too remote for in situ study.
Although some collisionless shocks in our solar system reach Alfvénic Mach numbers as
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high as 30 (such as those around Saturn; Achilleos et al. 2006; Masters et al. 2011), there are
no physical phenomena in our solar system energetic enough to produce the type of shocks
seen in SNRs (Mach numbers ∼100 or more if no preshock magnetic field enhancement in
the CR is assumed). In addition, the range of plasma betas attainable in the solar system is
larger than the range of plasma betas attained in the interstellar medium.

Another fundamental difference between solar wind and SNR shocks is the fact that
the former are short-lived phenomena confined to small spatial scales (millions of km) in
a curved (bow shock) geometry, whereas the latter are sustained for thousands of years,
on spatial scales of parsecs, often well-described by a planar geometry. This results in an
irreducible difference between the two types of shocks: particles crossing back and forth
between upstream and downstream can remain in contact with SNR shocks for long periods
of time, allowing accelerated CRs to acquire much more energy in SNR shocks than in solar
wind shocks. This potentially allows the CRs to create shock precursors with properties
needed to heat electrons and influence Te/Tp .

The heating of electrons at the Earth’s and other planetary bow shocks has been the
subject of much theoretical and observational work. Typical features of the electron tem-
perature change, ΔTe , observed at the bow shock as observed by Schwartz et al. (1988)
include (a) an approximate relationship between heating and the incident solar wind energy
ΔTe ∝ U 2, where U is the component of the solar wind’s velocity incident upon the shock,
and (b) a relationship between the change in temperature normalized by the incident energy
and the fast magnetosonic Mach number,ΔTe/(mpU

2/2)∝M−1
ms . A similar approximate re-

lationship holds between the normalized electron temperature change and the Alfvén Mach
number MA, especially for shocks with a low plasma β , which is the ratio between thermal
and magnetic pressures. Recent work by Masters et al. (2011) shows that this relationship
with MA holds well at Saturn’s bow shock. This is particularly interesting as MA at Saturn
is often much larger than at Earth.

In Fig. 7 we plot the ratio of electron and ion temperatures downstream of the shock
against the magnetosonic, and Alfvén Mach numbers, as well as the upstream flow velocity
relative to the shock. The data in these figures are taken from bow shock crossings of the
ISEE spacecraft, and is a subset of those listed in Schwartz et al. (1988), consisting of 61
crossings for which all the necessary data is available.

It is well known that quantities other than those displayed here may be more appropri-
ate, specifically the change in electron temperature over the change in total temperature
ΔTe/Δ(Te + Ti) or even ΔTe/ΔTi are better correlated with inverse Mach numbers than
Te/Ti (Schwartz et al. 1988). Nevertheless, we use the latter quantity here as it enables a
comparison with data from extra-solar system and outer planetary shocks at where less data
are available. Furthermore, the approximate inverse dependence upon Mms , MA, and Vs is
still quite apparent in this data. It is interesting to note that the relationship with the Mach
numbers is much more favourable than the dependence upon Vs , indicating that the Mach
number is the more relevant quantity for organizing the relationship between Te/Tp and
shock strength.

Many mechanisms may be involved in the heating of electrons in solar system
shocks. Proposed mechanisms involve acceleration of electrons by a cross-shock poten-
tial (Goodrich and Scudder 1984; Scudder et al. 1986a, 1986b), wave turbulence (Galeev
1976), microinstabilities (Wu et al. 1984), and electron trajectory scattering (Balikhin et al.
1993). The existence of a cross-shock potential may be deduced from the generalized Ohm’s
law in which a gradient in electron thermal pressure gives rise to an electric field. Exam-
ining the energetics of electrons crossing the shock may simplified by working in the de
Hoffmann-Teller frame of reference (de Hoffmann and Teller 1950), defined as the frame
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Fig. 7 Collected electron-ion equilibration data from both the solar wind bow shocks and supernova remnant
shocks. Te/Tp is plotted versus shock speed (left), Alfvénic Mach number (center) and magnetosonic Mach
number (right). Green symbols show data from crossings of Earth’s bow shock (Schwartz et al. 1988), while
the black symbols show data from crossings of Saturn’s bow shock (Masters et al. 2011). Shock speeds for
the Saturnian bow shock are based on a solar wind model and an assumed shock speed with respect to
the spacecraft of 100 km s−1, and ion temperatures are based on electron distribution measurements and
the application of the Rankine-Hugoniot conditions (see Masters et al. 2011 for a full discussion of shock
parameter derivations at Saturn’s bow shock). Red symbols show data acquired from Balmer-dominated SNR
shocks (van Adelsberg et al. 2008), and assume vA = 9 km s−1, cs = 11 km s−1

in which the shock is at rest, and in which the magnetic field and plasma flow velocity
are (anti-)parallel. In this case the electric field is dominated by that generated by the elec-
tron pressure gradient, and the work done on electrons crossing the shock is determined by
the cross-shock potential. Additional mechanisms are required to scatter electrons to pitch
angles that are more perpendicular, and to flatten the distribution so that empty regions of
phase space are filled. This results in a distribution whose temperature is controlled to a large
extent by the de Hoffmann-Teller frame cross-shock potential and downstream density. In
addition to direct measurement of the electric fields within the shock, (Bale and Mozer 2007;
Dimmock et al. 2011), comparison of upstream and downstream electron phase space dis-
tributions have shown that these are consistent with electron acceleration by a cross-shock
potential in the de Hoffmann-Teller frame (Lefebvre et al. 2007).

6 Connecting the Solar Wind Results to Those in SNRs

Figure 7 may indicate that similar mechanism(s) heat the electrons in solar wind and in
SNR shocks. This is especially appealing when we remember that MA in SNRs may be
overestimated due to preshock amplification of magnetic field by cosmic rays. In their study
of the terrestrial bow shock and interplanetary shocks, Schwartz et al. (1988) found that the
electron-ion temperature equilibration organizes best by Te/Ti ∝ 1/MA. Given the difficulty
in determining the Mach numbers of SNR shocks, the equilibration dependence on shock
strength has been characterized via the shock speed instead, and found to obey Te/Ti ∝
1/V 2

s (Vs is much more accurately known than the Mach numbers). Section 4.1 outlined a
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model for SNR electron heating, where the cosmic ray diffusion coefficient κCR is assumed
independent of Vs . From quasi-linear theory (Blandford and Eichler 1987),

κCR = p2c2v

3πe2U
(9)

where U is the energy density of turbulence (≡ 〈ΔB2〉/8π ) and v is the cosmic ray velocity.
For resonant amplification, we evaluate U at k‖ = Ω/v‖ , where Ω is the gyroradius and
v‖ the parallel component of the cosmic ray velocity. For relativistic cosmic rays, where
v = c, this results in κCR ∝ p2/U , assumed constant with Vs . However, for nonrelativistic
suprathermal particles, v will most likely be proportional to the shock velocity Vs , which
with the same assumptions leads to Te/Ti ∝ 1/Vs for solar wind shocks (as opposed to
1/V 2

s in SNRs). This argument is admittedly loose, and should not be viewed as much more
than a hypothesis to motivate further work.

In our arguments above we have made considerable assumptions about κCR . The most
obvious one is that κCR as written above applies to parallel shocks, whereas we are most
likely dealing with quasi-perpendicular cases. This may reduce the difference anticipated
between solar wind and SMR shocks, depending on the turbulence spectrum (summarized
in Appendix A of Rakowski et al. 2008).

The degree of cosmic ray magnetic field amplification at SNR shocks required to bring
SNR data points in Fig. 7 into alignment with solar wind data points is approximately an
order of magnitude or less at the highest velocities considered. Given the degree of magnetic
field amplification expected from cosmic ray acceleration, this appears to be highly plausi-
ble. In the case of saturated nonresonant instability (Bell 2004, 2005) by resonant scattering
(Luo and Melrose 2009), 〈ΔB〉2/B2 ∼ 10–100 is expected. In the case of nonresonant sat-
uration, higher values, but strongly dependent on k, are predicted. Saturation by electron
heating (i.e. the MA where growth of lower hybrid waves becomes greater than the growth
rate of magnetic field) leads to similar magnetic field enhancement, with ΔB2/B ∼ 200
(Rakowski et al. 2008). Such magnetic field amplification is less likely at solar wind shocks.
The suprathermal particle densities are lower in solar wind shocks, and the ambient mag-
netic fields are higher, much closer to where the nonresonant instability would saturate (if
not already beyond it).

7 Observational Constraints from Galaxy Cluster Shocks

Collisionless shocks occur over a vast range of length scales, with those in galaxy clusters
being among the largest. While the shock speeds in the galaxy cluster shocks are similar
to those in supernova remnants (up to 4000 km s−1; Markevitch et al. 2005; Markevitch
and Vikhlinin 2007; Russell et al. 2012), they occur in environments that are substantially
different from both the solar wind and the ISM. These differences can be encapsulated via
the plasma beta, defined as the ratio of the thermal pressure to the magnetic pressure of a
plasma (β ≡ nkT /(B2/8π)). Utilizing solar wind parameters listed by Bruno and Carbone
(2005), this ratio ranges from around unity at 1 AU under fast solar wind conditions (wind
velocity ∼900 km s−1) to around 20 for the quiescent wind (wind velocity ∼300 km s−1).
The plasma β of the ISM is close to that of the fast solar wind, βISM ∼ 1–4 (assuming
a B = 3 µG, n = 1 cm−3 and T = 104 K). On the other hand, the electron temperature
of the intracluster medium (ICM) ranges from ∼107 K–108 K (1–10 keV), with number
densities steeply declining from ∼10−2 cm−3 near the cluster centers to ∼10−4 cm−3 at the
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outer edges. The corresponding sound speed is close to 1000 km s−1, nearly two orders of
magnitude higher than in the general ISM. The magnetic fields measured in galaxy clusters
are actually close that of the ISM, typically on the order of a microgauss (Carilli and Taylor
2002). Therefore, vA ∼ 50 km s−1 in galaxy clusters, so that βe �1 and the magnetic field
pressure has negligible contribution to the dynamics of shocks in galaxy clusters. This puts
galaxy cluster shocks in a different region of parameter space than solar wind and SNR
shocks.

Clusters such as 1E0657–56 (the ‘Bullet Cluster’) and A520 show strongly enhanced
X-ray emission from collisionless shocks, formed during major mergers when gas from
one cluster plunges through gas from the other (Markevitch et al. 2005; Markevitch and
Vikhlinin 2007; Russell et al. 2012). Shocks moving mostly along the plane of the sky have
a favorable viewing geometry and appear as giant curved structures hundreds of kiloparsecs
in length. The large clumps of infalling gas drive bow shocks into the cluster gas, which
has already been heated to at least 1 keV, and produces thermal Bremsstrahlung emission
peaking close to that energy. This is another major difference between collisionless shocks in
the ISM and those in the ICM. While the Alfvénic and magnetosonic Mach numbers of SNR
shocks are very difficult to determine due to the lack of available observational constraints
on magnetohydrodynamic quantities upstream (such as T , B and n), those in galaxy clusters
can readily be measured by spectral analysis of X-ray emission upstream. Comparison of
this emission to that of the enhanced postshock region gives the density contrast between
the downstream and upstream gas (i.e., n2/n1). This density contrast yields the sonic Mach
number, M , via solving the Rankine-Hugoniot jump conditions (Russell et al. 2012):

M =
(

2n2/n1

γ + 1− n2
n1
(γ − 1)

)1/2

(10)

where γ is the ratio of specific heats of the cluster gas. Measurement of these jumps
from X-ray observations have yielded M ∼ 1.5–3 for the Bullet Cluster (Markevitch et al.
2005), Abell 520 and Abell 2146 (Russell et al. 2012). Using these estimated Mach
numbers, the shock velocity itself can be calculated via Vs = Mcs , where cs is the up-
stream sound speed as inferred from the X-ray spectra. This yields shock speeds ranging
between 2500 km s−1 and 4000 km s−1, similar to the fastest known Balmer-dominated
shocks. However, fits to the X-ray spectra behind these shocks show prompt electron-
ion equilibration at the shock front, consistent with Te/Tp = 1 (Markevitch et al. 2005;
Markevitch and Vikhlinin 2007), despite the extremely high shock speeds involved. This re-
sult can only be reconciled with equilibration measurements from the solar wind and SNRs
if the equilibration depends on the Mach number, rather than Vs . Furthermore, given the low
Mach numbers found in the galaxy clusters, it is plausible that the shock transitions in these
cases are laminar (as opposed to turbulent like the SNR and fastest solar wind shocks), with
electron heating occurring efficiently at the shock front via the same type of cross-shock
potential as seen in the slowest solar wind and slowest SNR (Vs ≤ 400 km s−1) shocks. This
is of course a speculation; further insight into collisionless cluster shocks may be obtained
via numerical simulations for the appropriate conditions.

8 Summary and Future Work

There have been exciting advances in the study of electron-ion temperature equilibration in
collisionless shocks during the past few years. Perhaps most notable has been the growing
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realization that temperature equilibration and cosmic ray acceleration may be intertwined
processes. Optical studies of collisionless shocks in partially neutral gas (Balmer-dominated
shocks) have shown that the electron-ion temperature equilibration is a declining function
of shock speed, well characterized as Te/Tp ∝ V −2

s . This relationship most likely arises
due to electron heating ahead of the shock that is nearly independent of shock speed above
400 km s−1. Cosmic ray precursors, with moderately amplified preshock magnetic field and
density, are the most logical sites for electron heating in SNR collisionless shocks. The
transition to fully equilibrated SNR shocks at speeds below 400 km s−1 may be due to a
less turbulent and more laminar structure at low shock speeds and Mach numbers. This
allows the electrons to experience a more uniform cross-shock potential, and hence higher
energization compared to higher shock speeds and Mach numbers, where the shock jump
is more turbulent and disordered. The magnetosonic Mach numbers of SNR shocks may
match those in solar wind shocks if there is a approximately an order of magnitude increase
in the Alfvén speed of the preshock gas in SNRs compared to the average ISM value. This
is possible if there is a moderately amplified preshock magnetic field (∼10), and is readily
provided by compression and heating in a cosmic ray precursor. In solar wind shocks, the
precursor is due to suprathermal, non-relativistic ions, resulting in a Te/Tp ∝ 1/Vs seen in
the solar wind.

While Balmer-dominated shocks have allowed us to elucidate some of the physics of
electron-ion temperature equilibration, ion-neutral damping limits most of those observed
to cases where the shock structure has not become strongly modified by cosmic ray acceler-
ation. Given this limitation, electron-ion equilibration studies of fast, collisionless shocks in
fully pre-ionized gas would be highly desirable. Such a sample would allow the equilibra-
tion to be studied over a range of speeds where shocks are increasingly affected by feedback
from the accelerated cosmic rays. In such circumstances it is unclear what would happen
to the Te/Tp versus Vs relation. If, as predicted by Amato and Blasi (2009), Bell’s non-
resonant cosmic ray instability takes over from the resonant instability at the highest shock
speeds, then additional electron heating may occur in the fastest shocks (Vs � 5000 km s−1),
resulting in substantial deviation from the Te/Tp ∝ V −2

s relation. Such deviations may al-
ready have been seen in the fastest (Vs � 2000 km s−1) shocks, where there is evidence that
Te/Tp does not settle down to me/mp , but rather ∼0.03. Other deviations may have been
detected in SNR 0509–67.5, where Te/Tp for a 5000 km s−1 shock has been estimated to
be ∼0.2, substantially higher than predicted by the inverse squared relation. However, the
study of such shocks would be challenging. Without an Hα broad component to constrain
the range of Vs , shock speeds would have to be determined by other means, such as proper
motion studies. That would require X-ray and or UV imagery of SNRs with well-constrained
distances (such as those in the LMC or SMC), over multiple epochs. It would also require
spectroscopy of the forward shocks in these SNRs, in order to constrain both the electron
temperature (via X-ray continuum fits and UV emission line ratios) and the ion temperature
(e.g., via He II, C IV, N V and O VI resonance lines).

An important test of our ideas concerning electron heating by cosmic ray generated waves
in a shock precursor would be to measure electron temperatures at SNR shocks exhibiting
strong cosmic ray modification and substantial magnetic field amplification (ΔB/B �100).
Several SNRs show X-ray filaments produced by synchrotron radiation from cosmic ray
electrons, and are generally distinct from those shocks with strong Balmer emission. The ab-
sence of neutral material ahead of these shock means that optical and UV emission is weak,
and electron temperatures will have to be measured from X-ray spectra. Difficulties arise
in distinguishing thermal electron bremsstrahlung from cosmic ray electron synchrotron
emission, requiring data of high signal to noise. Further complications in some SNRS (e.g.
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Cas A) stem from scattering of bright X-ray emission from the ejecta such that it coincides
spatially with emission from the forward shock. Such scattering may either be local, due to
SNR dust, or instrumental, due to telescope imperfections. This leaves SN 1006 as the best
likely target for such an observation, since due to its evolutionary state, only the outer layers
of ejecta have encountered the reverse shock.

The development of missions like Solar Orbiter and Solar Probe Plus will allow in situ
measurements of shocks in the solar wind, most likely associated with coronal mass ejec-
tions, much closer to the Sun. These will probe a different parameter regime, where the
magnetic field pressure dominates over the gas pressure (low β , similar to ISM shocks). As
such, measurements here might yield insights into the properties of similar plasma in the
precursors of SNR shocks where the magnetic field has been amplified by cosmic rays.
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Abstract Advanced spectral and statistical data analysis techniques have greatly con-
tributed to shaping our understanding of microphysical processes in plasmas. We review
some of the main techniques that allow for characterising fluctuation phenomena in geospace
and in laboratory plasma observations. Special emphasis is given to the commonalities be-
tween different disciplines, which have witnessed the development of similar tools, often
with differing terminologies. The review is phrased in terms of few important concepts:
self-similarity, deviation from self-similarity (i.e. intermittency and coherent structures),
wave-turbulence, and anomalous transport.

T. Dudok de Wit (�)
LPC2E, CNRS and University of Orléans, 3A avenue de la Recherche Scientifique,
45071 Orléans cedex 2, France
e-mail: ddwit@cnrs-orleans.fr

O. Alexandrova
LESIA, Observatoire de Paris, 5, place Jules Janssen, 92190 Meudon, France
e-mail: olga.alexandrova@obspm.fr

I. Furno
EPFL SB CRPP, Station 13, 1015 Lausanne, Switzerland
e-mail: ivo.furno@epfl.ch

L. Sorriso-Valvo
Dipartimento di Fisica, IPCF-CNR, UOS di Cosenza, Ponte Pietro Bucci Cubo 31C,
87036 Arcavacata di Rende (CS), Italy
e-mail: sorriso@fis.unical.it

Present address:
L. Sorriso-Valvo
Space Sciences Laboratory, University of California, Berkeley, 7 Gauss Way, Berkeley,
CA 94720-7450, USA

G. Zimbardo
Dipartimento di Fisica, Università della Calabria, Ponte Pietro Bucci Cubo 31C,
87036 Arcavacata di Rende (CS), Italy
e-mail: zimbardo@fis.unical.it

589 Reprinted from the journal

mailto:ddwit@cnrs-orleans.fr
mailto:olga.alexandrova@obspm.fr
mailto:ivo.furno@epfl.ch
mailto:sorriso@fis.unical.it
mailto:zimbardo@fis.unical.it


T. Dudok de Wit et al.

Keywords Plasma turbulence · Plasma fluctuations · Data analysis methods

1 Introduction

Space and laboratory plasmas are fundamentally governed by both couplings across dif-
ferent scales and by nonlinear processes. This applies to a wide range of scales: from the
fluid regime, where the magnetohydrodynamic (MHD) approximation can be used (Biskamp
2003), down to small scales, where kinetic effects should be taken into account (Akhiezer
et al. 1975a, 1975b). Progress toward their physical understanding has been closely asso-
ciated with our ability to infer pertinent information by means of appropriate data analysis
techniques. Usually, physical space is very sparsely sampled in the sense that one has access
only to few observables (magnetic field, electron density, plasma velocity and temperature,
. . . ), often with poor temporal and/or spatial coverage. The challenge then consists in recov-
ering the information of interest from highly scattered observations.

For many decades, the analysis of plasma data has been dominated by techniques that
implicitly assume linearity or at best rely on second order moments only (e.g. correlation
functions and power spectra). Our prime objective here is to show how more advanced tech-
niques can often provide deeper physical insight by extracting quantitative information that
might otherwise have gone unnoticed. For example, two similarly-looking turbulent wave-
fields with identical power spectral densities may actually exhibit quite different properties
in their higher order spectra, which in turn has direct implications on the existence of non-
linear wave couplings (or structures) that transfer energy between scales.

Many new techniques have been developed in the two last decades, thanks to numerous
advances in neighbouring fields such as dynamical systems (Bohr et al. 2005; Kantz and
Schreiber 2000) or complex systems (Badii and Politi 1999). Interestingly, most of these
techniques are remarkably universal, and are used almost equivalently in laboratory and in
astrophysical plasmas, and also in neutral fluids. Here, we discuss some of these concepts
in the context of turbulence and large-scale structures in plasmas. Special emphasis will be
given to commonalities between different disciplines, which are often concealed by differing
nomenclatures. The focus will be on time series from geospace and from laboratory plasmas.
Regrettably, the literature is almost devoid of reviews that cover more than one discipline
only. For laboratory plasmas, some relevant references are the works by Ritz et al. (1988),
Škorić and Rajković (2008), Tynan et al. (2009), Fujisawa (2010). In geospace plasmas,
besides a few general reviews (Wernik 1996; Dudok de Wit 2003; Bruno and Carbone 2005;
Vassiliadis 2006; Zimbardo et al. 2010) a large effort has been directed towards multipoint
data analysis (Paschmann and Daly 2000, 2008).

This overview, rather than being exhaustive, will be phrased in terms of three fre-
quently encountered concepts, namely self-similarity, intermittency and coherent structures
(Sect. 2), measurements of wave-turbulence in space and time (Sect. 3) and anomalous trans-
port (Sect. 4). Unfortunately we had to leave out several relevant and timely topics such as
techniques for dynamical systems, or for image processing.

2 Self-Similarity in Turbulent Plasmas

Turbulence is ubiquitous in geospace and in laboratory plasmas, and occurs whenever en-
ergy injection occurs in the system and the dissipation mechanisms are weak (i.e. efficient at

Reprinted from the journal 590



Methods for Characterising Microphysical Processes in Plasmas

much smaller scales than the scale of injection). Turbulent states are characterised by wave-
field fluctuations covering all scales from the energy injection scale L down to the scale �d
at which energy dissipates.

In neutral fluids, these fluctuations exhibit a power law spectrum E(k)∼ k−5/3 in Fourier
space (k being a wavenumber) between kL = 1/L and kd = 1/�d , called the inertial range.
Observation of this law for any turbulent flow indicates its universality and supports the
idea of a self-similar behaviour of the turbulent velocity fluctuations, whose amplitude at
scale l varies as δul ∼ δuLlα . This is to be expected if the physical processes are not scale-
dependent, namely if the dynamic equations (e.g. Navier-Stokes for neutral fluids or MHD
for magnetised plasmas) are invariant under scale transformation. This idea was used by
Kolmogorov in 1941 to explain the ubiquitous E(k)∼ k−5/3 spectrum (Kolmogorov 1941).

Some time later, it was pointed out that the idea of self-similarity would imply spatial
homogeneity of the process (Kolmogorov 1962). However, studies of higher order statistics
show that this property is not verified for all turbulent flows. Departure from self-similarity is
called intermittency in fully developed turbulence, and is another universal property of most
turbulent systems. Intermittency is attributed to the inhomogeneous energy flux through the
scales, and results in the presence of small-scale coherent structures in the turbulent flow, in
which most of the energy dissipation is concentrated.

In this section, we shall discuss first how to determine energy spectra and related spec-
tral indices from fluctuating wavefields in geospace and in fusion plasmas. Next we shall
introduce techniques for analysing intermittency in time series.

2.1 The Solar Wind as Turbulence Laboratory: Power Law Determinations

With its wide range of scales and parameters conditions, the solar wind is the best laboratory
for studying plasma turbulence, thanks also to the availability of in situ measurements that
are provided by dedicated space missions (e.g., Bruno and Carbone 2005). Therefore, most
of the following will refer to solar wind turbulence, unless stated otherwise.

Because of the large number of degrees of freedom in the dynamics of a turbulent flow,
most of the results about turbulence refer to statistical quantities. As for any statistical study,
in plasma turbulence it is important to check that ergodicity and stationarity apply. Ergodic-
ity, i.e. the equivalence between time and space averaging, is normally ensured if the sample
size of the time interval T is much larger than a typical correlation time, T � tc . The cor-
relation time tc can be estimated from the data, for example as the time lag at which the
autocorrelation function of the field vanishes to noise level, or reaches the value 1/e. In tur-
bulent flows, this should correspond to the integral scale, at which energy is injected in the
system (Frisch 1995). Ergodicity cannot be formally proven on the basis of observations,
and yet, various studies suggest that it is a reasonable working hypothesis. For example, en-
semble averages of the solar wind magnetic fields follow the asymptotic behaviour predicted
by the ergodic theorem (Matthaeus and Goldstein 1982).

Stationarity is usually supported by observations from laboratory plasmas when the dis-
charge can be controlled, while for geospace plasmas it is often more difficult to extract
stable and homogeneous records. Large scale, externally driven structures can indeed affect
the statistical properties of the turbulent fields. For example, solar wind plasma properties
change for fast and slow wind populations, each originating from specific regions of the
solar atmosphere (Tu and Marsch 1995; Bruno and Carbone 2005). Large-scale boundaries
between these different regions may mix the phases and destroy the correlations that are
present in nonlinear energy cascades. This is why the first important step towards the analy-
sis of a turbulent signal is the choice of an appropriate time interval that excludes large scale
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boundaries, magnetic connection to planetary shocks, etc. Meanwhile, many authors have
studied long periods of solar wind data that included a mix of different regimes. Although
this kind of analysis can give insight into the statistics of the field fluctuations, its interpre-
tation in terms of phenomenological or theoretical modelling can be misleading, and should
be carefully discussed.

Figure 1(a) shows the temporal evolution of the Bx(t) component of the magnetic field
along the solar wind flow direction, as measured by the CLUSTER-4 spacecraft during
the time interval studied by Bale et al. (2005). Here, the velocity of the slow solar wind
is Vsw � 350 km/s, and βp � 5. Figure 1(b) gives the power spectral density PSD(f ) of
Bx(t), using (i) the Fourier transform, and (ii) the Morlet wavelet transform (Farge 1992;
Torrence and Compo 1998; Eriksson 1998). The latter spectrum is defined as

PSDx

[
nT2/Hz

]= 2δt

N

N−1∑
j=0

∣∣Wx(τ, tj )
∣∣2, (1)

where

Wx(τ, t)=
N−1∑
j=0

Bx(tj )ψ

(
tj − t
τ

)
(2)

is the wavelet transform of Bx . We assume that the latter is regularly sampled at tj = t0+jδt ,
with j = 0, . . . ,N − 1. Here, the dilation parameter τ sets the time scale, while

ψ(u)= π− 1
4 e−jω0ue−

1
2 u

2
(3)

is the unnormalised Morlet wavelet. Setting ω0 = 2π allows the characteristic scale to be
inferred from the angular frequency directly with τ = 2π/ω. Wavelet transforms allow us
to resolve a non-stationary signal in time and scale (or frequency). Moreover, the analysing
time window is scale-dependent and therefore better tailored to each scale. This is in contrast
to the windowed Fourier transform, which keeps the same analysing window at all scales.
Below (in Sect. 2.3), we shall exploit the time-scale resolution of wavelets; here we just use
them for power spectral estimation purposes.

In Fig. 1(b) the wavelet spectrum is multiplied by a factor 10 for ease of visualisation.
Strong fluctuations in the Fourier spectrum hinder the visualisation of linear slopes. The
wavelet spectrum, in contrast, is smooth and clearly exhibits a power law with a−5/3 slope,
within the Δf = [10−3,0.2] Hz frequency range.

To verify this spectral law and help better determine the frequency range, it is useful to
compensate the observed spectrum with an inverse of the observed law: if the spectrum fol-
lows indeed a power law∼f −5/3, the compensation by f 5/3–function should give a constant.
Figure 1(c) gives the compensated spectrum with f 5/3 function (solid line). The resulting
function is flat over the Δf = [10−3,0.2] Hz frequency range (bounded by the vertical dot-
ted lines in panels (b)–(d)). This compensated spectrum shows the ion break point at 0.3 Hz,
which was not so immediate from the previous spectrum.

To check the comparison with a Kolmogorov spectrum, we compensate the observed
wavelet spectrum with the inverse of the Iroshnikov-Kraichnan (IK) law f 3/2 (dashed-dotted
line). The result is not constant, indicating that the IK–model is not correct. Note that 5/3−
0.1(5/3)= 3/2 and so, if the precision on the spectral index is close or superior to 10 %, one
would not be able to distinguish between these two scalings. Figure 1(d) shows the Fourier
spectrum compensated by the inverse of the Kolmogorov law. Strong fluctuations, especially
for f > 10−2 Hz, preclude the robust estimation of the spectral index. We conclude that the
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Fig. 1 Example of solar wind observations by CLUSTER. This time interval was used to study turbulence by
Bale et al. (2005). The plots show: (a) Bx(t); (b) Fourier and Morlet wavelet spectra of Bx(t), f−5/3 is in-
dicated by a dashed line, frequency range Δf where the fitting was done is delimitated by two vertical dotted
lines; (c) Compensated wavelet spectrum by f 5/3–function (solid line) and by f 3/2–function (dashed-dotted
line); (d) Compensated Fourier spectrum by f 5/3–function
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wavelet spectra help us in determining the spectral index and the frequency range of interest,
where the power law is valid.

Numerous examples of the use of the wavelet spectra can be found in geospace plasmas
(Eriksson 1998; Bale et al. 2005; Alexandrova et al. 2008, 2009; Kiyani et al. 2013) and in
laboratory plasmas (Stroth et al. 2004; van den Berg 2004; Zweben et al. 2007).

The practical problem of power law identification and spectral index estimation is of
considerable importance and has also led to a large number of erroneous interpretations.
Quite often, spectral indices are derived from ranges of frequencies (or wavenumbers) that
span less than a decade, which is extremely risky. Another frequent mistake is the fitting of
power laws to spectra that show no compelling evidence for a linear slope in logarithmic
coordinates. Rigorous frameworks such as the maximal likelihood approach, as discussed
by Clauset et al. (2009), ought to be a standard for any power law study. Another issue is the
unbiased estimation of spectral indices, for which discrete wavelet transforms are prefer-
able to continuous wavelet (e.g. Morlet) or Fourier transforms because they are unbiased
(Abry et al. 1995). Undecimated discrete wavelet transforms (also known as the à trous
method) are of particular interest because they provide an orthonormal scale-dependent ba-
sis while keeping the timing information that is important for visualisation (Kiyani et al.
2013).

Power spectra and their spectral indices have received much attention so far because they
can be conveniently estimated from time series or computed directly by means of spectral
analysers. The spectrum, however, only describes a second order moment of the turbulent
wavefield and as such gives a very incomplete picture of the system. Higher order moments
and their properties will be addressed in the next section.

2.2 How to Measure Departure from Self-Similarity: PDFs and Structure Functions

The most complete tool for describing the statistical properties of the field fluctuations at
different scales, including departure from self-similarity, is the probability density function
(PDF) P(y) of the random variable y, defined as P(y) du= P (u < y < u+ du), where P
stands for the probability.

For a given turbulent record, fluctuations at different time scales τ can be approximated
by increments, defined as

Δyτ (t)= y(t + τ)− y(t). (4)

Statistical properties of the turbulent record at different scales τ can be investigated by
plotting the probability density P(Δyτ ). Figure 2 shows a typical behaviour of the PDFs
of magnetic fluctuations in the solar wind inertial range (Sorriso-Valvo et al. 1999, 2001;
Carbone et al. 2004; Hnat et al. 2003; Leubner and Vörös 2005; Kiyani et al. 2007). The
same properties are observed in laboratory plasmas (Carbone et al. 2000, 2004; Sorriso-
Valvo et al. 2001; Antar et al. 2001; Hnat et al. 2008). Statistical self-similarity implies
that the PDF at scale τ can be collapsed onto a unique PDF P0 by following transforma-
tion

P(Δyτ )= τ−H P0(Δy). (5)

where H is the Hurst exponent. Equation (5) implies that the increments are self-affine,
namely Δyaτ = aHΔyτ , where a is a scaling parameter.

The departure of the PDFs from a Gaussian with decreasing time scale is usually a signa-
ture of intermittency, and indicates that turbulent fluctuations are not self-similar at different
scales.
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Fig. 2 Deviation of the PDFs from Gaussian statistics with scale: signature of intermittency in the inertial
scale of the solar wind magnetic field (Sorriso-Valvo et al. 1999). Left panels for fast solar wind, right panels
for slow solar wind

The tails of the PDF are of particular interest, because the distribution of rare events is
indicative of the nature of underlying physical process. However, the practical assessment of
such tails is a delicate task, and so moments of the PDF often receive more interest than the
PDF itself. The moments of P(|Δyτ |) are called structure functions and can be estimated
directly from the time series as

Sp(τ )=
∫ +∞

−∞
P
(|Δyτ |)∣∣Δyτ (t)∣∣p dt = 〈∣∣Δyτ (t)∣∣p〉, (6)

where 〈· · ·〉 denotes ensemble averaging. Equation (5) implies that the structure functions
should scale with τ as

Sp(τ )∝ τ ζp . (7)

For statistically self-similar processes, the scaling exponents ζp are a linear function of the
order p; deviations from this linear behaviour can thus be used as a quantitative measure
of departure from self-similarity. There is considerable experimental evidence that turbulent
flows deviate from this behaviour (Frisch 1995).

Solar wind and laboratory data have been extensively studied by structure function
analysis, showing the presence of intermittency (Carbone 1994; Tu and Marsch 1995;
Carbone et al. 2000; Antar et al. 2001; Bruno and Carbone 2005; Matthaeus and Velli 2011).
The evaluation of structure functions is straightforward, but there are pitfalls. The main dan-
ger is the increasing sensitivity of structure functions to rare and large events when the order
p increases, until finite sample effects completely dominate. This often goes unnoticed as
the structure function increases smoothly with order. As a rule of thumb, it is considered
safe to compute structure functions up to order

pmax = logN − 1, (8)
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whereN is the number of samples in the dataset. A more detailed check relies on the conver-
gence of the integrand in Eq. (6) (Dudok de Wit 2004). Recursive convergence techniques
have also been applied to solar wind data (Chapman and Nicol 2009).

Another common measure of intermittency is the normalised fourth order moment of
PDF, also known as flatness (e.g., Bruno and Carbone 2005)

F(τ)= S4(τ )/S
2
2 (τ ). (9)

For Gaussian fluctuations F(τ)= 3, so that a scale-dependent departure from this value can
be used as an indication for intermittency.

Note that the increment defined in Eq. (4) is merely the convolution of the turbulent
wavefield y(t)

Δyτ (t)=
∫
y
(
t ′
)
Wτ

(
t − t ′)dt ′, (10)

with the coarsest wavelet one could imagine, namely Wτ(t) = δ(t + τ)− δ(t). The statis-
tical properties of turbulent eddies can also be captured with increments that involve more
elaborate wavelets (in terms of continuity, number of vanishing moments, etc.). This gener-
alisation establishes an connection with a much broader framework wherein wavelet coeffi-
cients and their higher order moments are the prime quantities of interest (Muzy et al. 1993;
Farge et al. 2004). Interestingly, this framework has intimate connections to the thermody-
namic formalism.

Finally, in those cases where the estimation of the structure functions is handicapped
by a short inertial range, the Extended Self-Similarity (ESS) technique (Benzi et al. 1993)
can help extract relative scaling exponents (Carbone et al. 1996). Let us stress again, how-
ever, the importance of having long records for properly accessing high order moments, in
particular with heavy-tailed processes (Kiyani et al. 2009).

2.3 Coherent Structure Identification

The origin of the intermittency in plasmas is still an open question and is usually as-
cribed to the presence of coherent structures whose typical lifetime exceeds that of inco-
herent fluctuations in the background. Typical examples are current sheets, shocks and vor-
tices in space plasmas (Veltri and Mangeney 1999; Veltri 1999; Sorriso-Valvo et al. 1999;
Mangeney et al. 2001; Alexandrova et al. 2006; Alexandrova 2008; Alexandrova and Saur
2008; Carbone et al. 2000; Greco et al. 2009a, 2012), and blobs, vortices, clumps, avaloids,
and similar structures in laboratory plasmas (Zweben 1985; Huld et al. 1991; Antar 2003;
Krasheninnikov et al. 2008; Fujisawa 2010).

A simple definition of a coherent structure is a structure whose phases are coupled
for a finite range of scales, or at all measured scales. For example, coherent structures
in fluid turbulence often are localized vortex filaments whose length is of the order of
the energy injection scale L, and whose cross-section is of the order of the dissipa-
tion scale �d (Frisch 1995); in Fourier space, these structures occupy all scales from L

to �d . Phase coherence is an essential ingredient, which can be tested, if not observed in
Fourier space. One can indeed build a test statistic for the existence of coherent struc-
tures by randomising the phases of the Fourier transform, while keeping the amplitudes
unchanged. This operation preserves the power spectral density and second order quan-
tities such as the autocorrelation function, but destroys phase synchronisations. This sur-
rogate and its statistics can be compared to the observed signal and its statistics. Sur-
rogates are widely used in dynamical systems (Schreiber and Schmitz 2000) to test the
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null hypothesis against a linear, Gaussian, and stationary stochastic process; some ap-
plications to plasmas have been reported as well (Hada et al. 2003; Sahraoui 2008;
Chian and Miranda 2009).

While Fourier transforms are routinely used for making surrogates and testing phase co-
herence, it often makes more sense to detect phase coherence locally in time. Multiresolu-
tion (i.e. wavelet) techniques again stand out as the most powerful tool for dealing with such
problems. Here, the quantity of interest is the energy distribution of the time series in scale
τ and in time t ; notice that the latter had been ignored in the determination of frequency
spectra in Sect. 2.1.

We already defined the wavelet transform in Eq. (2). Ideally, the mother wavelet function
should be tuned to the kind of coherent structure one wishes to analyse. For example, Haar
(or 0th order Daubechies) wavelets

ψ(t)=

⎧⎪⎨
⎪⎩

0, for |t | ≥ 1/2

1, for 0≤ t < 1/2

−1, for −1/2< t < 0

(11)

are appropriate for analysing sharp discontinuities (non-differentiable functions). First order
Daubechies are better suited for handling smoother structures, whose first derivative exists
but not the second one, etc. Haar wavelets have been used in various contexts to identify
shocks and current sheets in the solar wind inertial range of scales (Veltri and Mangeney
1999), to identify events in fusion plasmas (Vega et al. 2008), and to de-noise plasma simu-
lation data (Nguyen van yen et al. 2010).

Note that the Haar wavelet transform is equivalent to a set of increments at scales defined
as powers of 2 of the smallest scale: τm = 2mτ0. Using these increments, a different method
based on variance threshold, referred to as Partial Variance of Increments (PVI), was recently
used by Greco et al. to identify magnetic discontinuities in numerical simulations and in
solar wind time series (Greco et al. 2008, 2009a, 2009b, 2012).

Other wavelets have been used as well, such as Morlet wavelets for detecting magnetic
Alfvén vortices in the Earth’s and in Saturn’s magnetosheath. Figure 3 illustrates how the
structures were identified at Saturn during the Cassini orbit insertion in 2004 (Alexandrova
and Saur 2008).

Let us stress that Haar wavelets, and low order wavelets in general, formally are rele-
vant only for sharp discontinuities. These wavelets cannot properly characterise more con-
tinuous structures and fail to provide the spectral index of time series whose power law
is steeper than a given threshold value (Farge et al. 2006). For that reason, higher order
wavelets such as 4th or 6th order Daubechies should systematically be preferred when
it comes to analysing coherent structures. Numerous other examples of coherent struc-
ture identification and extraction can be found in neutral fluid simulations (Farge 1992;
Farge et al. 2001).

So far we only discussed methods that are applicable to single time series. In Sect. 3
we shall elaborate on spatio-temporal observations, which are more relevant for analysing
coherent structures, but also more challenging for the observer.

3 Spatio-Temporal Observations of Turbulent Wavefields

In many observations, the temporal and spatial dimensions are intimately mixed because
of plasma motion, and also because the probes often are not at rest in the plasma frame.
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Fig. 3 Left, from the top to the bottom: Magnetic field intensity; Morlet wavelet scalogram, which shows
how the total energy of magnetic fluctuations (in colour) is distributed in time-scale plane; below we sep-
arately plot the energy in compressible fluctuations W2‖ (t, τ ) and the distribution of the energy of Alfvénic

fluctuations W2⊥(t, τ ); the bottom panel gives the integration of W2‖ (t, τ ) (red line) and W2⊥(t, τ ) (black line)
over scales. The peaks of the energy of Alfvénic fluctuations (see green vertical lines) correspond to coherent
structures, two of them are shown on the right: (a) 3 components of magnetic fluctuations in the local mag-
netic field frame (top), polarisation of the fluctuations in the plane perpendicular to the magnetic field (2nd
line); (b) comparison with models of monopole and dipole Alfvén vortices. Here, a is the vortex radius. For
more details, see (Alexandrova and Saur 2008)

As a consequence, the distinction between spatial structure and temporal dynamics is of-
ten elusive, except in the case where at least two simultaneous observations of the same
variable can be made. The different methodologies that have been developed for that pur-
pose depend very much on the number of simultaneous observations, which will be here our
guiding thread. Here we address mostly wave-like structures but also structures of arbitrary
shape.

3.1 Two-Point Measurements

Single-point measurements are formally inappropriate for disentangling space and time in
plasmas. However, in the particular case where the plasma flow is steady, dispersionless,
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and fast with respect to its fluctuations, Taylor’s hypothesis allows to infer spatial struc-
tures from temporal variations. This hypothesis is frequently used in the solar wind to infer
wavenumber spectra and spatial structure functions from single time series, see for example
Horbury et al. (2011) and Marsch and Tu (1997).

Two closely spaced measurements (as compared to the characteristic spatial scales of
the medium) give access to a wealth of new information. The prime quantity of interest is
the joint frequency-wavenumber spectrum S(k,f ), which is the key to the identification of
plasma waves. The first step towards the extraction of that spectrum is the estimation of the
cross spectrum

SXY(f )=
〈
Y (f )X∗(f )

〉= ∣∣SXY(f )
∣∣ejφXY (f ), (12)

where X(f ) and Y (f ) are respectively the Fourier transforms of the two simultaneously
measured scalar observables x(t) and y(t). The phase φXY(f ) of this complex quantity is
related to the wavenumber k projected along the separation vector d of the two measure-
ments by

k · d= φXY(f ). (13)

This property has been widely used to infer wavenumbers in simple configurations wherein
the direction of propagation is known; the latter is usually determined by minimum variance
analysis (Sonnerup and Scheible 1998). An early example is the identification of whistler
waves in the solar wind using two the nearby ISEE spacecraft (Hoppe and Russell 1980).

Classical cross-spectral analysis, however, has several limitations. First, it cannot prop-
erly distinguish multiple waves that have different dispersion relations. To overcome that
limitation, Beall et al. (1982) proposed to use instead the local joint frequency-wavenumber
spectrum, defined as

SL(k,f )=
∑
i

1

2

[
Xi(f )X

∗
i (f )+ Yi(f )Y ∗i (f )

]
δ
(
ki(f )− k

)
, (14)

where the local wavenumber ki(f ) = |ki (f )| is estimated from the cross-spectrum, for
different ensembles that are indexed by i. According to this equation, the frequency-
wavenumber spectrum is obtained by unfolding the frequency spectrum, conditioned by the
wavenumber defined in Eq. (13). This approach has been widely used in laboratory plasmas,
and in particular for drift turbulence studies, using Langmuir probe pairs (Poli et al. 2006;
Tynan et al. 2009).

There is a second limitation, however, which has often been overlooked: all these Fourier-
based techniques are formally applicable only to plane waves with an infinite spatial extent.
Such conditions are rarely met in turbulent plasmas, which are often non-stationary and
rather consist of a superposition of wave-packets. This is even more so in strong turbulence,
in which the size of the wave packets becomes comparable to their characteristic period or
wavelength. The generalisation of Eq. (14) to multiscale methods allows to overcome this
limitation (Dudok de Wit et al. 1995). The idea simply consists in replacing the Fourier
transform in Eq. (14) by a continuous wavelet transform.

Figure 4 shows a typical example taken from the solar wind magnetically connected to
the Earth’s bow shock (i.e. foreshock region). One single linear branch is observed in the
dispersion relation when all wave packets are considered, regardless of their amplitude.
According to this picture, the apparent motion amounts to simple dispersionless advec-
tion. However, the local frequency-wavenumber spectrum, in which each wave packet is
now weighted by its amplitude, clearly reveals the existence of two branches, with different
group velocities. The slowest branch (in the satellite rest frame) is associated with dispersive
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Fig. 4 Wavefield properties as a function of frequency and wavenumber, inferred from two-point magnetic
field measurements in the foreshock region, from the AMPTE-UKS and AMPTE-IRM spacecraft. Details are
given in Dudok de Wit et al. (1995). The left plot displays the number of wave packets, regardless of their am-
plitude; the middle plot shows the local frequency-wavenumber spectrum SL(k,f ) estimated with wavelets;
the right plot shows the flatness, as a signature of temporal burstiness. The dashed rectangle represents the
principal domain, which is bounded by the spatial Nyquist number, and has been artificially unfolded. The
only physically meaningful branch starts at (f = 0, k = 0)

whistler wave packets whose bursty nature is attested by their high flatness, see Eq. (9). Sur-
prisingly, the use of wavelets for estimating dispersion relations is well accepted in geospace
plasmas (e.g. Eriksson 1998; Lundberg et al. 2012), whereas they are still exceptional in lab-
oratory plasmas (Lazurenko et al. 2008). This example shows how long it may sometimes
take for a ideas to spread.

The concept of cross-spectrum can be generalised to higher order spectra in order to de-
scribe nonlinear interactions, see for example (Kim and Powers 1979; Kravtchenko-Berejnoi
et al. 1995; Dudok de Wit 2003). Higher order spectra are relevant for weak turbulence, be-
cause nonlinearities can be adequately described by three-wave and four-wave interactions.
Interestingly, in the Hamiltonian framework for weak turbulence (Musher et al. 1995), there
is a direct connection between the physical model and higher order spectra. Langmuir tur-
bulence is one of the few examples in which empirical statistical quantities have such an
immediate physical meaning.

The seminal work of Ritz and Powers (1986), who showed how to derive spectral
energy transfers from higher order spectra using double probe measurements, opened
the way to several applications. Indeed, energy transfers give deep insight into the non-
linear interactions. They allow, for example, to determine whether coherent structures
in a turbulent wavefield are dynamically evolving or are static remnants of a nonlin-
ear process that took place earlier. There have been surprisingly few applications so far;
some can be found in density fluctuations in tokamak edge turbulence (Kim et al. 1997;
Zweben et al. 2007), in magnetic field fluctuations in the solar wind upstream the Earth’s
quasi-parallel bow-shock (Dudok de Wit et al. 1999), and in Langmuir turbulence simula-
tions (Souček et al. 2003). Let us stress that they require long records, stationarity, and need
careful validation to avoid misinterpretation. This may explain why they have been mostly
applied to laboratory plasmas.

For fully developed turbulence, or when the spectral description is less appropriate, other
techniques may be more relevant. The most elementary one is the cross-correlation function,
which informs about temporal lags and about the decorrelation time. More interesting is the
conditional averaging technique, also know as superposed epoch analysis in space science.
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The technique consists in taking a snapshot of the measurements whenever a reference signal
exceeds a threshold. Averaging these events allows the coherent patterns, if there are any,
to emerge from the sea random fluctuations. Conditional averaging has been widely used to
identify and characterise spatially coherent structures (often referred to as blobs or clumps)
in electrostatic turbulence (Johnsen et al. 1987; Windisch et al. 2006; Diallo et al. 2008).
In geospace plasmas, conditional sampling has been more frequently used for identifying
the shape of transients (Baker 1986; Borovsky and Denton 2010). Laboratory applications
often offer the additional advantage of allowing the probes to be moved, so that a full range
of spatial scales can be investigated with two probes only, just by repeating the experiment
under the same conditions (e.g., Furno et al. 2008; Fattorini et al. 2012). These techniques,
combined with smart detection criteria, are gaining again a lot of interest.

3.2 Three-Point Measurements and More

The transition from two-point measurements to three-point (and more) is relatively minor in
terms of gain of information. Many multi-probe studies actually are made by processing the
probe signals pairwise. A beautiful exception in space research is given by the 4 satellites
from the CLUSTER mission, which form a tetrahedron, thereby providing access to full 3D
resolution in space. With such a configuration, the determination of gradients, of the three
components of wave-vectors, and normals to natural boundaries becomes possible. This has
led to important improvements in the study of microphysical processes in space plasmas,
both qualitatively and quantitatively. Most of these techniques and the first results obtained
with them are detailed in the two books by Paschmann and Daly (2000, 2008), which we
refer the reader to.

Some of the physical properties that have been inferred from CLUSTER observations,
are: the estimation of the current density from the curl of the magnetic field (Haaland et al.
2004), the analysis of the geometrical structure of discontinuities such as shocks (Shen et al.
2003), the identification of a co-moving de Hoffmann-Teller frame using wavefield measure-
ments (Khotyaintsev et al. 2004), and Alfvén vortices in the Earth’s environment (Sundkvist
et al. 2005; Alexandrova et al. 2006). Several successful attempts have been made for re-
constructing the three-dimensional spatial spectrum of turbulence over at least one decade of
scales (Tjulin et al. 2005; Sahraoui et al. 2006, 2011). These reconstructions are based on the
k-filtering technique (Pinçon and Lefeuvre 1991), which allows to overcome the limitations
of the Taylor hypothesis. Many of these studies have been instrumental in unveiling key
physical processes such as reconnection events at the Earth’s bow shock (Retinò et al. 2007)
and at providing a microscopic look at the processes allowing particles from the Sun direct
entry into the magnetosphere (Hwang et al. 2012). Cross-Scale, the follow-on of CLUS-
TER, was designed to probe both ion and electron scales, and would thereby have opened
new perspectives in multipoint data analysis (Dunlop et al. 2011). To finish, let us mention
a particular case wherein these techniques have been adapted to three-point measurements
(Vogt et al. 2009).

Here we would like to stress again the importance of understanding the limitations behind
spectral techniques such as k-filtering, which assume a superposition of uncorrelated plane
waves with random phases. These assumptions are rarely met in practice and great care must
be taken in analysing cases such as spatially coherent structures that are convected with the
flow.

Another conceptually interesting approach involves multipoint observations of systems
that exhibit “global” modes. The latter encompass here anything going from traveling waves
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to perturbations affecting the system globally or partly. In such spatio-temporal systems, it
often makes sense to look for separable solutions of the observable f (x, t):

f (x, t)=
∑
k

φk(t) ψk(x). (15)

This decomposition can be unique if constraints are imposed on the modes φk(t) and ψk(x).
Various techniques have been developed in what has become a highly multidisciplinary field
of research that is also known as blind source separation: the Singular Value Decomposi-
tion or Biorthogonal Decomposition are used when the modes are orthonormal, Independent
Component Analysis, when they are independent, etc. (Dudok de Wit 2011). In all these
techniques, the heuristic idea is to concentrate the salient features of the spatio-temporal
wavefield in the smallest possible number of modes. These techniques excel in separating
oscillations with different poloidal mode numbers in laboratory devices (Nardone 1992;
Dudok de Wit et al. 1994; Madon and Klinger 1996; Kim et al. 1999; Niedner et al. 1999;
Dinklage et al. 2000) and, more generally, in extracting variations that are spatially coherent
(Manini et al. 2003). Such variations may be travelling waves but also non wave-like struc-
tures. Mode decomposition techniques are also useful for handling inverse problems such
as those occurring in plasma tomography (Anton et al. 1996). Applications to geospace
plasmas have been slow to come because multichannel observations are so few. A notable
exception is the analysis of solar and stellar spectra, which are just another kind of bivariate
data (Amblard et al. 2008; Christlieb et al. 2002).

There was initially some hope that such techniques might help identifying and extracting
coherent structures from turbulent wavefields, as suggested by Benkadda et al. (1994). Few
attempts turned out to successful. Indeed, techniques such as the Singular Value Decompo-
sition rely on second order moments only and so formally cannot properly extract structures
whose main hallmark is their departure from a Gaussian PDF. Multiscale techniques are bet-
ter suited for that, as discussed, for example, by Farge et al. (2006) and by D’Ippolito et al.
(2011).

3.3 Imaging

Ideally, a complete characterisation of turbulence and meso-scale structures in plasmas,
which we generally refer to as “imaging” in this section, would require full spatio-temporal
measurements of the relevant fields (i.e electron and ion density, temperature, plasma poten-
tial, etc.) with adequate spatial and temporal resolution, and without perturbing the plasma.
From the experimental point of view, this task is hampered by the intrinsic difficulty in di-
agnosing the region of interest with adequate temporal and spatial resolution. The seminal
study by Zweben (1985), with a grid of 8×8 Langmuir probes, has remained unmatched for
many years until new techniques have enabled more quantitative information to be extracted
from such data sets.

We will not address here the remote sensing of solar and heliospheric plasmas, whose
breathtaking images have stimulated the development of a wide variety of techniques, some
of which are very specific to the structures of interest, such as coronal loops, or the motion
of granules in the photosphere. For some references, see Georgoulis (2005), Meunier and
Zhao (2009), Aschwanden (2010, 2011). The next conceptual step will involve data cubes
such as two dimensional (2D) images taken in different wavelengths by spectro-imagers or,
more generally, hyperspectral images.

In recent years, progress has been made in basic plasma physics devices, where arrays
comprising a large number (of the order of 102) of electrostatic probes have been commonly
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Fig. 5 Example of fast imaging using 2D profiles of ion saturation current from a 2D Langmuir probe array
on the TORPEX device. An intermittent turbulence-generated structure, i.e. a blob (highlighted by the thick
black line) is radially propagating in the poloidal plane of the device

introduced to typically measure ion saturation and floating potential signals (Katz et al.
2008; Müller et al. 2006). Two diagnostic issues are the quantitative interpretation of probe
results, especially in magnetised plasmas where the theory of electrostatic probes is still
incomplete, and the possible perturbing effects of the probes on the physics under study.
Relatively few papers discuss these issues in detail, and normally some checks are made to
verify that the probe does not affect the results from existing probes, but it is often not clear
whether the structure and motion of blobs is unaffected by these probes.

As an example, Fig. 5 presents the application of 2D imaging to visualise intermittent
meso-scale structures, or blobs, in the TORPEX device (Fasoli et al. 2010). Blob propagation
is investigated using a 2D array of 86 Langmuir probes on a hexagonal pattern, the HEXTIP
diagnostic described in detail, see (Müller et al. 2006). HEXTIP measures ion saturation
current signals with a temporal resolution of 4 µs, which is smaller than the typical auto-
correlation time of the structures under study (≈100 µs), and 1.75 cm spatial resolution. The
first step, common to all diagnostics and techniques providing real space temporal imaging
of plasmas, is the definition of the meaning of structures. To this aim, pattern recognition
techniques assuming more or less complicated definitions can be used. In this example,
blobs are identified by adopting a threshold segmentation approach, which selects positive
structures as regions where the ion saturation signal exceeds an appropriate value, usually
expressed in terms of the standard deviation of the signals. The identified structures are
bound by polygonal structures, shown in black contour in Fig. 5, which allow computing
different observables linked to the structures. Examples of observables are the occupied area,
the position of the center of mass of a structure, etc. By considering subsequent time frames,
structure trajectories can be identified together with splitting events, when a single structure
breaks apart, and merging events, when multiple structures merge together. The observables
defined for static structures can now be computed along the trajectory of the structure itself,
and new observables can be defined, such as for example the structure speed. This process
allows to visualise, i.e. image, the structure dynamics in turbulent plasmas. Furthermore, the
strength of the real space imaging is that it not only allows to identify individual structures,
but also to build a statistical ensemble over which to compute the statistical/probabilistic
properties of the turbulent field under investigation (Müller et al. 2006). This can be used
to verify in a statistical sense predictions from theory, such as for examples scaling laws
(Theiler et al. 2009).

The use of insertable probes for a full imaging of the quantities of interest for plasma
turbulence studies suffers from two interlinked limitations, even in low temperature plasma
experiments. A small number of probes only marginally perturbs the plasma dynamical
behaviour, but would lead to either only local measurements or to insufficient spatial resolu-
tion to investigate the turbulence multiple scales. To obtain adequate spatial resolution, one
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Fig. 6 Example of filament evolution obtained using a fast framing camera at the edge of TCV tokamak.
The axes are in units of pixel number

would need to insert a large number of measuring tips, which would significantly perturb the
phenomena under investigation. In recent years, to overcome these limitations, fast framing
cameras have been adopted to monitor light emission from magnetically confined plasmas
and also in basic plasma physics devices. In particular the field of fast imaging has been
pushed forward by the need to investigate intermittent transport events associated with the
filaments in fusion and basic plasma physics devices (Kirk et al. 2006; Ben Ayed et al. 2009;
Grulke et al. 2006; Iraji et al. 2010).

Fast cameras are today used to track filamentary structures with typical spatial scales
>1 mm and lifetime >1 µs in the scrape-off layer (SOL), and to compute their relevant
quantities, such as average velocities and sizes. An example from the TCV tokamak (Good-
man et al. 2003) is shown in Fig. 6. Fast framing cameras now offer ≈106 pixels and acqui-
sition frequencies up to 106 images per second (1 µs time resolution), which are adequate
to resolve most turbulent phenomena in magnetised plasmas. These large arrays of spa-
tially distributed measurements open new possibilities of identifying turbulent structures
in two-dimensional or even three-dimensional space and of following their evolution in
time.

Two main difficulties are encountered when using fast cameras to image plasma turbu-
lence. First, the signal is usually integrated along a line-of-sight resulting in multi-chord
images, which need to be inverted by tomography, using more or less complicated tech-
niques, to reconstruct the local plasma emissivity, see for example (Svensson et al. 2008).
The line integration problem is common to other diagnostic techniques which can be gener-
ally classified as “imaging” techniques. For example, measurements of line integrated elec-
tron density along satellite-to-ground path are obtained by using radio transmission from
polar orbiting satellites (Kersley et al. 1997). Tomographic inversion of these data allows
mapping large portion of the ionosphere in a height versus latitude plane (Bust and Mitchell
2008). The same approach can be applied to the solar corona (Butala et al. 2010). Tomo-
graphical reconstructions of heliospheric perturbations from observations of interplanetary
scintillations (IPS) offer the ultimate example of how 3D structures can be reconstructed
from line-of-sight observations (Jackson et al. 2011).

In laboratory devices, the line integration problem can be solved by using fast framing
cameras together with gas puffing (Agostini et al. 2009; Terry et al. 2003; Maqueda et al.
2010; Zweben et al. 2011), which result in atomic line emission from the locally injected
neutral atoms. In these cases, precautions must be taken to avoid that the addition of a neutral
source affects the local plasma parameters and turbulence features. The second problem
is related to the intrinsic origin of the quantity measured by imaging, i.e. optical plasma
emission, which, in most cases, is a complex convolution of local density, temperature, and
impurities concentration. This hampers a direct comparison of results from visible imaging
with, for instance, numerical simulations of turbulent transport, unless these are coupled
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with radiation emission codes. The combination of forward modelling with MHD codes
and direct IPS observations has been shown to enhance the reconstruction of solar wind
structures (Hayashi et al. 2003).

Tomography inevitably leads to ill-posed problems, for which prior assumptions are im-
portant, and solutions are sensitive to the underlying assumptions. For such problems, the
Bayesian framework (von Toussaint 2011) has proven to be remarkably powerful and will
surely inspire in the decade to come new techniques that can handle the imperfections of the
data more properly.

4 Anomalous Transport in Plasmas

The transport properties of suprathermal particles are important both for laboratory plasmas,
where good confinement is essential in order to reach the goal of fusion, and in geospace
plasmas, where understanding transport is important for predicting the arrival of solar en-
ergetic particles (SEPs) and for the acceleration processes like first order acceleration at
shocks (Reames 1999; Giacalone 2011; Perri and Zimbardo 2012b). Here, an important is-
sue that has challenged the analysis of microphysical processes is the characterisation of the
transport processes.

In the classical regime of normal diffusion, the mean square displacement of particles
along one dimension can be written as 〈

Δx2
〉= 2Dt, (16)

where D is the diffusion coefficient, and where 〈Δx2〉 grows linearly in time. However, in
the last years it has become clear that anomalous transport regimes can be found in a large
variety of physical systems, such that 〈Δx2〉 grows nonlinearly in time,〈

Δx2
〉= 2Dγ t

γ , (17)

with γ < 1 in the case of subdiffusion, 1 < γ < 2 in the case of superdiffusion, and with
γ = 2 representing the ballistic regime (e.g., Zimbardo 2005; Zimbardo et al. 2012).

Anomalous transport has been studied extensively in laboratory plasmas, due to the im-
portance of understanding and controlling the plasma losses, while it is comparatively less
well known in geospace plasmas. In laboratory plasmas, transport was found to be nondif-
fusive already two decades ago, when it became clear that the random motion of particles
in fluctuating electric and magnetic fields was analogous to motion in periodic and quasi-
periodic potentials (Zaslavskii et al. 1989), and that long “ballistic” displacements were
possible in between the structure of nested magnetic surfaces which are characterised by
broken surfaces called “cantori” (Zaslavsky et al. 1993). The combination of temporal trap-
ping and long displacements leads to anomalous diffusion which can be both subdiffusive
and superdiffusive, depending on control parameters like the turbulence level and the parti-
cle energy (Shlesinger et al. 1993).

Many studies of anomalous transport in fluids and plasmas have been performed; for
instance, Benkadda et al. (1997) have shown that transport regimes including subdiffu-
sion and superdiffusion can be obtained for passive tracer particles in a flow undergo-
ing the transition to turbulence. Carreras et al. (2001) have similarly explored the dy-
namics of tracer particles in turbulence models with avalanche transport. Numerical sim-
ulations of fast ion transport in simple magnetized toroidal plasmas were performed by
Gustafson et al. (2012) and the fast ion transport perpendicular to magnetic field lines
was quantified. Despite the simplicity of this system, the entire spectrum of suprathermal
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ion dynamics, from subdiffusion to superdiffusion, depending on beam energy and turbu-
lence amplitude was observed. Interestingly, numerical simulation of particle transport in
the solar wind turbulence find that perpendicular transport is either subdiffusive or nor-
mal, while parallel transport can be either superdiffusive or normal (Zimbardo et al. 2006;
Shalchi and Kourakis 2007).

An overview of the theoretical approach to anomalous transport, including the use of non
Gaussian statistics, the Hurst exponent, and continuos time random walks, plus the results
of numerical simulations for laboratory and geospace plasmas is given by Perrone et al.
(2012). Here we discuss how to detect anomalous diffusion from in situ measurements in
space, with a focus on superdiffusion.

In numerical simulations, one can follow a particle trajectory and numerically compute
the mean square displacement; after that, a fit of 〈Δx2〉 versus time allows to distinguish
between normal diffusion, subdiffusion, or superdiffusion. Another approach is based on
the determination of the Lagrangian velocity autocorrelation function, since “thick” power
law tails are also indicative of superdiffusion (e.g., Mier et al. 2008). Again, this approach
is feasible in numerical simulations but not in space measurements, where usually only the
Eulerian correlation functions are available. Then, how to detect anomalous diffusion in
space?

Already in 1974, by analysing the time profiles of nonrelativistic solar electron events,
Lin (1974) pointed out that nonrelativistic electrons exhibit a wide range of transport
regimes, going from diffusive to ballistic. Indeed, an essential property of superdiffusive
transport is that it is characterised by a non Gaussian statistics, both in the PDF of the dif-
fusing particle (the propagator) and in the probability of making a free path of a given
length. Such a non Gaussian statistics influences the spatial distribution of superdiffusing
particles, and hence the observed energetic particle time profile. In particular, superdiffu-
sion corresponds to a Levy statistics, which implies that the propagator has the following
power law shape, appropriate at some distance from the particle source at x ′ (Zumofen and
Klafter 1993),

P
(
x − x ′, t − t ′)= A0

(t − t ′)1/α
[
(t − t ′)1/α
|x − x ′|

]α+1

, (18)

where 1< α < 2, while a different expression holds for small values of |x − x ′| (Zumofen
and Klafter 1993). Above, A0 is a normalisation constant. As can be seen, the long distance
propagator has a power law form, sharply different from the normal Gaussian propagator.
The density of energetic particles upstream of a shock can be obtained as the superposition of
the particles accelerated at the shock during its propagation, and using the above propagator
yields, for t < 0 (i.e., upstream of the shock) (Perri and Zimbardo 2007, 2008)

f (E, t)∝ (−t)1−α ≡ (−t)−ν, (19)

where f (E, t) is the omnidirectional distribution function of particles of energy E. On the
contrary, in the case of normal diffusion characterised by a Gaussian propagator, an expo-
nential decay is obtained for f (E, t) upstream of the shock. In other words, a power law
time profile for energetic particles with slope ν = α − 1< 1 is the signature of superdiffu-
sion with anomalous diffusion exponent γ = 3− α = 2− ν > 1 (Perri and Zimbardo 2007,
2008; Perrone et al. 2012).

In order to extract information on the transport of energetic particles accelerated at the
shock, one has to identify a “clean” shock crossing in the spacecraft data (Perri and Balogh
2010a, 2010b), then plot f (E,Δt) upstream of the shock versus the time distance to the
shock, Δt = |t − tsh|. A fit of f (E,Δt) versus Δt will reveal normal diffusion when the
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Fig. 7 Energetic ion fluxes
measured by the LECP
instrument onboard Voyager 2
upstream of the termination
shock (energy as indicated). The
dashed black lines represent the
power law fit. Adapted from
Zimbardo et al. (2012)

best fit is an exponential, and superdiffusion when the best fit is a power law. Using this
technique as a diagnostic tool, Perri and Zimbardo (2007, 2008, 2009a) have shown that
electron transport upstream of the shocks associated with corotating interaction regions
(CIRs) detected by the Ulysses spacecraft in the solar wind at 4–5 AU is superdiffusive,
with γ � 1.1–1.7. On the other hand, analysing the Voyager 2 data of low energy par-
ticles, Perri and Zimbardo (2009b) have shown that ion transport upstream of the solar
wind termination shock at 84 AU is superdiffusive, too, with γ � 1.3, see Fig. 7. Let us
stress again that a correct identification of a power law and its slope require great care, see
Sect. 2.1.

We point out that the power law decay found in the energetic particle profiles upstream
of CIR shocks is different from that envisaged by the numerical study by Giacalone (2004).
In that study, the power law-like decay of f (x,E, t) is due to the decrease of the mag-
netic fluctuations with increasing distance from the shock, so that pitch angle scattering
decreases, too, and parallel transport becomes faster. However, Perri and Zimbardo (2012a)
have shown that the variance of the magnetic field components, σ 2

i = 〈(Bi − 〈Bi〉)2〉T be-
ing T the timescale for the average computation, measured by Ulysses at the electron
resonance scale, which causes pitch angle scattering, do not vary with the distance from
the shock. Therefore a constant level of magnetic fluctuations implies a constant trans-
port regime, so that the energetic particle spatial profile, either an exponential decay or a
power law with ν < 1, can be used to discriminate between normal diffusion and superdif-
fusion.

On the other hand, once superdiffusive transport is identified as explained above, one
question arises: what it the physical origin of superdiffusion in the solar wind? A first answer
can be given by considering that superdiffusion is due to a Levy statistics for the distribution
ψ(�) of free path lengths �. More precisely, the Levy random walk assumes ψ(�)∼ |�|−1−α
for large |�|; for constant velocity particles, this corresponds to a power law distribution
of free path times, ψ(τ) ∼ |τ |−1−α . For displacements along the magnetic field, one can
relate the free path time to the pitch angle scattering time. In other words, a long pitch
angle scattering time means that particles keep the same parallel velocity for a long time,
thus performing the long displacements corresponding to a Levy random walk. The pitch
angle scattering time is obtained from the normalised magnetic variance σ 2/B2

0 at the gy-
roresonant scale as τ = (σ 2/B2

0 )
−1Ω−1 (Kennel and Petschek 1966), where σ 2 is the total

magnetic variance near resonance and Ω is the particle gyrofrequency. Perri and Zimbardo

607 Reprinted from the journal



T. Dudok de Wit et al.

Fig. 8 PDF of scattering times
measured by Ulysses in the fast
solar wind in 1995 (asterisks).
The blue line shows the power
law fit, while the red line the
Gaussian fit. The inset shows the
time series of scattering times.
Adapted from Perri and
Zimbardo (2012a)

(2012a) have shown that in the case of superdiffusive events in the solar wind, the distribu-
tion of pitch angle scattering times is a power law, see Fig. 8, implying that long scattering
times τ have a non negligible probability. Further, the power law slopes are between 2.4
and 3.8, values which are consistent, at least partly, with those required by the Levy random
walk to have superdiffusion, i.e., 2< 1+ α < 3.

Therefore the analysis of the magnetic variances at the gyroresonant scale and the finding
of a power law distribution of pitch angle scattering times with slope between 2 and 3 gives
information on the microphysical processes leading to superdiffusion. On the other hand,
this new data analysis technique calls for further investigations, since the scattering times
determined by a spacecraft allow to compute the “Eulerian distribution function”, while the
random walk of the particles is determined by the scattering times seen along the particle
trajectory, that is by the “Lagrangian distribution function”.

A different signature of anomalous transport, which is also intimately related to the con-
cept of self-similarity, is the occurrence of long-range correlations. Models based on self-
organized criticality (Newman et al. 1996) and also various turbulence models predict the
existence of such long-range correlations. By this, we mean a slow decay of the autocorre-
lation

lim
τ→∞C(τ)∼ τ

−γ , (20)

with γ < 1. For such scalings, the integral time scale T = ∫ +∞
0 C(τ)dτ diverges and funda-

mental properties such as stationarity are lost. The main difficulty then consists in inferring
such properties from finite and non-stationary records. Different approaches have been de-
veloped for that purpose, sometimes giving differing responses. One is the structure function
approach, see Sect. 2.2. A different approach is rescaled range (R/S) analysis, in which the
Hurst exponent quantifies the degree of persistence in a signal. We met this exponent before
in the context of statistical self-similarity, see Eq. (5).

For a record of N regularly sampled values with zero mean {y1, y2, . . . , yN }, we first
create cumulative deviates wt =∑t

i=1 yi for t = 1,2, . . . ,N . From this we define the range
as Rt =max(w1,w2, . . . ,wt )−min(w1,w2, . . . ,wt ). The rescaled range series then equals
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(R/S)t = Rt/σt , where σt is the standard deviation of the sequence {y1, y2, . . . , yt }. The
following self-similar scaling holds

lim
τ→∞(R/S)τ ∼ τ

−H , (21)

whereH is the Hurst exponent (Carreras et al. 1998). Persistence occurs when 0.5<H < 1,
whileH = 0.5 indicates an uncorrelated process and 0<H < 0.5 indicates anti-persistence.
For specific classes of processes, the value of H is connected to that of the spectral index,
and of the scaling exponent of the structure function (Gilmore et al. 2002).

There have been several applications of the rescaled range analysis to laboratory plas-
mas, see for example (Yu et al. 2003; Tynan et al. 2009). The value of the Hurst exponent
itself is not so informative; more interesting is the way it changes under different regimes,
such as in the transition of from L to H-mode (Dudson et al. 2005). There have also been
some applications to geospace plasmas. Kiyani et al. (2007), for example, used it to relate
properties of the solar wind to the structure of the corona under different conditions of solar
activity.

In many instances, H has been found to be larger than 0.5, which is often considered as
signature of self-organized criticality, or rather, driven self-organized criticality. However,
as with all higher order statistical methods, there are also a number of pitfalls. In particular,
H must be determined within the appropriate range of time lags: τ must exceed local cor-
relation time scales while being much smaller than the meso-scales of the system (Gilmore
et al. 2002).

5 Conclusions

This brief overview of some advanced methods for geospace and laboratory plasmas reveals
the power of such methods, provided that they are used in connection with plasma physics
theory, and that their limitations and pitfalls are properly understood. One important, and
yet missing, topic here is systems theory, which can give deep insight into the nonlinear
dynamics of plasmas (Vassiliadis 2006). One of the reasons for its relevance is the growing
interest for system approaches, in which the coupling between different layers or regions
becomes of comparable interest as the individual regions themselves.

Many time series analysis methods are relatively mature whereas spatio-temporal analy-
sis methods often still are in their infancy. The CLUSTER multi-satellite mission is one of
the rare examples wherein a coordinated effort toward the preparation of an experiment has
led to new methodological developments. In most cases, however, innovation has occurred
instead by strokes of serendipity or by knowledge transfer from nearby fields. This transfer
has often been slower between the geospace and laboratory plasma communities than be-
tween the plasma and neutral fluid communities. Clearly, there remains a considerable issue
in fostering interactions to the point where new ideas can spread more rapidly.
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Abstract This paper describes a model for cyclotron maser emission applicable to plane-
tary auroral radio emission, the stars UV Ceti and CU Virginus, blazar jets and astrophysical
shocks. These emissions may be attributed to energetic electrons moving into convergent
magnetic fields that are typically found in association with dipole like planetary magneto-
spheres or shocks. It is found that magnetic compression leads to the formation of a velocity
distribution having a horseshoe shape as a result of conservation of the electron magnetic
moment. Under certain plasma conditions where the local electron plasma frequency ωpe is
much less than the cyclotron frequency ωce the distribution is found to be unstable to maser
type radiation emission. We have established a laboratory-based facility that has verified
many of the details of our original theoretical description and agrees well with numeri-
cal simulations. The experiment has demonstrated that the horseshoe distribution produces
cyclotron emission at a frequency just below the local electron cyclotron frequency, with
polarisation close to X-mode and propagating nearly perpendicularly to the electron beam
motion. We discuss recent developments in the theory and simulation of the instability in-
cluding addressing radiation escape problems, and relate these to the laboratory, space, and
astrophysical observations. The experiments showed strong narrow band EM emissions at
frequencies just below the cold-plasma cyclotron frequency as predicted by the theory. Mea-
surements of the conversion efficiency, mode and spectral content were in close agreement
with the predictions of numerical simulations undertaken using a particle-in-cell code and
also with satellite observations confirming the horseshoe maser as an important emission
mechanism in geophysical/astrophysical plasmas. In each case we address how the radiation
can escape the plasma without suffering strong absorption at the second harmonic layer.
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1 Introduction

At least five sources of intense, non-thermal planetary radio emission are known in our
solar system. The Earth, Jupiter, Saturn, Uranus and Neptune all produce strong maser
emission in the kilometre to decametre wavelength range (Zarka 1992). In astrophys-
ical environments the cyclotron maser instability is an important mechanism that pro-
vides an explanation for observations of intense microwave radiation (Treumann 2006).
Radio emission from stars with a dipole magnetic field UV Ceti (Benz et al. 1998;
Kellett et al. 2002) and Cu Virginus (Trigilio et al. 2000; Hatzes 1997; Kellett et al. 2007;
Lo et al. 2012), blazar jets (Begelman et al. 2005; Treumann 2006) and shocks (Bingham
et al. 2003) are also thought to be associated with maser emission. Cyclotron maser emis-
sion from astrophysical objects was first investigated by Twiss (1958). The radiation is as-
sociated with electron beams accelerated into increasing magnetic fields where the local
electron plasma frequency ωpe is much less than the cyclotron frequency ωce (see Fig. 1 for
the terrestrial auroral case). In the low density regime, the growth rate of the R–X mode is
inversely proportional to the density, while the growth rate of the ordinary mode is propor-
tional to the density. This explains why the RX mode is the dominant feature of radiation
in regions where ωpe 	 ωce (Melrose and Dulk 1982). In the case of the Earth’s auro-
ral radio emission region, the ratio ωpe/ωce ∼ 0.01, for blazar jets this ratio can be even
smaller (Begelman et al. 2005; Treumann 2006). The idea that planetary radio emission
is the result of a maser instability has been current for many years (Wu and Lee 1979;
Winglee and Pritchett 1986; Melrose 1986; Louarn et al. 1990; Louarn and Le Queau 1996;
Delory et al. 1998; Ergun et al. 2000) with several schemes having been proposed. The

Fig. 1 Diagrammatic
representation of the terrestrial
auroral process
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electron loss-cone distribution (Wu and Lee 1979; Winglee and Pritchett 1986) was sug-
gested as the population inversion required for maser emission. However there is little or
no evidence (Delory et al. 1998; Ergun et al. 2000) of the loss-cone distribution in the
satellite data to support this assertion and as pointed out by Melrose (1998), for the emis-
sion to be explained by a loss-cone instability it has to be supposed that all observations
are of a saturated state after the loss-cone has filled by pitch angle diffusion. The loss-
cone instability was also questioned as the source of terrestrial auroral kilometric radiation
(AKR) by the results of particle-in-cell simulations conducted by Pritchett (Pritchett 1986;
Pritchett et al. 1999), based on observed electron distribution functions. These simulations
show that the loss-cone instability is not a particularly efficient process. Observations from
the Viking spacecraft (Louarn et al. 1990; Roux et al. 1993) in the Earth’s auroral magneto-
sphere led to the suggestion that the energy source for AKR is instead a population of down-
wards accelerated electrons with a large perpendicular velocity produced by a combination
of parallel accelerating electric field and converging magnetic field lines. The electron distri-
bution that is formed by beam electrons moving into an increasing magnetic field takes the
form of a horseshoe shape. These earlier observations have been backed up by more recent
data from the Fast Auroral SnapshoT (FAST) satellite (Delory et al. 1998; Ergun et al. 2000;
Pritchett et al. 2002) that clearly demonstrate a strong correlation between the electromag-
netic wave emission and the occurrence of the horseshoe distribution. A number of authors
(Delory et al. 1998; Ergun et al. 2000; Pritchett et al. 1999, 2002; Bingham and Cairns 2000;
Bingham et al. 2004; Vorgul et al. 2005; Cairns et al. 2005; Speirs et al. 2005, 2008;
Ronald et al. 2008a, 2008b; McConville et al. 2008; Gillespie et al. 2008) have recently
focused on the horseshoe distribution as the main source of AKR and demonstrated a ro-
bust cyclotron maser instability with a large spatial growth rate (Bingham and Cairns 2000;
Bingham et al. 2004; Vorgul et al. 2005), much larger than for a loss-cone distribution.

Other characteristics that are associated with the horseshoe maser but not the loss-cone
maser are high brightness temperatures >1014 K, continuous emission and high efficiency
of order 1 % (Gurnett 1974). Given the prevalence of converging magnetic fields in astro-
physics it has been suggested that the horseshoe maser can explain radio emission from stars
with a dipole magnetic field (Benz et al. 1998; Kellett et al. 2002, 2007; Trigilio et al. 2000;
Lo et al. 2012), blazar jets (Begelman et al. 2005) and shocks (Bingham et al. 2003). Since
the dispersion relation describing the electromagnetic wave only depends on the factor by
which the magnetic field increases and on ratios of the plasma and cyclotron frequencies,
it is possible to scale the effect to laboratory dimensions. An experiment was designed and
built to test the different cyclotron maser instabilities driven by loss cone and horseshoe
distributions—a difficult task in the space environment. The experimental apparatus de-
vised consisted of an electron beam injected into the convergent/fringing field of a mag-
netic solenoid configuration, creating a horseshoe distribution in velocity space similar to
those observed by spacecraft (Delory et al. 1998; Ergun et al. 2000; Louarn et al. 1990;
Roux et al. 1993; Pritchett 1986) in the auroral region, Fig. 2. An important issue for con-
sideration is how the radiation can escape from each of the objects discussed in this paper.
For each case we outline possible escape mechanisms.

2 Observations of Cyclotron-Maser Emission

2.1 Satellite Observations in the Auroral Magnetospheric Region

The most convenient source for observation is Earth, and terrestrial AKR has been ob-
served in detail by numerous satellite missions. Such observations from within the source
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Fig. 2 Illustrative diagram showing the formation of a horseshoe shaped velocity distribution in an electron
beam subject to magnetic compression

region indicate that AKR is generated at high altitudes (∼1.5 → 3 Earth radii) in cavi-
ties of low background plasma density aligned along the auroral magnetic field. From the
first images of the terrestrial auroral electron distribution function (DE-1 satellite), a defi-
nite crescent, or what we call a horseshoe, can be seen (Menietti and Burch 1985). Later
observations by the Viking and FAST satellites provided much clearer images where one
can see an obvious, highly populated horseshoe (Delory et al. 1998; Ergun et al. 2000;
Pritchett et al. 2002). The main results of the satellite observations relevant to cyclotron
maser emission are: the existence of fast electrons of approximately the same energy
moving into a convergent magnetic field, an observed horseshoe shaped electron mo-
mentum distribution, intense kilometric radiation nearly perpendicular to the magneto-
static field, a well-defined spectral output at around the electron cyclotron frequency, X-
mode polarisation of the emissions within the source region and an estimated emission
efficiency of about 1 % (Menietti and Burch 1985; Gurnett 1974; Mutel et al. 2008;
Menietti et al. 2011).

An important issue for consideration is how the radiation can escape from the auro-
ral magnetospheric plasma into space. The cyclotron maser mechanism generates radia-
tion propagating almost perpendicular to the magnetic field in the extraordinary mode.
Melrose and Dulk (1982) and Melrose (1999) argue that strong absorption will take
place when the radiation encounters the second harmonic absorption layer. Second har-
monic absorption is maximum when the radiation propagates perpendicular to the mag-
netic field and goes to zero as θ approaches 0°, inferring that for radiation propagat-
ing at small angles to the magnetic field attenuation is small (Melrose 1986). Recent
work by Mutel et al. (2008) using data obtained by the four spacecraft Cluster mission
show that the radiation from the auroral region undergoes strong refraction, caused by
the density inhomogeneity in the magnetospheric plasma with altitude (Mutel et al. 2008;
Menietti et al. 2011). Mutel et al. have shown that the ray paths due to refraction are
propagating at angles with respect to the magnetic field of between 10° and 20° well be-
fore they encounter the second harmonic layer, with much reduced attenuation at these
angles. Both simulations (Speirs et al. 2010) and observations (Menietti et al. 2011;
Mutel et al. 2008) suggest that the radiation is generated at a backward angle of a
few degrees to the beam direction and not strictly perpendicular. This serves as a suit-
able precursor to upward refraction with respect to the decreasing background plasma
density with increasing altitude as observed by Menietti et al. (2011) and Mutel et al.
(2008).
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Fig. 3 Diagrammatic representation of radiation emission from the flare star UV-Ceti (Kellett et al. 2002)

2.2 Stellar Observations

Prompted by the first radio resolved image of the star UV Ceti (Benz et al. 1998), we un-
dertook a review of the X-ray and radio observations of active late-type stars (in general),
and UV Ceti, in particular. One of the aspects of the observations that we particularly noted
was the highly polarised (nearly 100 % right-hand circular polarised along the direction
of propagation) radio outbursts of UV Ceti. We also noted the high degree of correlation
observed between the X-ray and radio luminosity of active late-type stars. Taken together,
these observations strongly suggested that a new radio emission mechanism was responsible
for most (and possibly all) of the radio emission of active late-type stars.

The first resolved image from UV Ceti (Benz et al. 1998) showed that the radio emission
was emerging from the poles of the star. In the analysis by Benz et al. they estimated that
the plasma density was <108 cm−3 giving a plasma frequency of <108 Hz, i.e. much less
than the observed emission frequency of 8.33 GHz. Combined with a typical magnetic flux
density of order 1000 Gauss (Vogt 1980), we were prompted to develop a cyclotron maser
emission model driven by an electron beam entering the polar converging magnetic region of
the star (Kellett et al. 2002; Bingham et al. 2001). The fact that this mechanism could easily
generate the observed radio flux from these stars with keV energy electrons could then also
help explain the X-ray/radio correlation. X-ray emission also implies keV electrons, so it
was possible or even likely that the same electrons were responsible for the X-ray and radio
emission—therefore easily explaining the observed correlation (Kellett et al. 2002). Our
model for UV Ceti (Bingham et al. 2001) is summarised in Fig. 3. We adopt a dipole field
geometry as suggested by the observations. Similar to the planetary case, a plasma density
gradient would refract the radiation out of the plane perpendicular to the magnetic field
resulting in propagation close to the magnetic field direction before encountering the second
harmonic absorption layer, allowing the radiation to escape with little absorption. A similar
dipole model is also invoked for CU Virginis where we see pulsed radiation signatures that
very much suggest a continuous radiation source (Kellett et al. 2007; Lo et al. 2012) but
which appears pulsed due to the rotation of the source across the Earth’s plane. This has
been coined by Trigilio the “lighthouse effect” reminiscent of pulsars but which we could
call pulstars (Trigilio et al. 2000).
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We conclude that maser emission from young active stars with a strong dipole-like mag-
netic field (Benz et al. 1998; Kellett et al. 2002; Bingham et al. 2001) may be similar to
the planetary auroral models in terms of the strong refraction induced by altitude variation
in magnetospheric plasma density, allowing the radiation to easily pass through the second
harmonic layer with little attenuation. This may not be so for solar radio emission which
is associated with a much more complex magnetic field structure than stars like UV-Ceti
and CU Virginus which have a strong dipole magnetic field (Benz et al. 1998; Hatzes 1997;
Borra and Landstreet 1980). It is highly likely that these stars do indeed emit cyclotron ra-
diation similar to planets from the polar regions of the dipole that correspond to the auroral
regions of planets. In this case we would expect the radiation to be emitted initially close
to perpendicular and refract upwards due to the plasma density decreasing with altitude.
A plasma emission mechanism cannot be ruled out for stars such as the sun that have more
complicated magnetic field structures (Thejappa et al. 2012; Hillan et al. 2012), however
stars such as UV-Ceti and CU-Virginus rotate much faster and have strong dipole magnetic
fields of order 1000 Gauss (Benz et al. 1998; Hatzes 1997; Borra and Landstreet 1980;
Vogt 1980).

Stellar and planetary cyclotron maser emission is a significant source of information on
planetary/stellar magnetospheres. For offset magnetic/rotational poles, it can also allow us
to study the angular momentum evolution of stars and planets in order to detect variations
in rotational period (Pyper et al. 1998; Adelman et al. 2001). The common features of such
astrophysical radio sources at any scale are the presence of a strong dipole or converging
magnetic field, the existence of energetic electrons and observed, highly circularly polarised
radio emissions at a range of frequencies correlating with the source region range in electron
cyclotron frequency (Treumann 2006; Zarka 1992)

2.3 Blazar Jets and Shocks

Relativistic jets (or blazar jets when directed towards the Earth) are beam-like linear fea-
tures observable over a broad range of frequencies and generated perpendicular to the ac-
cretion disc of super massive black holes (Meier et al. 2001; Nemmen et al. 2012). They
can extend over intergalactic distances (many thousands of light years) and have been ob-
served to generate highly non-thermal radio emission at frequencies ranging from a few
to 100’s of GHz. It has been suggested that a cyclotron-maser instability may be respon-
sible for the generation of these emissions within the low density (ωce > ωpe), magne-
tised relativistic electron population of the jet (Bingham et al. 2003; Begelman et al. 2005;
Treumann 2006). It is believed that small scale magnetic mirrors/convergent flux tubes
may be formed within the jet via hydrodynamic instabilities or shocks, providing the
means of generating the required electron velocity distribution (Bingham et al. 2003;
Begelman et al. 2005).

The magnetic guide fields within a blazar jet are believed to be very strong (O’Sullivan
and Gabuzda 2009) and for the highly energetic electron population within the jet this can
lead to large relativistic electron cyclotron frequencies in the 100’s of GHz range such that
ωce � ωpe (Begelman et al. 2005). The values used by Begelman, Ergun and Rees for the
ratio of cyclotron frequency to plasma frequency indicate that the efficiency of the emission
process for blazar jets could be an order of magnitude greater than for the planetary auroral
case. This forms part of the argument used by Begelmann, Ergun and Rees to conclude that
the radiation could indeed be due to the cyclotron-maser instability driven by an electron
horseshoe/ring distribution. Previous work has shown how a suitable ring-type distribution
may be generated directly by energisation of particles perpendicular the magnetostatic field
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via the surfatron mechanism (Katsouleas and Dawson 1983). We have also previously pro-
posed a scheme by which electrons may be accelerated and subject to magnetic compression
within a magnetised collisionless shock, generating a suitable crescent or horseshoe-type ve-
locity distribution (Bingham et al. 2003). Both such mechanisms are believed to be viable
within the highly magnetised, turbulent plasma of a blazar jet, with small-scale magnetic
mirrors and field aligned currents expected to occur in association with quasi-perpendicular
collisionless shocks (Begelman et al. 2005). Counterstreaming ion and ring distributions
generated at such shocks can excite lower hybrid waves via the modified two-stream insta-
bility that are capable of accelerating electrons to high energies, parallel to the magnetic
field (McClements et al. 1993). These high energy tail distributions can then be subject to
magnetic compression when moving from the upstream to downstream region of the mag-
netised collisionless shock, forming a horseshoe-type distribution suitable for driving the
cyclotron-maser instability.

Propagation and escape of cyclotron-maser radiation from a blazar jet has been consid-
ered in some detail (Begelman et al. 2005; Treumann 2006). Among the various factors
debated, second harmonic cyclotron absorption and synchrotron absorption are potentially
the most significant impediments. These can however be suitably accounted for (Begelman
et al. 2005) in the case of a blazar jet, where the second harmonic absorption layer is con-
sidered to occur transversely with respect to the magnetostatic field (Begelman et al. 2005).
Begelman et al. (2005) have shown as the generated X-mode radiation propagates radially
outwards, where the field can be approximated as dropping off linearly as B = Bmrm/r with
Bm and rm the magnetic flux density and radius at the maser emission source respectively.
Begelman et al. (2005) show that the thickness of the second harmonic layer can be approx-
imated as ∼rmωpe/ωce which is relatively thin and results in attenuation of ∼10 %. Another
factor not previously considered is the potential for refraction of the generated radiation due
to the plasma density gradient associated with quasi-perpendicular shock itself. Akin to our
previous consideration for the terrestrial auroral case, this could result in R-mode like ra-
diation propagation and an associated reduction in cyclotron-wave coupling efficiency for
second harmonic absorption in a layer parallel to the magnetic field.

3 Theory and Simulations

3.1 Kinetic Analysis

An analytic form of the electron distribution function with different opening angles, energy
spread and density ratios between the hot component making up the horseshoe part and a
background Maxwellian component is used in a dispersion relation for the R–X mode which
is easily obtainable from the susceptibility tensor given by Stix (1992). We shall assume that
the frequency is close to the electron cyclotron frequency, and also assume that the Larmor
radius is much less than the wavelength for typical electron velocities. This latter condition
means that we need only consider the susceptibility to lowest order in k⊥v⊥/Ωe . If we ne-
glect all but the zero order terms we get the cold plasma result. To a first approximation
we need only take account of the velocity distribution of the electrons in the resonant in-
tegral which involves 1/(ω−Ωe) where Ωe is the relativistic electron cyclotron frequency
eB/γme with e the electron charge, B the magnetic field γ the Lorenz factor and me the
electron rest mass. In this resonant term we must take account of the relativistic shift of
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the cyclotron frequency, since this picks out a particular group of resonant electrons and
produces damping or growth of the wave. In terms of momentum p we have

Ωe =Ωe0

(
1+ p2

m2c2

)− 1
2 ≈Ωe0

(
1− 1

2

p2

m2c2

)
(1)

whereΩe0 is the nonrelativistic electron cyclotron frequency. For the real part of the resonant
integral we can simply take the cold plasma value. Although this goes as 1/(ω−Ωe0) and
appears to be near singular at the resonance, the 1/(ω−Ωe0) factors in the real part of the
dispersion relation cancel out and it behaves quite smoothly in the vicinity of the cyclotron
frequency. It is not crucial to include small corrections to the cyclotron frequency in the real
part of the dispersion relation. The refractive index n for the R–X mode is given by
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and considering the dielectric tensor elements ε⊥ and εxy with the approximations we have
described, an expression for the perturbation in refractive index η due to the imaginary
component can be obtained (Pritchett et al. 2002)
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is represented in spherical polar coordinates (p,μ,φ) and μ= cosϑ = p///p replaces the
usual angle θ . p0 =mc(2(Ωe0 −ω)/Ωe0)

1/2 is the resonant momentum.
Substituting the general form of the horseshoe distribution function f0(p,μ) = F(p)
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Term (1) is destabilizing, resulting in emission of waves if the gradient of F is positive at
the resonant momentum. The second term is negative if g is strongly localised around μ= 1
and goes to zero if g becomes uniform on the interval [−1,1]. We might, therefore, have
a scenario in which a beam moving down the field line with small perpendicular spread is
stable. As it moves into a region of higher magnetic field and spreads into a wider horseshoe
it can then become unstable and trigger the emission of AKR.

To illustrate the behaviour we consider the case of a horseshoe distribution centred at
p‖ = 0.1mec, typical of the primary auroral electrons, moving down the field lines within a
lower density Maxwellian plasma with a thermal temperature of 312 eV. Some results sug-
gest that the background Maxwellian may even be absent giving rise to the auroral density
cavity. The absence of a low density background Maxwellian distribution does not change
the characteristics of the instability, in fact it promotes it. We solve Eq. (3) to obtain the
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Fig. 4 Spatial growth rate
Imk⊥ = γ⊥ normalised to Ωe0/c
as a function of frequency

perpendicular spatial growth rate γ⊥ shown in Fig. 4. A typical convective growth length
across the magnetic field Lc = 2π/ Im k⊥ is 10λ for μ0 = 0.5, thermal width = 0.02mec

and nh = 0.66ne and 6λ for μ0 = 0.75, thermal width = 0.05mec and nh = 0.9ne both for
a cyclotron frequency of 440 kHz. These convective growth distances are 6.8 km and 4 km,
respectively, allowing for many e-foldings within the auroral density cavity, which has a
latitudinal width of about 100 km (Strangeway et al. 1998). We find that the growth rate
decreases for increasing μ0 and increasing thermal width of the horseshoe distribution and
increasing density. The bandwidth is also extremely narrow, estimated from Fig. 4 to be of
order 0.5 % or around 200 Hz, also in agreement with observations.

In a previous analysis we considered the problem of a ring distribution, unstable to a
cyclotron maser instability, in a plasma with a magnetic field gradient (Cairns et al. 2008).
This is reminiscent of electron distributions found at shocks and blazar jets (Bingham et al.
2003; Begelman et al. 2005). We have shown that it is possible to have a localised unstable
region around the cyclotron resonance with waves radiating outwards from the beam.

3.2 PiC Simulations

For the purpose of simulating the horseshoe distribution formation and any subsequent elec-
tromagnetic interaction, the 2D axisymmetric version of the finite-difference time domain
PiC (Particle-in-cell) code KARAT was used. KARAT represents the electric and magnetic
fields in a simulated geometry as a summation of a static component and a time-varying
component (Tarakanov 1992). The time varying electromagnetic fields generated by charges
and currents within the simulation are governed by Maxwell’s equations (specifically, Am-
pere’s law and Faraday’s law). The motion of PiC particles within these electromagnetic
fields are governed by the relativistic Lorentz force equation, with the PiC particle current
density at any point within the simulation geometry determined by the PiC method (Birdsall
and Langdon 1985). The 2D axisymmetric version of KARAT in particular allows indirect
observation of the distribution of particles in the transverse plane of motion. The code cal-
culates the PiC electrons radial and azimuthal velocities and plots each particle location in
transverse velocity space. Particles moving in circular orbits transition from vθ and vr to−vθ
and−vr periodically. The formation of spatial bunches in a cyclotron instability corresponds
to modulation of electron gyrational velocities (v⊥) and in the limit of small modulation can
be perceived in the 2D plots of vθ vs vr as density variations. This is due to the bunch form-
ing in a specific rotational phase with respect to the local AC field and thus at some instant
in time having a “location” in a plot of vθ vs vr . In addition, energy modulation can be per-

ceived through changes in the magnitude of v⊥ =
√
v2
ϑ + v2

r , illustrated by the area spanned
by PiC particles in plots of vθ vs vr . A PiC simulation was conducted of unbounded electron
cyclotron-maser emission. The parameters of this simulation included an axial length (beam
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Fig. 5 Diagramatic representation of the PiC simulation geometry, with electromagnetically absorbent
boundaries representative of free space

propagation path) of 36λce (where λce is the electron cyclotron free-space wavelength) trans-
verse (radial) dimensions of 5λce and radiation absorbent boundaries at the radial and axial
limits. A grid resolution of 10 divisions per wavelength at the second harmonic of the elec-
tron cyclotron frequency was used along with a PiC merging factor of 3× 106 electrons/PiC
particle. Figure 5 contains a diagrammatic overview with electron beam trajectory of the un-
bounded simulation geometry defined within the PiC code KARAT. The electron beam was
injected into the simulation with a predefined horseshoe distribution, comprising a pitch
spread α = v⊥/v‖ of 0→ 9.5, beam energy of 20 keV ± 5 % and beam current of 14 A.
A uniform axial magnetic flux density of 0.1 T was also used in the unbounded simulation
as no magnetic compression was necessary.

PiC particle velocity distributions were plotted after a 200 ns run time at two axial po-
sitions within the simulation geometry. The corresponding data is presented in Fig. 6. The
injected beam distribution at z= 0.36λce shows a well-defined pitch spread in the v⊥ vs vz
plot covering the complete pitch range from an axial electron beam to the point of magnetic
mirroring (zero axial velocity). The corresponding vθ vs vr plot also shows a uniform spread
in relative orbital phase with no evidence of coherent bunching effects. At z = 11.7λce the
picture is very different however, with clear evidence of azimuthal bunching in the vθ vs vr
plot (Chu 2004) and in the corresponding v⊥ vs vz plot there is spreading in the transverse
velocity profile of high pitch factor electrons. Looking at z= 18λce, evidence of phase trap-
ping is now present with a concentration of PiC particles extending to the origin of the vθ
vs vr plot. The corresponding v⊥ vs vz plot shows a saturated state, with minimum ∂f/∂v⊥.
All of these characteristics are strongly indicative of resonant particle-wave energy transfer
via a cyclotron-maser instability.

Figure 7a contains a plot of the radial Poynting flux measured in a plane at r = 0.32λce,
over the entire length of the simulation geometry. A DC offset is present in the measurement
due to low frequency electromagnetic field components associated with the electron beam
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Fig. 6 PiC particle velocity distributions measured on transverse planes within the simulation geometry at
(a) z= 0.36λce , (b) z= 11.7λce and (c) z= 18λce

propagation. The rf output power may therefore be obtained from the amplitude of the AC
signal superimposed on this DC offset. Looking at Fig. 7a, there is rather sporadic growth
in the electromagnetic output from 54t/tce onwards (where tce is the electron cyclotron pe-
riod), with an increased steady growth observed after 432t/tce saturating at ∼2.7 kW and
corresponding to an rf conversion efficiency of 0.96 %. This is comparable to the 1.3 %
efficiency obtained from earlier waveguide bounded simulations (Speirs et al. 2008) and
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Fig. 7 (a) Temporal evolution of the radial Poynting flux measured in a plane at r = 0.32λce spanning the
length of the simulation. (b) Fourier transform of Etheta from t/tce = 0→ 540 at z= 17λce

consistent with the generally accepted estimate of ∼1 % for the AKR generation efficiency
(Gurnett 1974; Pritchett and Strangeway 1985). The corresponding output spectra is pre-
sented in Fig. 7b, showing a well-defined spectral component at 2.68 GHz. This represents
a 1.1 % downshift from the relativistic electron cyclotron frequency of 2.71 GHz.

Figure 8 contains a 3D contour plot of Etheta mapped over the simulation geometry after
a 200 ns run time. An electromagnetic wave sourced at z ∼ 13.5λce is evident propagating
near perpendicular to the electron beam with a slight backward wave character—consistent
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Fig. 8 3D contour plot of Etheta
within the simulation geometry.
RF emission is evident centred
around an axial position of 18λce
and appears to have a slight
backward wave character

with the observed 1.1 % downshift in the spectral output. The axial coordinate range over
which the wave is generated corresponds to the position at which a spreading in the PiC
particle velocity distribution is first observed in Fig. 6, and represents a significant number
of Larmour steps from the point of beam injection for efficient cyclotron-wave coupling
to be observed. This represents a reduction in spatial growth rate compared with earlier
waveguide-bounded simulations (Speirs et al. 2008), although a comparable saturated RF
conversion efficiency was obtained.

4 Laboratory Experiment

An experiment was conducted at the University of Strathclyde’s beam-plasma laboratory
(Speirs et al. 2005; Ronald et al. 2008a, 2008b; McConville et al. 2008) to simulate the
magnetic compression of an electron beam and subsequent evolution/stability of the associ-
ated electron velocity distribution. The experimental apparatus was based on the use of an
electron gun to inject particles into an increasing magnetic field produced by a system of
electromagnets. The overall layout of the experiment is illustrated in Fig. 9, highlighting the
electromagnet configuration formed by six distinct coils. Each coil was wound from OFHC
copper tubing coated with a thin plastic sheath for electrical insulation. The windings were
core cooled by water and were able to carry a current of up to 450 A. The first coil (solenoid
1) was half a metre in length and formed of two layers, surrounding the electron accelerator
and defining the magnetic flux density experienced by the electrons as they were injected
into the 16 cm diameter beam tunnel. Solenoid 2, also half a metre in length and formed
of four layers, confined and transported the electrons to the interaction region and acted as
a transition between the low-field electron gun region and the high-field interaction region.
As the electron beam diameter reduced with increased flux density, it was possible to reduce
the diameter of the interaction region to 8 cm, which also provided a useful reduction in
power consumption of the DC solenoid arrangement. Solenoids 3–5 provide the maximum
plateau flux density (up to 0.5 T) in the apparatus, and were wound as a 10 layer main coil
with a pair of two layer balancing shim coils, respectively. Precise control of the magnetic
flux density in this ‘interaction’ region allowed the efficiency of the cyclotron instability to
be investigated as a function of cyclotron resonant detuning.

Electron emission into the apparatus was achieved by placing a cathode electrode covered
with an annular region (3 cm mean radius, 1 cm radial width) of velvet emitter (Denisov et al.
1998; Speirs et al. 2005; Ronald et al. 2008a, 2008b) within 2 cm of a sparse mesh anode,
Fig. 9. Design of this injector was undertaken with the aid of the 2D PiC code KARAT
(Speirs et al 2005, 2008). Application of an accelerating potential of 75 kV to the cathode
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Fig. 9 Schematic diagram of the experimental setup highlighting the magnetic coil configuration and con-
vergent axial magnetic field with peak-plateau region for cyclotron resonant energy transfer

led to field-enhanced electron emission at the discontinuities of the dielectric fibres. The
field emission current was sustained by a tunnelling current and enhanced by an avalanche
process within the valance electrons of the fibres and a surface flashover avalanche along
the outside of the fibres (Noer 1982; Xu and Latham 1992). A high current density was
emitted from each fibre tip leading to explosive vaporisation of the underlying bulk material
resulting in the formation of a cathode plasma flare (Mesyats 1991) travelling at a velocity
of ∼2 cm µs−1 and supporting the space-charge-limited emission of electrons into the diode
gap forming a vacuum spark discharge.

Most of the current traversed the anode mesh and entered the 16 cm anode can region of
the experiment, propagating into the increasing magnetic field. The electron gun was placed
in the fringing field of solenoid 1, Fig. 9. As the emission surface was normal to the axis of
the solenoids this ensured a variation in the magnitude of magnetic compression as a func-
tion of radial position on the annular emitter. This induced pitch variation in combination
with a 12° domed electrode in the centre of the emitter annulus ensured the electrons were
emitted with a finite mean pitch factor and pitch spread sufficient to ensure the formation of
a horseshoe shaped velocity distribution when subject to significant magnetic compression.

The resultant velocity distribution obtained in the experiment had a population inversion
in the perpendicular direction and so would be expected to be unstable to cyclotron-maser
emission, since cyclotron resonance produces diffusion predominantly in the perpendicular
direction in momentum space. The electron cyclotron resonance condition was defined at
the fundamental frequency, with which we shall be concerned here,

ω= ωce

γ
+ k‖v‖ (5)

Here ωce is the electron cyclotron frequency, calculated using the rest mass, and γ is the
usual Lorentz factor. If we consider propagation almost perpendicular to the steady magnetic
field, so that the contribution from the Doppler shift is negligible, the locus of resonant
particles in (p⊥, p‖) is then just a circle in velocity space. If this circle lies around the
inside of the horseshoe, then we may expect instability and thus a radiation frequency just
below ωce .

Near cut-off TE modes were investigated within the interaction waveguide, as these most
closely replicate the propagation (⊥ static B) and polarisation (⊥ static B) properties of the
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Fig. 10 Experimental measurements for the 4.42 GHz resonance, illustrating (a) the spectrum of the output
signal, displaying a strong resonance close to the electron cyclotron frequency, 4.42 GHz and (b) the antenna
pattern confirming excitation of the near cut-off TE0,1 mode and yielding the efficiency by integration

X-mode, minimising the Doppler broadening of the resonance (Speirs et al. 2005; Ronald
et al. 2008a, 2008b). Two interaction regimes were investigated: one comprising a peak
(plateau) axial magnetic flux density of 0.18 T for resonance with the TE0,1 mode, and a
second with a peak (plateau) axial magnetic flux density of 0.48 T for resonance with the
TE0,3 mode. The spectra illustrated in Figs. 10a and 11a were obtained by Fourier transform
of a directly measured AC waveform acquired by a 12 GHz single-sequence, digital oscil-
loscope. The first (lower) spectral peak in Fig. 10a corresponds to the TE0,1 mode being
excited at 4.42 GHz, whilst the second harmonic may also be observed at 8.9 GHz. The cor-
responding spectral output for the 11.7 GHz resonance regime is presented in Fig. 11a, with
a well-defined spectral peak present at 11.7 GHz corresponding to a near cut-off resonance
with the TE0,3 mode. On closer inspection some minor splitting is present in the spectral
peak, indicative of some slight mode competition with the TE2,3 mode.

Mode coupling within the experiment was diagnosed by scanning single mode rectangu-
lar waveguide receivers in the output antenna pattern of the circular interaction waveguide.
Both the 4.42 GHz and 11.7 GHz interaction regimes were studied, with Fig. 10b showing
the azimuthally polarised antenna pattern measured for the 4.42 GHz resonance experi-
ments. The single cycle pattern observed, peaking at ∼35 degrees is indicative of the TE0,1

mode, and consistent with expectations from the beam-wave dispersion characteristics for
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Fig. 11 Experimental measurements for the 11.7 GHz resonance, illustrating (a) the spectrum of the output
signal, displaying a strong resonance close to the electron cyclotron frequency, 11.7 GHz and (b) the antenna
patterns confirming excitation of the near cut-off TE0,3 mode and yielding the efficiency by integration

the experimental parameters (Ronald et al. 2008a, 2008b; Speirs et al. 2008). Integration
over the radial and azimuthal antenna patterns yielded a total output power of 19 kW corre-
sponding to a beam-wave conversion efficiency of 2 % at optimum cyclotron detuning and
a compression ratio of 18. The compression ratio of 9 yielded 35 kW and 1 % efficiency,
consistent with expectations of the lower compression ratio yielding a reduction in electron
population density at higher pitch factors.

For the 11.7 GHz resonance regime, multimode excitation was observed with some evi-
dence of the TE2,3 mode. The emission was also bursty, with two distinct temporal peaks in
the output pulse envelope. Figure 11b shows the corresponding azimuthal antenna pattern
for each of these temporal peaks at a magnetic compression ratio of 16. The triple peak
structure observed is characteristic of both the TE0,3 and TE2,3 modes. Integrating over the
corresponding radial and azimuthal antenna patterns yielded an output power of 30 kW and
beam-wave conversion efficiency of ∼1 %. Overall, the efficiencies obtained for both the
TE0,1 and TE0,3 regimes were in close agreement with the predictions of numerical sim-
ulations and are consistent with efficiency estimates for the generation of AKR (Gurnett
1974).
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5 Conclusions

This paper describes an experiment created to reproduce an electron distribution function
similar to those observed to be correlated with the phenomenon of cyclotron maser radiation
commonly found in space and astrophysical plasmas such as planetary aurora, young active
stars with a dipole-like magnetic field, blazar jets and shocks. The experiment successfully
produced the required electron velocity space distribution. The radiation is associated with
electron beams accelerated downwards into the increasing magnetic dipole field of the au-
roral regions where the local electron plasma frequency ωpe is much less than the cyclotron
frequency ωce . Magnetic compression leads to the formation of a velocity distribution hav-
ing a horseshoe shape as a result of conservation of magnetic moment. Good agreement
on both the efficiency and spectrum of the emitted radiation were obtained between exper-
iments and numerical simulations at 4.45 and 11.7 GHz, just below ωce . The evolution of
the electron velocity distribution predicted by the simulations and the narrow bandwidth of
the radiation emissions appears consistent with the expectation of the theoretical models.
Numerical and experimental efficiencies are comparable with the satellite observations of
auroral kilometric radiation. The maser radiation is initially beamed perpendicular to the
magnetic field—an important factor that has bearing on how the radiation can escape. This
has been shown to be possible in the planetary case by the introduction of a plasma density
profile in altitude that refracts the radiation sufficiently resulting in the beam propagating
with small angles to the magnetic field, reducing the attenuation at the second harmonic
layer (Mutel et al. 2008). We adopted a similar model for the stars UV Ceti and CU Virginus
which both have strong dipole fields. In the case of blaser jets, Begelman et al. (2005) have
demonstrated that second harmonic absorption should be low and the radiation can escape
if the source region is close to the boundary in a sufficiently thin layer.
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