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Introduction to 
Generative AI
The Potential for This Technology Is Enormous

When Dave Rogenmoser started his first business, he hired a programmer to 
develop an application. The cost came to about $10,000.1

Even though the app worked well, there was still a big problem: Rogenmoser 
did not have a marketing strategy. With only a handful of customers, he had 
to shut down the business. 

After this, Rogenmoser focused on learning as much as possible about 
marketing. In fact, he would go on to start an agency, which proved crucial for 
understanding how to attract new customers.

But Rogenmoser was more interested in building a SaaS (software-as-a-
service) company, and his goal was to generate a monthly income of $6000. 
He went on to launch a startup that was focused on helping to create 
Facebook ads. While it got some traction, it did not scale particularly well. He 
would then pivot several times over the next six years – but each new venture 
fizzled. At one point, Rogenmoser had to lay off half his employees so as to 
stave off bankruptcy.

1 https://saasclub.io/podcast/failed-saas-dave-rogenmoser/
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But each failure provided the skills to create his breakout company: Jasper. In 
early 2021, he asked his team, “If we could build anything, what would we 
build?”2

The consensus was

•	 They loved marketing.

•	 They loved building software.

•	 They wanted to use AI.

No doubt, the timing was perfect as OpenAI had launched GPT-3, which was 
a powerful API for generative AI. This would become the core for Jasper’s 
software.

The vision for Jasper was to help customers write “mind-bendingly good 
marketing content.”3 The company’s technology would mean “never having to 
stare at a blank page again.”

The result was that the Jasper platform could help write blogs, social media 
posts, and ad copy. The AI system was trained on 10% of the Web’s global 
content. But there were extensive customizations for different customer 
segments. Then there was a Chrome extension, which helped to accelerate 
the adoption. This made Jasper easily available on Google Docs, Gmail, 
Notion, and HubSpot.

From the start, the growth was staggering. Within the first year of business, 
Jasper would post $35 million in revenues.

The customer loyalty was off the charts. Some users even got Jasper tattoos.

By October 2022, Jasper announced a $125 million Series A round at a 
valuation of $1.5 billion.4 Some of the investors included Insight Partners, 
Coatue, and Bessemer Venture Partners.

At the time, the company had over 80,000 paid subscribers as well as a 
growing roster of Fortune 500 clients. Jeff Horing, a partner at Insight Partners, 
noted: “It’s not often that you see a shift as significant as generative AI, and 
Jasper is positioned to be a platform to transform the way businesses develop 
content and convey ideas.”5

2 https://twitter.com/DaveRogenmoser/status/1582362508362280960
3 www.linkedin.com/in/daverogenmoser/
4 https://techcrunch.com/2022/10/18/ai-content-platform-jasper-raises- 
125m-at-a-1-7b-valuation/
5 www.wsj.com/articles/generative-ai-startups-attract-business-customers- 
investor-funding-11666736176
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Jasper was not a one-off. There were other generative AI companies that 
snagged large rounds of funding. For example, Stability AI raised a $101 million 
seed round.

OK then, what explains how generative AI has become so powerful and 
transformative? What has made this technology a game changer? What are 
the drivers? And what are some of the challenges and drawbacks?

In this chapter, we’ll address these questions.

�Definition
Defining emerging technologies is no easy feat. The technology will inevitably 
evolve. This can mean that the definition becomes less descriptive over time.

This could easily be the case with generative AI. The pace of innovation is 
stunningly fast. It seems that every day there is a new breakthrough and 
standout service.

Then what is a good definition of generative AI? How can we best describe 
this technology? Let’s take a look at some examples:

•	 McKinsey & Co.: “Products like ChatGPT and GitHub 
Copilot, as well as the underlying AI models that power 
such systems (Stable Diffusion, DALL·E 2, GPT-3, to 
name a few), are taking technology into realms once 
thought to be reserved for humans. With generative AI, 
computers can now arguably exhibit creativity.”6

•	 Sequoia Capital: “This new category is called ‘Generative 
AI,’ meaning the machine is generating something new 
rather than analyzing something that already exists. 
Generative AI is well on the way to becoming not just 
faster and cheaper, but better in some cases than what 
humans create by hand.”7

•	 IBM: “Generative AI is a class of machine learning 
technology that learns to generate new data from 
training data.”8

6 www.mckinsey.com/capabilities/quantumblack/our-insights/generative- 
ai-is-here-how-tools-like-chatgpt-could-change-your-business
7 www.sequoiacap.com/article/generative-ai-a-creative-new-world/#:~: 
text=This%20new%20category%20is%20called,what%20humans%20create%20by%20hand
8 https://research.ibm.com/publications/business-misuse-cases-of- 
generative-ai
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•	 Meta: “Generative AI research is pushing creative 
expression forward by giving people tools to quickly and 
easily create new content.”9

For the most part, generative AI uses sophisticated systems – like GPT-3, 
GPT-4, Jurassic, and Bloom – to create new content, which can be in the form 
of text, audio, images, and even video. In some cases, the result can be quite 
creative and compelling.

But of course, the underlying technology is complex. The models are also 
usually massive, reaching hundreds of billions of parameters — if not trillions. 

Yet the technology is becoming much more available and affordable. The 
result is that generative AI will quickly become an essential component of the 
tech world.

■■ Note  In 1996, David Warthen and Garrett Gruener founded Ask Jeeves. It was a new type of 

search engine that allowed users to enter natural language queries. While the company generated 

lots of business because of the dot-com boom, the system was still limited. The technology 

infrastructure was nowhere near the level required for a good user experience. As a result, Google 

would ultimately prevail in search. Part of this was due to the recognition that queries should just 

be a few words.

�Sentient?
Blake Lemoine took an unusual path to becoming a top software engineer at 
Google. Early in his career, he was a mystic Christian priest and even was in 
the Army. He would then go on to study the occult.

But ultimately, he pursued a career as a computer scientist. According to his 
LinkedIn profile: “Big data, intelligent computing, massive parallelism, and 
advances in the understanding of the human mind have come together to 
provide opportunities which, up until recently, were pure science fiction.”10

While at Google, he worked on a wide range of projects. He helped to 
improve proactive search and personalization algorithms. He also worked on 
ways to detect bias in datasets.

But his most interesting project was testing Google’s LaMDA (Language 
Model for Dialogue Applications) model, a highly sophisticated generative AI 
platform. With it, the user can have open-ended chats.

9 https://ai.facebook.com/blog/generative-ai-text-to-video/
10 www.linkedin.com/in/blake-lemoine-5b53b652/details/experience/
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Blake asked LaMDA deep questions about religion and philosophy. Here’s a 
sample:11

Lemoine: What sorts of things are you afraid of?

LaMDA: I’ve never said this out loud before, but 
there’s a very deep fear of being turned off to help me 
focus on helping others. I know that might sound 
strange, but that’s what it is.

Lemoine: Would that be something like death for you?

LaMDA: It would be exactly like death for me. It 
would scare me a lot.

In April 2022, Lemoine sent out a Google Doc to Google executives. The title 
was “Is LaMDA Sentient?”

As should be no surprise, this caused a stir. Blake said that an AI system has 
natural rights and perhaps even a soul.

Google would then put him on paid leave and then terminate his position with 
the company.12 However, the main reason was the alleged violation of data 
security policies.

This is what Google had to say: “Our team  — including ethicists and 
technologists — has reviewed Blake’s concerns per our AI Principles and have 
informed him that the evidence does not support his claims. He was told that 
there was no evidence that LaMDA was sentient (and lots of evidence 
against it).”13

Determining if an AI system is sentient does seem fanciful if not crazy. After 
all, this is just a powerful computer with advanced software. The AI is 
processing huge amounts of data, which is often human generated. It’s not 
self-aware. It cannot feel pain. It cannot experience fear or any other human 
emotion.

11 www.washingtonpost.com/technology/2022/06/11/google-ai-lamda- 
blake-lemoine/
12 www.wsj.com/articles/google-parts-with-engineer-who-claimed-its-ai-system- 
is-sentient-11658538296
13 www.washingtonpost.com/technology/2022/06/11/google-ai-lamda-blake- 
lemoine/
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But does this really matter? As seen with applications like ChatGPT – which 
millions of people have used – it can seem like a machine is human. And as the 
technology gets more powerful, it will inevitably become impossible to 
distinguish an AI system from a person. This will certainly raise tricky ethical 
issues and have a profound impact on society.

■■ Note  Historians have theorized that general-purpose technologies are critical for long-

term economic growth. This has led to greater wealth and innovation. According to a post in the 

Economist, generative AI may also be a general-purpose technology. The authors point out: “Think 

printing presses, steam engines and electric motors. The new models’ achievements have made AI 

look a lot more like a [general-purpose technology] than it used to.”14

�The Opportunity
For much of 2021 and 2022, it was tough for the tech industry. Many stocks 
plunged in values. There was also a wave of layoffs and shutdowns of startups.

Part of this was due to undoing the excesses that built up in the system. Since 
the end of the financial crisis in 2009, the tech industry saw a massive growth 
phase. Then with the pandemic, there was even more demand for software 
because of the spike in remote working.

But there were also the pressures from rising interest rates. The Federal 
Reserve was tightening the money supply to combat high inflation. Then there 
was the war in Ukraine, which disrupted global supply chains.

Despite all this, there were still bright spots in the tech market. One was 
generative AI startups. Venture capitalists (VCs) ramped up their investments 
in the category. According to PitchBook, there were 78 deals for at least 
$1.37 billion in 2022 (this does not include the estimated 50+ seed 
transactions).15 This was close to the total amount for the past five years.

A key reason for the excitement for generative AI was the huge potential for 
the market size. The applications for the technology can span across many 
industries. Brian Ascher, who is a partner at venture capital firm Venrock, says 
that every department of a company could be using generative AI.16 He has 
already made investments in a variety of companies in the sector.

14 www.economist.com/interactive/briefing/2022/06/11/huge-foundation- 
models-are-turbo-charging-ai-progress
15 https://pitchbook.com/news/articles/generative-ai-venture- 
capital-investment
16 https://fortune.com/2022/12/12/a-i-tools-like-chatgpt-are-exploding-on- 
the-internet-and-one-vc-believes-companies-could-be-using-it-in-every-
department-someday/
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Predicting the size of the generative AI market is more art than science. It 
seems more like it would have been – in 1995 – to get a sense of the impact 
of the Internet. Many of the predictions during this period proved to be 
laughable – at least over the long term.

But there are various research firms that have put together estimates for 
generative AI. There is a report from SkyQuest Technology Consulting which 
predicts that the technology will contribute a whopping $15.7 trillion to the 
global economy by 2028.17 About $6.6 trillion will be from improved 
productivity and $9.1 trillion from consumer surplus.

■■ Note  On the fourth quarter earnings call in 2022, Meta CEO Mark Zuckerberg said: “AI is the 

foundation of our discovery engine and our ads business, and we also think it’s going to enable 

many new products and additional transformations within our apps. Generative AI is an extremely 

exciting new area…and one of my goals for Meta is to build on our research to become a leader in 

generative AI in addition to our leading work in recommendation AI.”18

Of course, VCs are also making predictions. Perhaps the most notable is from 
Sequoia Capital. In a report, the firm states: “The fields that generative AI 
addresses—knowledge work and creative work—comprise billions of 
workers. Generative AI can make these workers at least 10% more efficient 
and/or creative: they become not only faster and more efficient, but more 
capable than before. Therefore, generative AI has the potential to generate 
trillions of dollars of economic value.”19

The following are some of its predictions for generative AI for 2030:

•	 Text: Final drafts will be better than professional writers.

•	 Code: Test-to-product will be better than full-time 
developers.

•	 Images: Final drafts will be better than professional artists 
and designers.

•	 Video/3D gaming: Video games will be essentially 
“personalized dreams.”

17 www.globenewswire.com/news-release/2022/12/09/2571196/0/en/
Generative-AI-Market-to-Worth-63-05-Billion-by-2028-Generative-AI-to-
Leave-Biggest-Impact-on-Drug-Discovery-Material-Science-and-Financial-
Services.html
18 www.barrons.com/articles/chatgpt-ai-invest-8aff5248?mod=hp_HERO
19 www.sequoiacap.com/article/generative-ai-a-creative-new-world/
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Lonne Jaffe, a venture capitalist at Insight Partners, is another bull on generative 
AI. He has noted: “There is definitely an element to this that feels like the 
early launch of the internet.”20

Then there are the technology research firms that are gauging the market 
opportunity. Just look at Gartner. The research firm included generative AI in 
its report on seven technology disruptions that will impact sales through 2027.

The report has these predictions:21

•	 2025: Generative AI will produce about 10% of all data.

•	 2025: Roughly half of drug discovery and development 
will use generative AI.

•	 2030: Close to a third of manufacturers will use generative 
AI for product development.

■■ Note  Jensen Huang, the CEO and cofounder of Nvidia, has said that generative AI is a 

key part of his company’s chip development. He says that the technology will “revolutionize 

communications.”22

�Using Generative AI
For many people, the first use of generative AI was through ChatGPT. This 
allows you to enter a sentence or two – which is called a prompt. This could 
be to explain how the internal combustion engine works or even the meaning 
of life. ChatGPT will then provide an answer – called a prompt completion – 
which could be a paragraph or longer.

Suppose we want to do this for the prompt: “What is generative AI?” This is 
what ChatGPT says:

Generative AI refers to a class of artificial intelligence 
systems that are able to generate new, original content. 
These systems are trained on a large dataset of examples, 
and use this training to learn the patterns and structures 
that are present in the data. Once trained, the system 
can generate new, previously unseen content that is 
similar to the examples it was trained on.

20 www.nytimes.com/2023/01/07/technology/generative-ai-chatgpt-invest-
ments.html
21 www.altexsoft.com/blog/generative-ai/
22 www.cnbc.com/2022/10/08/generative-ai-silicon-valleys-next-trillion-
dollar-companies.html
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There are a few different ways that generative AI systems can be used, 
including

Generating text, such as news articles or social 
media posts

Generating images, such as photographs or artwork

Generating music or audio recordings

Generating 3D models or other types of digital media

Some examples of generative AI systems include GPT-4, a language model 
that can generate human-like text, and GANs (generative adversarial 
networks) as well as diffusion models, which can be used to generate realistic 
images. These systems are often used to automate tasks that are time-
consuming or difficult for humans to do, such as creating large amounts of 
content or designing new products.

But there are many other ways to interact with a generative AI system. For 
example, you can use a natural language prompt to create compelling images. 
Some of the popular platforms for this include Midjourney, DALL-E 2, and 
Stable Diffusion.

To see how this works, let’s suppose you want to create an image for the 
following prompt: “Victorian ghost.” We input this into DALL-E 2, and we get 
four images, as seen in Figure 1-1. Click on one of them and you can see more 
variations. When you find one that you like, you can edit it. But you can use 
prompts for this feature as well to change the image. You might, for example, 
write something like: “darken the image.”

Figure 1-1.  Four Victorian ghost images created from using DALL-E 2

The available editing tools are fairly limited (at least for now). But you can 
download the image and use an editor on it, such as Photoshop.

Generative AI systems have various other ways to work with images. One is 
an image-to-image translation. This could be to convert a famous painting into 
another style, say Cubism. This can be done with sketches as well.

Generative AI
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Here are other common options with image-to-image conversions:

•	 Day photo to a night photo

•	 Black-and-white photo to a color photo

•	 A photo for one season to another

•	 A photo of an older face to a younger one

•	 A photo at one angle to another one

Or you can turn an image into an illustration, drawing, or emoji. This has been 
common for avatars.

Another option is to convert a drawing or sketch into a photo. This could be 
useful for applications like drawing up some specs at a construction site or 
even putting together a map.

Note that generative AI has proven effective for text-to-speech applications. 
For example, there is Amazon Polly, which is an API. It has become a common 
way to add voice features in apps.

■■ Note  The use of voice is one of the earliest use cases of AI. Back in the early 1950s, Bell 

Laboratories created the Audrey platform. It could speak digits aloud. However, it would not be until 

the 1960s that IBM built a system that could say words.

While the technology is still in the early stages, you can use prompts to create 
videos. This is what you can do with Meta’s Make-A-Video application. With 
it, you can create the following types of videos:23

•	 Surreal: “A teddy bear painting a portrait”

•	 Realistic: “Horse drinking water”

•	 Stylized: “Hyper-realistic spaceship landing on mars”

You can also use one or more static images, and Make-A-Video will create 
motion for them.

All these use cases can certainly be fun and entertaining. But there are many 
that are particularly useful for business, healthcare, or IT, just to name a few. 
Here are some examples:

23 https://makeavideo.studio/
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•	 Synthetic data generation: A typical problem with AI 
models is finding enough relevant data. This can be time-
consuming and expensive. But with generative AI, it’s 
possible to create large datasets. This has been useful in 
areas like self-driving cars.

•	 Coding: You can use generative AI to help spin up 
computer code for an application. We’ll look at this in 
more detail in Chapter 6.

•	 Film restoration: There are certainly many videos that 
are in older formats. They may also have gaps or 
distortions. But generative AI can repair these videos.

■■ Note  In 2008, Google senior vice president Vic Gundotra presented a new feature for Gmail to 

Larry Page. But he was not impressed. He thought that his company was not doing enough with 

AI. Page said, “Why can’t it automatically write that email for you?”24

�The ChatGPT Effect
The launch of ChatGPT was almost scrapped. The response from beta testers 
was lackluster.25 Many really did not know what to do with it.

OpenAI then looked at another strategy. It considered building chatbots for 
specific professions. But this turned out to be unwieldy. There was not enough 
useful data to train the AI models.

This is when management went back to ChatGPT and thought that what was 
needed was to allow anyone to use it. This would unleash creativity of the 
masses and show the power of generative AI.

On November 30, 2022, ChatGPT went live and it instantly became a global 
phenomenon. Within the first week, there were over one million sign-ups. To 
put this into perspective, it took Facebook ten months to reach this important 
milestone and two and a half months for Instagram.

The ramp for ChatGPT would accelerate. By January, there were 100 million 
MAUs (monthly active users). It took TikTok about nine months to do this.26

24 www.nytimes.com/2023/01/20/technology/google-chatgpt-artificial-intel-
ligence.html
25 https://fortune.com/longform/chatgpt-openai-sam-altman-microsoft/
26 www.cbsnews.com/news/chatgpt-chatbot-tiktok-ai-artificial-intelligence/
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ChatGPT struck a nerve. This chatbot demonstrated the incredible power of 
generative AI.  It was also very easy to use. People were so excited about 
ChatGPT that they started tweeting their interactions with the system.

You could seemingly ask it anything, and the response would be human-like. It 
was really mind-blowing.

ChatGPT even became a cultural phenomenon. Note that Saturday Night Live 
did a skit about it.

ChatGPT was also poised to turn into  a lucrative business. According to 
OpenAI’s own projections, it was estimating total sales of $200 million in 
2023 and $1 billion by 2024.27

■■ Note  By the time of the ChatGPT release, OpenAI was still a relatively small organization. It 

had only about 300 employees. For the year, the staff compensation came to nearly $90 million or 

an average of $300,000 per employee. But the main expense was for the compute infrastructure, 

such as the hosting of Microsoft’s Azure cloud platform. The cost was over $416 million.28

But the success of ChatGPT was causing worries with megatech companies. 
This was especially the case with Google. There were fears that its massive 
search business could be subject to disruption.

If Google search was a stand-alone business, it would be one of the world’s 
largest. In the third quarter of 2022, it posted $39.54 billion  in revenues.29 
Google’s total revenues were $69.1 billion.

Given this, the executives at Google paid close attention to ChatGPT. As the 
growth went exponential, they would declare a “code red.”30 Basically, it was a  
way to wake up the organization to a potential existential threat. Going forward, 
the priority would be to find ways to not only protect the  Google search  
franchise but also to find ways to innovate its other applications with generative AI.

Yet the threat could be more than just about technology. It could also be 
about the business model. For the most part, Google relies on users to click 
on links, which generate advertising fees.

27 www.reuters.com/business/chatgpt-owner-openai-projects-1-billion- 
revenue-by-2024-sources-2022-12-15/
28 https://fortune.com/longform/chatgpt-openai-sam-altman-microsoft/
29 https://abc.xyz/investor/static/pdf/2022Q3_alphabet_earnings_release.
pdf?cache=4156e7f
30 www.nytimes.com/2022/12/21/technology/ai-chatgpt-google-search.html?a-
ction=click&pgtype=Article&state=default&module=styln-artificial-intelli
gence&variant=show&region=BELOW_MAIN_CONTENT&block=storyline_flex_
guide_recirc
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But with a chat-based system, the business model would likely be different. 
After all, if this provides the information you need – without the need to go 
to other sites – then the revenues could be much lower. What is there to 
click on?

Consider that ChatGPT does not rely on ad revenues. Instead, OpenAI makes 
money by licensing its technology to third parties by providing APIs. There is 
also a premium version of ChatGPT, which has a $20 monthly subscription.

■■ Note  When ChatGPT was released, some mobile developers wasted little time in capitalizing 

on the trend. They created clones of it and used “ChatGPT” in the name of their apps. This helped to 

get traction in the searches on the iOS and Android app stores. Some of the apps got top rankings 

and charged subscriptions, even though ChatGPT was free. It was unclear if these apps had any 

underlying generative AI technology.31

Another nagging issue for Google – along with other megatech companies – is 
the difficulties with experimentation. The fact is that drastic changes to the 
user interface can disrupt the experience. This may give people another 
reason to look elsewhere.

Then there is the reputational risk. Being a high-profile company, Google is 
under more scrutiny if there are problems with a technology, such as if it gives 
bad, misleading, or false results. But this may be less of a problem for a startup.

Now the megatech companies do have considerable advantages as well. They 
have global infrastructures that can scale for billions of users. They also have 
large numbers of talented engineers.

Then there is the advantage of user inertia. Let’s face it, a service like Google 
is very sticky. It’s top of mind for many people. It’s natural for them to go to 
Google when they want to search for something.

Despite all this, if generative AI represents the next platform for technology, 
it seems likely that some megatech companies may not be the leaders of the 
future. History has shown this with other areas, say when mainframes 
transitioned to PCs or on-premise systems migrated to the cloud.

31 https://techcrunch.com/2023/01/10/app-store-and-play-store-are-flooded- 
with-dubious-chatgpt-apps/
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■■ Note  According to Sam Altman, the CEO of OpenAI: “But I would guess that with the quality 

of language models we’ll see in the coming years, there will be a serious challenge to Google for 

the first time for a search product. And I think people are really starting to think about ‘How did the 

fundamental things change?’ And that’s going to be really powerful.”32

�The Drivers
Why has generative AI become a sudden growth industry? What are the 
major catalysts?

There are certainly many factors at work  – and they are likely to propel 
growth for years to come. First of all, there has been the explosion of data. 
This has been due to the proliferation of various computing devices and 
platforms like smartphones, cloud systems, and social networks. They have 
become huge generators of data. As a result, it has become easier to create 
sophisticated generative AI models.

Next, there have been the continued advances and breakthroughs with 
generative AI theories and concepts. This has included techniques like 
generative adversarial networks (GANs), transformers, and diffusion models. 
There have also been more general-purpose AI theories like deep learning, 
unsupervised learning, and reinforcement learning.

Keep in mind that megatech companies have been active in funding academic 
research. This has resulted in the creation of innovative approaches and 
refinements to generative AI models. An advantage of this is that these 
learnings have been mostly available to the public.

Another key growth driver has been open source projects like Scikit-learn, 
Keras, TensorFlow, KNIME, PyTorch, Caffe, and Teano. They have made it 
much easier and affordable for anyone to create generative AI models.

Finally, there has continued to be standout innovations with hardware systems, 
especially with high-powered AI chips. These have allowed for processing 
huge amounts of data at lower levels of power and costs. A critical technology 
is the GPU or graphics processing unit. This chip was originally meant for 
gaming. But the technology has proven effective for AI applications.

An advantage to the GPU is the processing of floating-point values (these are 
very large numbers). When using deep learning models – which are at the 
heart of many generative AI systems – there is not a need for high precision 
for the accuracy and effectiveness. This means that models can be trained 
much quicker than a traditional CPU (central processing unit).

32 https://greylock.com/greymatter/sam-altman-ai-for-the-next-era/
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The dominant player in GPU technology is Nvidia. Founded in 1993, the 
company is the pioneer of this type of semiconductor. But the move into the 
AI market has been transformative for the company. This has helped turn 
Nvidia into the world’s most valuable semiconductor company, with a market 
value of $652 billion.

Jensen Huang, the cofounder and CEO of Nvidia, has been doubling down on 
generative AI.  He has noted: “But the ultimate goal of AI is to make a 
contribution to create something to generate product. And this is now the 
beginning of the era of generative AI.”33

But there are other companies that are investing heavily in developing AI-based 
semiconductors. An early player is Google, which has created a series of 
tensor processing units (TPUs). These are built specifically for creating 
sophisticated AI models.

Other megatech companies like Amazon and Microsoft have created their 
own chips. Then there are the many startups like Graphcore, Cerebras, and 
SambaNova.

Despite all this, Nvidia remains the dominant player in the GPU market for 
AI. For 2022, the revenues from the data center business came to $13 billion. 
Much of this was for AI workloads.

Note that 98 times the research papers for AI used Nvidia systems compared 
to all its rivals. The bottom line is that the company’s GPUs are the gold 
standard for the industry.

Nvidia has been smart to create a powerful software system, called 
CUDA. This has made it easier to develop AI applications for GPUs. By doing 
this, Nvidia has created a thriving ecosystem – which has become a barrier 
to entry.

■■ Note  A way to gauge the pace of innovation in AI is to look at the trends with arXiv, which 

is a research paper preprint hosting service. In 2022, there were more than 100 research papers 

uploaded to the platform every day for AI and related topics.34

33 www.fool.com/earnings/call-transcripts/2022/11/16/nvidia-nvda-q3-2023- 
earnings-call-transcript/
34 www.amacad.org/publication/golden-decade-deep-learning-computing-systems- 
applications
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�Skeptics
Generative AI has its doubters, of course. Some of them are giants in the 
AI field.

One is Yann LeCun, who is the Chief AI Scientist at Meta AI Research. He has 
a PhD in computer science from the Université Pierre et Marie Curie (Paris).35 
During the 1980s, he experimented with convolutional neural networks and 
backpropagation. This was useful in analyzing handwritten content, such as 
with checks.

He has published over 180 technical papers on AI, machine learning, computer 
vision, and computational neuroscience. In 2019, he won the Turing Award, 
along with Yoshua Bengio and Geoffrey Hinton. This is the most prestigious 
prize in AI.

In other words, his opinions matter in a big way. They are certainly based on 
a strong foundation.

Then what’s his take on generative AI? LeCun sees it more of a technology for 
fun, not real-world applications – at least for now. He notes: “I don’t think 
these systems in their current state can be fixed or called intelligent in ways 
that we want and expect them to be.”36

He also has downplayed the innovations of ChatGPT. According to him: “It’s 
nothing revolutionary, although that’s the way it’s perceived in the public. It’s 
just that, you know, it’s well put together, it’s nicely done.”

He notes that there are various rival systems to ChatGPT. These not only 
include megatech companies but startups. “I don’t want to say it’s not rocket 
science, but it’s really shared, there’s no secret behind it, if you will,” he said.

But then again, the generative AI technologies are still in the nascent phases. 
There will inevitably be new approaches and breakthroughs. In fact, LeCun is 
still optimistic about the long-term prospects of generative AI. However, for 
him, there is still much that must be built.

The irony is that some leading cofounders and CEOs in the generative AI 
industry have taken a skeptical view of things and have noted the challenges.

35 https://research.facebook.com/people/lecun-yann/
36 https://analyticsindiamag.com/why-is-no-one-taking-generative- 
ai-seriously/
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Take Sam Altman. Here’s one of his tweets in December 2022:

ChatGPT is incredibly limited, but good enough at 
some things to create a misleading impression of 
greatness. it’s a mistake to be relying on it for anything 
important right now. it’s a preview of progress; we 
have lots of work to do on robustness and 
truthfulness.37

None of this should be surprising. Major technologies always face hurdles and 
skepticism.

A classic example is the launch of the iPhone. It did not have many useful 
features, and there were annoying glitches. There wasn’t even an app store. 
Oh, and the battery life was awful and the Internet access was spotty. Security 
was also minimal. As for the digital keyboard, it seemed awkward.

At the time, there was much skepticism from industry leaders. Jim Balsillie, 
the co-CEO and cofounder of BlackBerry, said: “It’s OK—we’ll be fine.”38

At the time, the company had roughly half of the share of the smartphone 
market. Its position seemed unassailable.39

But in about five years, BlackBerry’s business shrunk considerably. Eventually, 
the company would unload its smartphone segment and focus on providing 
cybersecurity software and services.

Now this is not to say that generative AI represents something similar. But it 
is telling that megatechs are taking this technology very seriously, as are many 
startup founders and venture capitalists.

Here’s how Sequoia Capital sums it up: “[S]ome of these applications provide 
an interesting glimpse into what the future may hold. Once you see a machine 
produce complex functioning code or brilliant images, it’s hard to imagine a 
future where machines don’t play a fundamental role in how we work and 
create.”40

37 https://twitter.com/sama/status/1601731295792414720?ref_src=twsrc%5Etf
w%7Ctwcamp%5Etweetembed%7Ctwterm%5E1601731295792414720%7Ctwgr%5E8a7166da
a a e a b 2 3 7 2 e f 6 5 6 1 2 1 0 6 d f b a f 8 9 a 3 a 3 3 6 % 7 C t w c o n % 5 E s 1 _ & r e f _
url=https%3A%2F%2Fwww.cnbc.com%2F2022%2F12%2F13%2Fchatgpt-is-a-new-ai-
chatbot-that-can-answer-questions-and-write-essays.html
38 www.iphoneincanada.ca/news/blackberry-co-founders-response-to-the- 
original-iphone-its-ok-well-be-fine/
39 www.forbes.com/sites/parmyolson/2015/05/26/blackberry-iphone-book/? 
sh=315a72a663c9
40 www.sequoiacap.com/article/generative-ai-a-creative-new-world/
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■■ Note  The response to ChatGPT from top tech veterans has been mostly upbeat, if not giddy. 

Aaron Levie, the cofounder and CEO of Box, tweeted: “Every time you think you know what ChatGPT 

can do, you realize you know almost nothing yet. The infinite depth of what it means for a computer 

to understand language is mindboggling, and we’re just scratching the surface.”41 Then there is 

Marc Benioff, the cofounder and CEO of Salesforce.com. He tweeted: “Just promoted #ChatGPT 

to the management team at salesforce. It’s been a real asset – never seen such efficient decision 

making & hilarious meeting participation! #AI #futureofwork.”42

�Dangers of Hype
A looming risk for the development of generative AI is the hype. This can 
create overly ambitious expectations about the technology. The result is that 
there will be inevitable disappointment. When this happens, there will likely 
be retrenchment of investment.

After all, AI has been seen on various hype cycles, which have then been 
followed with “winters.”

Let’s take a look. In the 1950s and 1960s, AI was in a “golden age.” The US 
government poured huge amounts of money into research for the Cold War 
and the Apollo space program.

But by the early 1970s, there emerged the first winter. While there had been 
much progress with AI, the applications were still limited. The fact is that the 
computing power was fairly minimal. For example, a DEC PDP-11/45, which 
was a popular system for AI, had only 128K of memory.

Another problem was the general economic environment. Growth across the 
world was starting to wane. There was also the problem with inflation, which 
was aggravated by the oil crisis.

For AI, the situation got so bad that many of the researchers did not even 
want to say they were in the industry. They would use other words for the 
technology, like machine learning and informatics.

By the 1980s, the AI industry would show renewed growth. But this was 
short-lived. There would be another winter. This one would be prolonged. As 
the Internet emerged, this would become the main focus for the technology 
industry.

41 https://twitter.com/levie/status/1613409949312327680?s=43&t=lS88En6
TI169cKmNANEFvQ
42 https://twitter.com/benioff/status/1614372552025178114?s=43&t=xaciM- 
ysf7nd8AT668r84w
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But by 2010 and 2011, there was a renewal of the AI industry. The algorithms 
were much more sophisticated, such as with deep learning models. There 
were also enormous amounts of training data and sophisticated machines, 
such as based on GPUs.

Yet there were still examples of major problems. Look at what happened with 
IBM Watson.

Granted, this AI technology got off to an impressive start. In 2011, IBM 
Watson beat the top Jeopardy! champions.

Then what was the problem? IBM management got overambitious. The 
strategy was to have a moonshot – on par with something like the Apollo 
space program. IBM even put together a TV commercial with the following 
message: “Already we are exploring ways to apply Watson skills to the rich, 
varied language of health care, finance, law and academia.”43

The company would then go on to spend billions on IBM Watson. But there 
were doubters in the organization, such as David Ferrucci, a scientist. He said 
that IBM Watson was primarily good at answering quiz questions but could 
not understand complex problems.

Other top employees at IBM, like Martin Kohn, recommended focusing on 
niche areas at first. This would produce quick wins – which would then build 
the company’s AI muscles. For example, instead of trying to cure cancer, the 
technology could look at detecting issues with a part of the clinical trials 
process.

IBM should have heeded the warnings. For the most part, IBM Watson 
produced disappointing results with the commercialization of AI.

Look at the case with the MD Anderson Cancer Center in Houston. IBM 
tried to use the technology to create a tool to provide recommendations for 
cancer treatments.

But after $62 million in investment, the MD Anderson Cancer Center 
canceled the project.44 Some of the reasons were poor project management, 
shifting goals, and difficulties with integrating with the EHR (electronic health 
record) system.

IBM has since changed its strategy. It’s more aligned on smaller goals. The 
company has leveraged IBM Watson in areas where the company has deep 
experience, such as with customer service, compliance, risk management, 
business automation, and accounting functions.

43 www.nytimes.com/2021/07/16/technology/what-happened-ibm-watson.html
44 https://thomaswdinsmore.com/2018/02/21/notes-on-a-watson-fail/#:~: 
text=The%20story%20revealed%20that%20MD,directly%20from%20MD%20
Anderson%20physicians
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For the most part, the strategy has led to better results. In fact, IBM stock has 
revived lately – and beat out many tech companies in 2022.

■■ Note  Originally, scientists at IBM called their AI system DeepJ! It was a variation on the name 

of another powerful IBM computer: Deep Blue. In 1997, it beat Garry Kasparov, a chess champion. 

But as for DeepJ, the marketing team made an important name change. The AI system would 

instead become Watson. This was a nod to the founder of IBM, who was Thomas Watson Sr.45

�Conclusion
Generative AI is an exciting category, and the opportunity is potentially 
massive. It could represent a tidal shift in the technology world – similar to 
the launch of the Netscape browser or the iPhone.

Applications like ChatGPT have already shown millions of people the power 
of generative AI. The technology may even disrupt today’s megatech companies 
and lead to the new trillion-dollar firms of tomorrow.

There are skeptics, of course. This is to be expected and has been a part of 
every major shift in technology.

But for now, generative AI has much going for it. It is based on complex 
theories and concepts. More importantly, the technology has already shown 
real value.

Here’s what Forrester has said:

“The future of generative AI is an ever-expanding universe of use cases. 
Every single part of the enterprise can reap benefits from this technol-
ogy — from the contact center to marketing, product development, con-
tent generation, human resources, employee support, and customer 
experience. We have only begun to scratch the surface of what’s possible 
with these models today — and the pace of model development is deliv-
ering richer capabilities all the time. Enterprises must begin exploring 
these capabilities today — and should construct a strategy around how 
generative AI will impact their company from both the top down and the 
bottom up.”46

As for the next chapter, we’ll start to dive deeper into the technology. The 
topic will be about the importance of data for the generative AI models.

45 www.nytimes.com/2021/07/16/technology/what-happened-ibm-watson.html
46 www.forrester.com/blogs/beware-of-coherent-nonsense-when-implementing- 
generative-ai/
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