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Introduction

Microsoft Azure is one of the preferred cloud service providers today

for a large number of organizations across various industries. The
increase in cloud adoption has changed the way that organizations and
IT professionals look at security, monitoring, and operational activities
of IT resources. Effective monitoring helps become proactive to incident
response management, increase operational efficiency, and positively
impact security posture. This book will act as a guide for IT professionals,
consultants, architects, and Azure administrators to understand the
various aspects of Monitoring Azure infrastructure and applications.

We start with a mild introduction into the ever-changing world of
various industries and how they are adopting the cloud and trying to
understand how to monitor the new services. This book is authored
to introduce the fundamental building blocks of monitoring the Azure
Monitoring constructs, capabilities, and life cycle. It then dives into various
scenarios of “cloud-only” and “hybrid” application monitoring. Then we
will identify and create all the possible and crucial components required to
design, architect, and implement strong robust monitoring solutions.

The reader will have a chance to explore and understand the various
architectural constructs of Azure monitoring capabilities and how it can
be leveraged by an enterprise and used by IT professionals to respond to
the growing operational and security requirements in the cloud. Also, we
will explain the integration capabilities with existing Security Information
and Event Management systems for organizations implementing hybrid
architectures on Azure.



CHAPTER 1

The Ever-Changing
Landscape of
the Cloud

When we conceived the idea of this book, we first wanted to ensure that
you have a high-level view of how cloud technologies have changed and
disrupted various industries in the recent past. The latest innovation

in technology, “the Cloud,” has changed things for good. Various
organizations big and small are impacted and have been forced to adopt
and include cloud technologies as part of their modernization strategy. No
matter how big or small your organization is, which technology or product
you use, and how you use it, you need to know what is happening in your
environment, which triggers or events are important, and when and how
you should react. Effective monitoring of the environment helps you
achieve that. Monitoring is just not a collection of a few steps or actions; it
is a complete process on its own that is unique to each organization and
business. This is a cloud adoption and digital modernization journey.

The digital modernization journey can be both exhilarating as well as
exhausting for enterprises as there are many moving parts to be taken care
of during cloud adoption. This includes but is not limited to migration
considerations, security, resiliency, high availability, and monitoring.

© Bapi Chakraborty and Shijimol Ambi Karthikeyan 2019 1
B. Chakraborty and S. A. Karthikeyan, Understanding Azure Monitoring,
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CHAPTER 1  THE EVER-CHANGING LANDSCAPE OF THE CLOUD

For most organizations, the landscape is often hybrid, where some crucial
application components remain on-premises during the initial phases
while other tiers of the architecture are moved to the cloud. Stitching these
components together in the monitoring layer often becomes a challenge,
especially with the multitude of monitoring tools available in the market,
both cloud native as well as third party. This book will attempt to cover the
various architectural constructs of Azure monitoring capabilities and how
it can be leveraged by an enterprise to respond to the growing operational
and security requirements in the cloud.

In this chapter, we will quickly touch upon how public cloud
computing changing the operational aspects of modern enterprises - those
who have adopted, those who are born in the cloud, and those who are still
strategizing and identifying what works for them and what doesn’t. In each
case, they need to identify how things change to be in a fully functional
operationalization state.

The Traditional and the New

Let’s look at how various industries and organizations at various maturity
levels look at public cloud technologies.

Any change is complex and complicated. It is a process and cannot
be achieved overnight. The same applies to cloud journey for digital
modernization as well. Today, in every industry, many companies have
accepted the need for cloud technology adoption. Based on the maturity
level of the organization, they are looking to invest and innovate in always
available, economical, resilient cloud infrastructure. Let us now look at
how various industries, based on their scale of operation, are adopting the
cloud and why.

Start-ups: They are the happiest segment to adopt the cloud
technologies, the main reason being that there is no upfront capital
expenditure. Most cloud providers offer a “pay-as-you-go” model in which



CHAPTER 1 THE EVER-CHANGING LANDSCAPE OF THE CLOUD

you pay only for what you consume and only incur operational expenses.
You will not be investing your money in an asset that you do not know how
long you would really use. Furthermore, based on your usage, you can
easily add or reduce resources and so you eventually pay less. Additionally,
you do not need to hire someone to plan or procure any resources; it’s just
out there, and you can start consuming at the click of a button. This not
only helps to reduce the risk of capital investment but also protects from
unfortunate loss in case of venture failure.

Mid-sized organizations: This segment still can move quickly
comparatively to the giant enterprises who have a lot of restrictions due
to their scale of operations. They would like to innovate quickly, while
also spending less time and effort to re-create an environment and restart
experimentation again. At the same time, they would like to expand
operations to new countries, regions, or reach out to new consumer
segments, etc., making cloud technologies their best bet. The new age
cloud technologies enable them to expand and effectively use resources
and reduce costs and, at the same time, attain higher security compliance
and governance. Exploring new markets and consumer segments or
launching new product lines or categories become much easier.

Enterprises: Out of several challenges, the most prominent one for
the modern enterprises is to maintain continuous growth without hurting
any existing customer base or market. While the competition is very steep
with several giant enterprises competing with each other in the same
industry, it has pushed them to adopt a place to achieve higher resiliency,
improved experimentation, security and compliance, hyperscalability, and
quicker launch cycles of products to stay ahead of the competition. They
are also well placed to introduce a good bargain in terms of pricing and
contracting with the cloud vendor, owing to the sheer scale of operation
and consumption.

Now let us look at some of familiar industries and how they are
adopting the cloud and what parameters they look at while choosing a
cloud vendor.
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Banking, finance, and insurance: If you speak to any bank or
insurance organization, the first word they would utter is “Security,” the
second is “Compliance,” then everything else can follow. Of course, for
obvious reasons, gaining trust in someone else’s premises takes a while
to grow, especially when you are dealing with someone else’s money
and keeping all information on someone else’s platform. The adoption
has been slow but it’s gaining momentum for specific operations. For
example, every bank wants to engage their customer effectively, keep
an open communication mechanism, innovate on their products, and
reach out to more customers. While the same holds true for the insurance
sector, they also would like to run risk profiling and huge queries against
millions of customer records before providing any loan or insurance.

The advent of FinTech companies made competition more tough. Unlike
any traditional banks, FinTech companies are leveraging cloud tools/
technologies like big data analytics, blockchain, machine learning to

learn consumer behavior, much faster loan approval processes, and live
customer interaction with video conferencing, etc. These have been
disrupting the industry as a whole, opening up new avenues and changing
how this sector used to operate. Among all these, to maintain the security

AN ” o«

when,” “how,” “who,” “where” of any

” «
7

posture, they need to know “what
event and its impact; they need a strong monitoring mechanism of every
service they use and deploy.

Retail: Like banking, finance, and insurance, security, customer
engagement and availability of the platform are the core aspects that
the retail industry looks for while selecting a cloud platform. In terms of
other priorities, these include providing the latest, freshest, and greatest
customer experience, using an interactive platform that can provide
a wide variety of choices, the capability to integrate with other service
providers (e.g., banks and payment gateways) for loan processing and
secure online payment. We notice the adoption of the cloud in this
industry is faster since the very nature of the cloud platform being
hyperscale, creating global presence in a minimal time frame, quicker
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onboarding, and the ability to reach out to customers from other countries
at a very reduced cost. It reduces the capital investments on IT assets in
other countries. You can now deploy a website in minutes without having
to create any virtual machines, build a network infrastructure, and upload
your product catalogue.

Media and advertising: Exabytes of data, large-sized files, formatting,
encoding-decoding, and delivering them in various forms and sizes of
devices are the core operations involved in this industry. Hyperscale
processing, availability in minutes, and the capability of serving a global
customer base are the key demands of this industry. At the same time,
when to scale; what went wrong, when; and preventive measures to be
taken are the key metrics the organizations need to know.

Manufacturing, oil and gas: These were a little late into the cloud
adoption until IoT (Internet of Things) picked up the pace. The processes
in HR, supply chain, customer engagement, CRM systems, etc., were
among the early to onboard. Embedding some of the special chips
into the actual manufacturing devices was the difficult part. Predictive
maintenance, predictability in terms of quantitative outputs, and ensuring
greater quality are the key drivers to move to the cloud. Whether it is deep
sea exploration; or identifying and researching the quality of oil in the
rocks, which requires high performance computing, new age computing
has it all to serve this industry to the fullest.

On similar lines, we have health care, engineering and software,
education, and so many more industries that have key requirements and
reasons for choosing a cloud-based solution. At the same time, monitoring
all the services hosted and making sure appropriate processes and tools
are in place to handle any security and non-security events are key to its
success. Microsoft Azure, being one of many cloud services providers, does
just that. Let’s us now look further into Microsoft Azure and see how it can
help achieve key business objectives.
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Microsoft Azure as a Strategic Choice

There are several public cloud service providers, and among them we have
a few that really stand out: Amazon Web Services (AWS), Microsoft Azure,
Google, Oracle, IBM, and Alibaba Cloud. It is always a matter of debate
and discussion of which one is better? Who has better services for a lesser
price? Who can satisfy my need better and generate value for me? And
there are so many similar questions. While each of these service providers
has similar services and certain times, each one is better than the other in
certain ways, the main question that matters to most of the customers is
which one can meet my requirements better and become a partner in my
transformation journey?

As an architect, it will always be difficult to choose one over the other
in terms of value; as a consultant or seller, there will always be a way to
compare and contrast the features and capabilities. However, we all know
that for one reason or other, we can always find the most suitable one
that can meet our requirements and provide better value for our money.
In the context of this particular book, let us look at some of these aspects
specific to Azure before we dive deep in to the monitoring pieces. The
items discussed next set the context of the capabilities that we will explore
in upcoming chapters as well.

Decades of experience: Microsoft has been a leading software and
services provider over the last three decades. Although it is one of the best
choices in the enterprise segment, it has very good focus and presence for
the middle and small businesses too. Its existing ISV ecosystem and strong
and innovative services development have been able to deliver what is
expected of them. This is why, as of today, Microsoft Azure serves more
than 95% of the Fortune 500 companies. Enterprises trust Microsoft Azure.

Company focus and growth: The company has been investing heavily
into the development of cloud-based technologies and product areas
like blockchain, cybersecurity, 10T, containers, virtual reality, artificial
intelligence, gaming, privacy, and security. In recent news, Microsoft
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stated that it will invest $5 billion globally in IoT over the next four years.
News from January 2017 stated that Microsoft will continue to invest
over $1 billion a year on cybersecurity. Its commitment to the common
good - “Cloud for Global Good” is a page that you must visit to know
more about Microsoft’s policy road map: https://news.microsoft.com/
cloudforgood/.

Global presence: Per recent data and information on Microsoft’s
website, its Azure services are available in over 140 countries, 54 regions
worldwide, and up to 1.6 Pbps of bandwidth in a region - more than 130
edge node locations and 70,000 miles of fiber and undersea cable systems.
These figures ensure its dominance in any country to serve the customer
and stay close to them.

Wide partner network: Microsoft is well known for working with
partners and reaching out to a larger customer base. It has a very wide
range of partner programs that helps partners to leverage the new business
opportunities in the cloud world through tools, resources, training,
presales technical help, and best practices to grow their business. At the
same time, they help to build necessary capabilities for Microsoft Azure
and show to use it to their advantage. Microsoft reportedly has more
than 64,000 cloud partners with various competencies - more than AWS,
Google, and Salesforce combined.

Focus on open source: Microsoft has extended its Azure platform
to support most open source languages, operating systems, tools, and
frameworks. Microsoft recently acquired GitHub wherein it shares APIs,
SDKs, and several open source projects, for example, Visual Studio Code,
.Net, and TypeScript where Microsoft developers contribute every day.
It’s a must to visit: https://github.com/Azure. For open source releases,
visit: https://opensource.microsoft.com/. Microsoft Azure supports an
extremely broad selection of programming languages and tools, such as:
.NET Framework, Node.js, PHP, Python, Ruby, Java, and more. Microsoft
Azure fully supports hosting Linux virtual machines. In fact, 25% of Virtual
Machines running on Microsoft Azure are running a distribution of Linux.


https://news.microsoft.com/cloudforgood/
https://news.microsoft.com/cloudforgood/
https://github.com/Azure
https://opensource.microsoft.com/

CHAPTER 1  THE EVER-CHANGING LANDSCAPE OF THE CLOUD

Hybrid cloud: Microsoft Azure can be easily used as an extended
datacenter for its customers. Every customer wants to experience, test,
and then host their workload on Azure. Once they are happy and satisfied
with its services and capabilities, that is when the first step to migration is
taken. Microsoft Azure can be integrated with an on-premises datacenters
and branch offices with VPN connectivity, ExpressRoute, and Azure
WAN. With such integration, an application can be deployed on Azure and
at the same time can leverage all on-premises resources. An integrated
monitoring and security posture can also be implemented across the
IT assets, deployments, and ensure governance. For a true hybrid cloud
experience, customers and partners can leverage Azure stack for similar
Azure-like experiences on-premises. It’s also worth mentioning the fact
that since both Azure Stack and Azure leverage the same architecture, the
same application once deployed can easily be ported or migrated from
Azure to on-premises or the other way around without having to make any
application changes. This is a huge win for customers.

Strong support and services system: Microsoft is well known for its
support and consulting services. It has an established process and support
model to help the customer when required, based on 24x7x365 days and
critically based SLAs.

Given some of the core factors as discussed, Microsoft Azure is a
strategic choice for customers, and we see good case studies of digital
transformation in various industries. Visit https://azure.microsoft.
com/en-in/case-studies/ for more details.

The Multi-Cloud Strategy

With the higher adoption of cloud, most organizations prefer to

adopt a multi-cloud strategy to host their application. This is due to
various reasons, including breaking provider dependency, increasing
reliability, better cost negotiation, reducing the attack surface, adopting


https://azure.microsoft.com/en-in/case-studies/
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a development model that fits across cloud deployment, and a safe
datacenter exit strategy. Deciding a strategy is one challenge and
implementing it is another. Operationalization and monitoring across the
cloud and having visibility of end-to-end deployment is a difficult task

to achieve without the right set of tools and methods. At times, the same
monitoring tool may not be sufficient for the needs and requirements to
be used to integrate with other tools to achieve the required goals. Hence,
choosing the right tool for your needs is absolutely important for multi-
cloud strategy success.

Operationalization and Learning Curve

The cloud adoption journey starts with an envisioning phase where

an enterprise cloud adoption strategy is defined. The vision and scope
should be clear and well defined to give the organization a sense of
direction. While there is a huge demand for a cloud-first approach for
new applications, transformation of existing applications could result in a
hybrid architecture. In both approaches, cloud adoption moves through
the cycle shown in Figure 1-1.

\.

# 4 B

Current state
assessment

Target

Envisioning Gap Analysis archi o Planning Adoption Governance

4 4 4 4

Figure 1-1. Cloud adoption cycle
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1. Envisioning: High-level goals and objectives of
digital transformation are defined at this phase. It is
important to consider how an organization wants to
adopt a public cloud and at what velocity, aligning it
with the business requirements.

2. Current state assessment: Thorough assessment
of current state architecture is important to baseline
the maturity levels of an organization to adopt a
public cloud. Based on the assessment, it will be
easier to define the adoption approach, identify the
gaps, and kick-start the planning activities.

3. Gap analysis: This exercise will help to identity
that the application requirements match with the
configurations available in cloud technologies.
Any bottlenecks like legacy applications, hardware
dependencies, platform mismatch, etc., should be
identified at this phase.

4. Target architecture: The future state in the target
public cloud platform, covering at minimum the
logical components and their placement, should be
defined before moving on to the adoption phase.
This can be further iterated to sketch out the high-
level technical architecture covering the security,
identity, and monitoring components along with
basic compute, storage, and network detailing.
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5. Planning: The outputs from the previous phases
should help develop a detailed migration/adoption
plan. Risk mitigation based on the Gap analysis
should also be factored into this plan. A dry run or
POC can also be part of the planning phase to gain
more confidence and iron out the challenges.

6. Adoption: The adoption or migration process
should be done in such a manner as to avoid
disruptions in day-to-day business. Sometimes
it could be inevitable, but the impact can be
minimized with diligent planning.

7. Governance: Post-adoption, many organizations
find it difficult or overwhelming to adapt to the new
technologies and processes. It is important to ensure
that a governance plan is in place, which covers
various factors like ramping up the organization'’s
IT team, defining security cadence, as well as a
monitoring framework.

Migrating or deploying a workload to the cloud is easy, but consuming,
maintaining, and adopting the new environment is the difficult part for
most organizations, especially when they have multiple clouds, several
autonomous organizational structures, and various toolsets on-premises.
Which one would work seamlessly and which one requires to be integrated
is a task that is most often-debated and discussed questions during the
build stage of any cloud adoption. In any scenario, however, there is a
learning curve that the IT services has to recognize and accept. Defining
new roles and responsibilities or establishing a CoE team that can help in
the process is important in this stage.

This discussion should have given you a fair idea of how cloud is
changing the way we operate, what are the key aspects any organization
look for when they think about cloud journey, key capabilities required

11
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by the provider to support such requirements, how adopting a new tool

or service requires investigation into its capability to serve multi-cloud
deployments, and the learning curve to operationalize. How familiar

the tool is, how easy to integrate and operate and what is already in use
currently usually decides the adoption. We also looked at how Microsoft is
committed to this journey and provides the assurance that their necessary
tooling and support make this happen.

An Architect’s Challenge

Traditionally, monitoring is an infrastructure or security architect’s
favorite subject and is discussed mostly at this level. However, with the
challenges experienced early on in in the cloud world, it takes center
stage during solution development, and the build and stabilization stage,
ensuring there are no gaps when it comes to fully operationalize. Hence as
an architect (Solution, Infra, Security, or software) overall, there are very
common aspects at hand that require attention.

What is the current practice and who handles monitoring?

The lines are often blurred when it comes to monitoring different
components of the application in the cloud. For example, the network
team will focus on the network layer monitoring and security, the
infrastructure team might look into the aspects of OS monitoring, while
the application team will use application-specific tools to look out for

application anomalies, performance metrics, etc.

What tool do they use, and is it compatible?

Most organizations will have existing investments in monitoring tools
to monitor their on-premises datacenters. It is important to analyze the
compatibility of existing tools with the cloud-based architecture, find a
common ground, and reuse as much as possible.

12
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Will the existing or new tool be able to monitor the existing workload
on the cloud?

Cloud-based workloads are hosted and managed much differently than
when they were hosted on-premises. Moving forward from IaaS, capability
of monitoring PaaS- and SaaS-based services are also the demand of the
hour. If this falls beyond the capability of existing tools, a new tool should
be considered.

Will it be able to monitor the new application developed for the cloud?
Cloud-first development strategies results in applications with a sea of
difference from their traditional counterparts. Also, it is often seen that
organizations tend to move away from monolithic architectures, adopting

a microservices approach in the cloud during modernization of their
workloads. Monitoring tools should be evolved to cater to all these use cases.

What level of integration does it provide with on-premises tools?
Integration of cloud-based monitoring tools with on-premises tools is
important to implement a “single pane of management” strategy. Hopping
between tools is what any IT team would want to avoid at any cost.

What is the learning curve to adopt a new tool, and who provides it?

If the new tool being considered is drastically different from existing ones,
the learning curve and time taken to adapt and well train the IT team adds
to the timelines taken to completely operationalize the environment.

Can it provide end-to-end visibility of my IT deployment?

This reiterates the point of a single pane of management, where the
monitoring tools should be able to give full visibility of the IT deployment
health.

13
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Will it be able to monitor my virtualized assets and devices deployed
in the cloud?

Many devices like firewalls, IDS, IPS, load balancers, etc., will have their
virtualized counterparts deployed in the cloud, either native or from
third-party solution providers. The tool being used should be capable of
monitoring the health of such a diverse portfolio of devices.

What about my PaaS and SaaS services?
With digital modernization, PaaS and SaaS services get introduced to the
IT landscape, which will come under the purview of monitoring.

What data does it hold and where if it is a cloud-based service?

With monitoring data coming in from different sources, we need to
ensure the safety of this data in transit and at rest as it contains valuable
information about the current state of affairs in your IT landscape.

What is the reliability and scale of the system?

The tools being considered should be resilient, reliable, and designed
with the capability to scale when required. As more and more applications
get added to the portfolio, being restricted by the scale of a tool is not
acceptable.

What are its analytics and telemetry capability?

Having raw data is not very useful, unless you can derive intelligence out of
it. The tools being used should have the analytics and telemetry capability
to get this done without the customer having to spend hours to build it in
as an add-on.

14
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Can it integrate with my existing ticketing and SIEM systems?

The goal of monitoring tools, in simple terms, is to bring any anomalies
to the attention of the right people. Some tools might offer plug and play
capability to your existing ticketing and SIEM systems, while some might
offer it in parts.

How do I define my diagnostic and logging data storage?

Diagnostics data is often found to grow exponentially over a period of
years, months, or even weeks depending on the scale of your application.
The right sizing and management of diagnostics and logging data storage
are crucial components of operationalization.

Are there any alternate tools that can do this in an easier way?

We need to objectively analyze the time taken for deployment and the
learning curve as well as other factors like reliability and scalability before
finalizing the monitoring tool.

Will I require a separate deployment for my monitoring system, or is it
cloud based in its entirety?

If a new tool is being considered, it is smarter to consider cloud-based
options as managing a different deployment for a monitoring system will
introduce additional overhead costs.

What value does it provide in addition to my existing system?

If the new tool does not provide any compelling value addition, it might
make more sense to integrate the cloud-based environment with the
existing monitoring tools.

15
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How much does it cost?

Some tough calls should be made whether to continue with the existing
capital investment approach or move toward a pay-as-you-go pricing
model.

What is the implementation and management overhead?

If a significant investment of time and money is required to implement
and manage a new tool, it might be prudent to use a more cloud-aligned
version of the existing tool with minimal configuration overhead.

Will it reduce my existing pain points?

Traditional monitoring tools may not have all the functionalities when
compared to their new Gen counterparts, and these requirements should
be evaluated carefully to understand the trade-offs. For example, you need
mobile interfaces or applications to check the status of your deployment
even when you are not in front of your computer, or it could be as basic as
integration with your ticketing system.

Does it follow industry standards?

A matured monitoring tool is expected to support certain standards, say
multiple probing and heard-bear mechanisms, out-of-box dashboards,
reports, agentless monitoring wherever possible, etc. Any new tool in
consideration should match up with these expectations.

Is it from the same provider or from a different vendor?

Organizations could leverage the existing support ecosystem if they
transition to a cloud-based tool from the same service provider or vendor.
Getting a new vendor onboarded and establishing rapport could again add
on to the timeline of the operationalize phase.

16
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Is it futuristic, and what is its future road map?

The capability of the service provider to stay ahead of the market
requirements should be closely analyzed. How they have fared in the past
and what is being announced in the road map are key factors in this.

Will it align with my existing security posture?

New tools should be able to maintain, if not improve, the overall security
posture of your IT deployment. What more it brings to the table for the
latter will be interesting to explore.

What level of automation can I achieve with this?

Be it onboarding, ad hoc configurations, or ongoing maintenance,
automation should be built into the DNA of any monitoring tool. It is
wasteful to spend man hours on items that can be easily automated using
scripts or scheduled tasks. Maturity with respect to automation becomes
one of the key decision points while selecting the monitoring tool.

This is new to me; how do I get best practices and recommendations?
Last but not least, the customer should get enough confidence from the
vendor or service provider that an optimal monitoring system can be
implemented in place using the tool, and the relevant best practices and
recommendations required for the same will be provided. It could be
through how-to-do documents, webinars, classroom trainings, etc.
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Key Architectural Constructs
and Operational Efficiency

We monitor for predictability, proactivity, security posture, incident
response, and operational efficiency. However, it’s important to
understand how quickly you can gain insights from the piles of data
collected in various forms, what reports we can generate to visualize, and

how we can automate certain tasks to be more efficient and responsive.

Derive Intelligence from the Noise

The enterprise IT landscape is vast. Monitoring and logging information
from different components often results in information overload. The
monitoring toolset should have the capability to filter through this noise
and find the information, trends, or occurrences that are relevant to the
organization. For example,: a random event occurring intermittently

in your server could point to a deeper issue that will go unnoticed if a
proper trend analysis is not done. Manually writing queries to extract this
information is cumbersome or near to impossible. Hence the tools should
come equipped with these to quickly retrieve information relevant to your
application’s health.

Visualization and Reporting

As environments become complex with multiple component
dependencies, it becomes difficult to pinpoint the root cause when
something goes wrong. For example, a degraded performance of the
application could be related to a faulty component in the hosting
environment, faulty code, or even due to an organized attack on the front
end. Getting results from querying the logs or checking the system health
status of independent elements may not give you the big picture - hence

18
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the importance of visualization. When data from all these sources are
visualized on a single dashboard with their dependencies marked out, it
is easy to spot the stray element causing issues. Today, all leading tools
come built in with some visualization elements or the ability to plug in
to visualization services. It is the maturity of this aspect that should be
considered in terms of ease of configuration, variety of reports, ability to
interconnect elements, etc., while finalizing the tool.

Automation and Auto-Remediation

As explained in the previous section, the level of automation offered by
the tool is a major deciding factor. In the event of an error, it is desirable
that the tool can perform first aid through auto-remediation mechanisms.
Using auto-remediation, you could nip many minor issues in the bud
before it escalates, giving you breathing space for further root cause
analysis. It could be a script executed natively by the tool or even an API
call to another automation tool. For large-scale environments, this feature
is a “must have” rather than a feel good add-on.

Incident Response and Triaging

Anything that goes beyond auto-remediation should be channeled to

an incident response team. The majority of tools have alert mechanisms
built in, where emails, SMS, etc., can be sent to relevant operations team
members. However, this could lead to disjointed efforts with multiple
people looking into the same issue when an alert is received. Hence the
tool should have the intelligence to integrate the alerts with proper ITSM
channels and triage it based on the criticality.
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Summary

In this chapter, we looked at various industries and what aspects of the
cloud interests them, as well as what capabilities they usually look for
when it comes to monitoring. Non-negotiable capabilities, functionalities
and features aligned to organizational strategy are probably some of
the most difficult questions to answer. When we propose a monitoring
solution, we should be well prepared to face these questions and how to
address them. We should include monitoring as a main agenda item when
developing or delivering a software, solution, or project. The monitoring
tool or product is a solution on its own and should have all the important
design constructs baked into it. It is an undisputed pillar for a reliable
system. We cannot depend on our system’s reliability if the monitoring
system itself is not reliable.

In the next chapter, we will look into Azure monitoring and how it
addresses all the various aspects we have discussed so far. We will also look
at its core capabilities, and how to achieve them.
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CHAPTER 2

The Scenarios
and the Tools

The Microsoft Azure platform supports enterprise-grade, hyperscale
applications providing all the economies of scale, availability, scalability,
and security. This makes it a strategic and preferred choice for any
organization to host their applications and workload. Every organization
intends to utilize a single system that can provide end-to-end monitoring
of applications hosted both on-premises and on Azure. Second, some
organizations look to continue to utilize their existing Security Information
and Event Management (SIEM) systems and integrate the Azure services
logs. Now, let us look at the details of the Azure monitoring and diagnostic
platform and how it integrates with the various systems and services.

Azure Monitoring Platform

Microsoft Azure provides a comprehensive monitoring platform and
solution to monitor all infrastructure and platform resources. It helps by
collecting, analyzing, monitoring, and reporting all logs and telemetry
from various resources and helps to be more operationally effective,
efficient, secured, and proactive. The Azure monitoring documentation
contains a very beautiful representation of the service as an image here:
https://docs.microsoft.com/en-us/azure/azure-monitor/overview.
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Basics
Logs

Azure produces extensive logging for every service. These logs are
categorized as the following:

a. Control/Management logs: They give visibility into
the Azure Resource Manager CREATE, UPDATE,
and DELETE operations. These logs include Azure
subscription-level and Tenant-level events and
operations. For example, any create, deploy, delete
resource operations, or any Azure Active Directory-

level operational events.

b. Data Plane logs: These give visibility into the events
raised when using an Azure resource. For example,
these could be Windows Event logs from an Azure
virtual machine; security and application logs in a
virtual machine; application-specific performance
and functionality data; or any other Azure resource-
specific data, for example, Network Security Group
logs or Application Gateway diagnostic data, etc.

We can enable these Logs either by PowerShell, using Azure
Diagnostics SDK and Visual Studio; from the Azure Portal Diagnostics/
monitoring settings; or by using a JSON template incorporating the
diagnostics extension. The resource-specific logs can be enabled either at
the time when we deploy the resource or anytime later.

You can also ingest data into the Azure Monitor from a custom resource
using Data Collector APIs. This addresses any custom scenarios wherein
the resources do not have an inherent way to expose any telemetry. More
documentation can be found here: https://docs.microsoft.com/en-us/
azure/azure-monitor/platform/data-collector-api.
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Services and Resources

There are different services and resources that one can create on Azure.
Hence, the collection methods and type of logs can be very different.
Various Azure resources emit different logs; for example, VMs will have
Event viewer logs and other performance metrics; the storage will have
performance metrics and access logs, the Load Balancer and Network
Security Group will emit other sets of logs. The collection method may
be different in each case. We will discuss each type and its formats in our

upcoming discussions.

Storing Logs

We can either store these logs in an Azure Storage account (tables, blobs)
or Event Hubs, etc. It may be Event logs forwarded to a collector system.
Hence, the logs, data generated by Azure resources can be XML, CSV, Evtx,
TXT, or JASON based. We need to make sure to store them effectively and
so that they are easily accessible and interpretable by the different SIEM
system if required.

Exporting Logs

Azure has its own set of tools (Log Integrator) enabling these logs to be
either streamed, exported into the SIEM system, or Convert them into
a standard format, for example, JSON, which can be fed into the SIEM
system. The preferred method is using a vendor-specific connector.

Monitoring Logs

The Azure Monitor Views and dashboards, Log analytics views, and
PowerBI are all used to monitor logs.

Azure monitoring is undergoing several changes, including
consolidation and integration of various separate services into it.

23


https://docs.microsoft.com/en-us/azure/security/security-azure-log-integration-get-started

CHAPTER 2  THE SCENARIOS AND THE TOOLS

For example, Azure log analytics and Azure Application Insights were part
of a separate brand called Azure Operations Management Suite (OMS), and
they are now integrated into Azure Monitor. Although the data analytics are
still being done by Log Analytics, Azure Monitor now provides the single
pane of glass for a seamless experience on insight, visualize, and analyze.

Types of Data

Fundamentally there are two types of data that are in use in any

monitoring system.

o Logs: Logs are a set of various data organized together
to provide meaningful insights. It may contain
additional properties or attributes: for example,
Windows event logs that consist of various kinds of
data related to an event. It contains time, user, details
of the event, id that references the event and is well
documented, etc. Then there are logs that might be
specific to a service. For example, there are IIS logs,
which contain service start, service stop, what is
loaded, and what went wrong in the event of a failure of
the service.

e Metrics: These are point-in-time information or
numerical values about the system performance or
other aspects of a service. For example, it could be
CPU and Memory usage collected in a specific interval
over a period of time. Depending on requirements,
we can choose the sampling interval, and calculate
and interpret values based on Max, Min, Avg, or Sum.
Another interesting example would be Endpoints of an
Azure Traffic Manager or Azure Application Gateway -
number of endpoints available at any point in time.
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Azure Monitor: First Look

To access Azure Monitor, you can use the “All Services” menu and search

for “Monitor” once logged onto the Azure portal as shown in Figure 2-1

and Figure 2-2.
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In the Overview pane, you have the option to create and review various

charts using metrics, review logs, and create alerts as required. Here is a

simple example how a CPU metric looks like for a virtual machine named

CorpDc01. You can access and navigate to the same view from the virtual

machine as well (Figure 2-3).
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Figure 2-3. Metrics explorer

Log data is collected, analyzed, and queried using Log Analytics in the
Azure portal. The query language used by Azure Monitor is Kusto query
language. It can be used to perform advanced operations, including joins
and aggregations, etc. (Figure 2-4). We will discuss this more in upcoming
chapters.
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Figure 2-4. Azure Log analytics in Azure Monitor
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Monitoring Data Life Cycle

Azure monitoring of a data life cycle can be explained with the help of
Figure 2-5 wherein it goes through various phases, and specific activities

can be performed to get better insight.

Generate

Figure 2-5. Monitoring Data Life Cycle

Generate

Azure Monitor starts collecting basic data from the moment a subscription
is created or any resource is created in it. It collects all the subscription-
related events relating to CREATE, DELETE, UPDATE operations. These
subscription-level data are called Activity Logs.

Metrics of any specific resource is collected by the Azure platform
once it is created. You can create various dashboards to review and
analyze such data.

It is very useful for identifying resource performance and functionality
issues and behaviors.
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Should you require advanced, telemetric, and specific operational
information, enabling diagnostics on the resources is the way to go. You
can enable diagnostics for different Azure resources at the platform level
and integrate those into Azure Monitor or other analysis tools.

For Compute resources such as virtual machines, virtual machine scale
sets, a monitoring agent can be installed to ingest monitoring data into log
analytics. These agents are commonly known as Log Analytics agents or
Microsoft Monitoring Agents (MMA).

You can use Azure Application Insights to collect diagnostics
information from your application and analyze them for any anomalies. A
small instrumentation package is installed into your application to achieve
this. It will monitor the application and send all telemetric information to
Azure for further analytics. AppInsight supports various apps and platforms
including Azure App services, Cloud Services, .Net, Docker, Java, JavaScript,
Node.js; whether hosted on-premises or on Azure. With Microsoft
Monitoring Agent (MMA) and Application Insights, you cannot only gain
insights from your Azure applications but from your on-premises systems
and applications too. Since they can be easily installed and integrated, you
will be able to have a complete monitoring view of the estate.

Collect

Log analytics supports various sources to collect data Storage accounts,
Event Hubs, Azure VM agents, and resources that can ingest data directly.

e Windows VM on-premises and on Azure: VMs with
internet connectivity and with MMA agent installed,
can report all configured logs to Azure log Analytics.
However, in real life, there are scenarios wherein the
systems do not have any internet connectivity, so a
proxy service called Operations Management Suite
Gateway (OMS Gateway) can be used. The OMS
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Gateway works as a collector machine onto which
alllogs are collected and saved, and it is connected

to the internet. The Gateway system is configured to
connect and ingest data to the Log Analytics portal. A
similar configuration can exist on Azure virtual network
as well, where the outgoing internet connectivity is
blocked by default by a network security group or

a network virtual appliance firewall. OMS Gateway

will help collect the traffic and ingest the log into Log
Analytics. On an Azure VM, however, you can install
the Agent as an extension that can be easily integrated
to the log analytics portal that you specify. It also
simplifies the upgrade process because since they are
an extension, they are auto-upgraded without having to
manually update them.

Linux systems: Azure Log Analytics also provides
for a Linux agent that can help collect System logs
and performance counters from Linux systems. The
scenarios for Windows VMs not connected to the
internet apply here as well.

Azure resources: There are a few different ways how
Azure resources can ingest or integrate data into log
analytics. These include the following:

o Connectors
o Custom scripts to collect and post the data

o Integrated Azure diagnostic platform that can push
the data into log analytics

o Direct diagnostics data to a storage account
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System center integration: You can also integrate your
existing System center environment with Configuration
manager and Operations manager to extend your
existing monitoring and logging functionality.

The Log analytics portal provides for these sources to be added as a

source (Figure 2-6).

Workspace Data Sources

&3 virtual machines

&8 Storage accounts logs

B Azure Activity log

Oy Scope Configurations (Previ...

-
N Azure Resources

Figure 2-6. Workspace Data Sources

Monitor

Monitoring, analyzing, and reporting all are a continuous process. It

all depends on one another and the continuous efforts to monitor the

platform through metrics, alerts, events, and integration with ITSM

systems. Fundamentals of monitoring remain the same even on Azure.

A few aspects of monitoring include the following:

30
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Why do you want to monitor?
For how long?

Are you troubleshooting an existing issue?
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e Which metrics and in which interval do you want to
monitor?

¢ Which tool and reporting system to use?

e What action to take if such events are important or
requires attention?

¢ Who should be notified of such an event?
e How should he be notified?
e What actions are expected from that person/team?

o Isitrequired to open a support incident or log another
event somewhere?

The overall objective of monitoring is to ensure that you are aware
of the system’s functioning or some important part of the system’s
performance and activity, and you want to achieve some level of SLA if
something goes wrong with it. In other words, you wish to achieve Quality-
of-Service (QoS). We will discuss some of these scenarios in greater detail
in upcoming sections.

Analyze

Once we have the data from all various sources of your environment
and collected in Log analytics, we can now query them to achieve our
monitoring objectives.

The Log Search feature helps to query this huge amount of data,
correlate them, gather meaningful insight, and take action on them.

o Create a simple Log Search query or an advanced query
to filter or transform the data.

o Keep all your important repeatable queries saved.
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o Identify if an action needs to be taken and trigger an
operational runbook or an automation script to trigger
another action, email, SMS someone, or create a

service request.

Most IT organizations already have an IT Service Management
system, for example, ServiceNow, Provance, or System Center Service
Manager, and it is advised to integrate it with Log analytics. By doing so,
service requests can be raised as part of an automation process and all
necessary activities can be centrally managed and monitored. IT Service
Management Connector has the capability for bidirectional integration to
create incidents, alerts, and events in its ITSM solution.

There are also Management solutions that can be used along with
Azure Monitor to gather better insights from the resources and services
in use. You can either enable them using the Azure Monitor console or
from the All services menu in the Azure portal. Once integrated, it can
help to provide additional insight of a particular application or service. It
provides built-in queries, and it views and leverages other Azure services
to analyze data. Most solutions are not charged for its integration. They
may, however, attract a cost due to the collection, usage, and storage of the
data. There are solutions available from partners and customers other than
Microsoft (Figure 2-7).
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Figure 2-7. Management solution from Azure Marketplace

Report

There are various ways you can create reports and views to interpret the
collected data. Here are some of the ways.

o Log Analytics Dashboards: This is the easiest way to
create visualization for all saved searches that you may
use every day based on your custom requirements.

e Metrics Dashboards: Similarly, you can create
dashboards with all important metrics of your
environment from different systems. You can include
various views from various sources and create one
integrated view. You can then publish them as a resource
and apply Role-Based Access Control (RBAC) on them
to ensure only necessary users can access them.
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e View Designer: You can create custom views in the Log
Analytics console to display various views of the data
from the Log Analytics repository.

o Export data to PowerBI: This is another way to
create beautiful visualization by exporting all results
and datasets to PowerBI by integrating Log Analytics
queries with PowerBI. The queries run on a specified
schedule to keep the results up to date.

Scenario 1: SLA

SLAs are often defined in terms of availability, throughput, or response
time. Microsoft Azure provides for SLA for most of its services. A
comprehensive detail of the various services of SLA can be found here:
https://azure.microsoft.com/en-ca/support/legal/sla/. Since
partners and customers design, develop, and use their products and
solutions based on the Azure cloud platform, they would like to ensure
that the platform is able to handle the defined set of availability and
performance standards. Hence, SLA monitoring is an important aspect of
the overall monitoring solution.

Remember that performance monitoring and SLA monitoring are
closely related. The primary purpose of performance monitoring ensures
optimal system functionality where the contractual obligation to that
defines the “optimal” state is defined by the SLA. It also defines what
happens if the standards are not met.

Cloud solutions may include decoupled components, which means
that multiple different services can be used to create an entire solution;
for example, a simple web application can include three or more various
cloud services; a virtual machine, cloud storage (blob, queues or table),
SQL database. In this case, each service may have a different SLA and
availability specifications. At the same time, designing such solutions
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may have included redundancy so that in the event of a single instance
failure, the entire solution should not be impacted. Hence, while designing
a monitoring solution, it is of the utmost important to ensure that all
components of a solution is monitored to ensure the entire solution
requirement is met.

SLA monitoring can be achieved by combining performance,
availability, and health monitoring (we will discuss more on them in the
next couple of pages). In our case of a web application, we should at least
to the following:

e Monitor web endpoints on the VMs hosting the
website;

e Virtual machine events and errors;
o Monitoring user requests tracing;

e Performance metrics of the virtual machine, storage,
and SQL service;

e Service health for each system;

o Any other system’s availability that is in use, for
example, an application gateway.

You can also add diagnostics if you want to monitor what went wrong,
when, and what time to identify and remediate granular levels of failure.
Also, the overall system’s uptime will not necessarily be the composite
uptime of all services.

The SLA monitoring should result in identifying the overall aggregated
performance values of the system, which may include:

o Percentage of time availability of the individual
components during a period of time;

e Overall availability of the system as a percentage of
uptime for any specific period;
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o User response time breakup for each individual
work item;

e Overall user response time during a specified period;

e (Calculate success and failure rates of the user requests
during a period of time.

These Azure tools can help achieve create a solution to monitor SLAs:
o Log Analytics
e Applnsight
¢ Performance monitoring with metrics
o Alerts
e Azure diagnostics
e Azure service status
e Azure service health monitoring

e Azure activity logs monitoring

Scenario 2: Auditing and Compliance

Depending on the region, business, industry, or type of data an application
handles, there may be specific legal or statutory regulations that require
specific operations or all operations to be audited, monitored, and logged
and saved over a period of time.

For example, banking or the insurance industry requires different
auditing standards than an e-retail organization. Again, different parts of
the whole system may require different kinds of data logging and retention.

Such audit data should be able to identify each user’s action, sequence
of events, time, and manner to ensure that appropriate authenticity and
accountability can be determined. Since this data is very confidential and
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sensitive in nature, required auditing and compliance data should be
stored and retained securely and only accessed by specific, responsible,
delegated individuals. The assigned auditor or analyst should be able to
generate various reports to ensure all legal, statutory, and compliance
standards are met.

Microsoft Azure provides a list of tools and methods to meet any of
these needs. Here are a few of the Azure tools:

o Azure Activity logs help to identify the various
tenant- and subscription-level operations performed.
For example: if a storage account was deleted it will
be captured in the activity log with proper date and
time stamp, the user who initiated the activity, which
storage account etc. Hence, all series of events and
details in Activity log becomes an authentic source of
all subscription level and tenant level operations.

e You can maintain all activity logs as audit trails for a
longer-term retention on Azure log analytics or on a

storage account based on the organization’s needs.
e Virtual machine system, security, and audit logs.
e Azure Active directory reports.

e Azure RBAC to ensure only authorized users have
access to specific resources.

e Azure standard regulatory and compliance
certifications.

e Azure compliance Manager (https://servicetrust.
microsoft.com/ComplianceManager), whichis a
workflow based risk assessment tool.

e Azure Trust portal, which showcases all Azure data
privacy, trust, compliance, and industry certifications.
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Services trust portal is the one-stop location for all security-,
compliance-, and privacy-related documentation; certifications, and audit
reports (Figure 2-8).
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Figure 2-8. Service Trust Portal

Scenario 3: Security

Security monitoring is one of the crucial operational activities of any
enterprise today. All organization data based on data sensitivity or
classification has to be securely handled, stored, and transferred at all
times. The growing complexity of today’s system also invites a growing
need for data security, communication, and storage. For security
monitoring, the key activities include the following:

o Detect any unauthenticated intrusion attempt;

o Identify unauthenticated and unauthorized data access
and any attempt in this regard;

o Identify if any component or part of the system is under
attack of any kind.
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Most organizations today have already adopted a Security Information

and Event Management (SIEM) system to include, analyze, and predict

various events, alerts from different sources - systems, applications, devices,

firewall, antivirus and intrusion-prevention systems. Apart from traditional

security, modern organizations also explore ways to include new security

systems that can perform vulnerability, port, and intrusion scanning in their

IT infrastructure and deployments. This also includes cloud scale advanced

analytics systems to aggregate, corelate, and identify security issues.

Azure provides a host of tools and services that can be leveraged to

create a robust security system. It is not only secured at the platform level

but also enables its customer to utilize the hosts of options to stay secure.

With cloud, identity is the new security boundary
with the diminishing border of network as a security
perimeter. All logon events can be tracked and
identified with Azure AD logging and reporting. Also,
with dual factor authentication and location-based
access and its reporting, this makes it possible to
monitor global deployment scenarios with the cloud.

All security, as well as diagnostic logs from virtual
machines can be easily integrated into log analytics or
SIEM systems to gain security insights.

Role-based access control of each resource and
implementing on-premises identity integration and
monitoring really helps avoid the case of dual identity
for the same user.

Access-level telemetry of storage, network, and security
center alerts can easily be leveraged to monitor any
security issues.

Azure has a host of other services that enable easy,
scalable, robust monitoring of its resources and services.
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Scenario 4: Availability

Availability monitoring is the cornerstone of the monitoring strategy

of any organization. The simple truth is that if your applications and
services are not available, you are out of business. Proactive monitoring
and remediation of availability-related issues are high priority for any
organization. The Azure Monitor service forms the nucleus of monitoring
in Azure, acting as a centralized location to collate and analyze availability
and performance information from sources in Azure as well as on-
premises. Application Insights are the components of the Azure Monitor
service that helps you track the availability of your applications irrespective
of whether they are hosted in Azure PaaS services, VMs, containers, or on

on-premise servers.

Application Insights

Application Insights, as the name indicates, is designed to give you
deeper insights into the inner workings of your applications and flag any
performance or availability issues. This is facilitated by deeper integration
with the analytics platform that forms the core of Azure Monitor. It can be
used to monitor applications developed in multiple platforms like .Net,
Java, or Node.]S. It is also compatible with mobile apps, and can be used
to monitor them by easy integration with the Visual Studio app center.
Installation of a small instrumentation package in your application is all it
takes to send telemetry information to the Application Insights service in
Azure. Application Insights doesn’t limit you to add the instrumentation
package to applications hosted in Azure, which makes it a choice for
enterprises with large-scale hybrid cloud or multi-cloud deployments. The
response time metrics collected by Application Insights help you keep a
tab on the status of application availability. The resultant telemetry data
can be accessed and analyzed using PowerBi, used for configuring alerts,
integrated to dashboards, etc.
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A high-level workflow of how Application Insight collects and analyzes
metrics from various sources is shown in Figure 2-9.

N \isual Studio oq

T

Al
Mabile app

Figure 2-9. Application Insights high-level architecture

To start monitoring your application using Application Insights, deploy
the service from the Azure portal. From the Azure portal, go to All services
and search for Application Insights, select the service, and deploy a new
instance (Figure 2-10).
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__________________________________________________]
Dashboard > Application Insights > Application Insights
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Figure 2-10. Application Insights new instance

In addition to including the Application Insights instrumentation
package, you can also monitor the availability of the application using the
Azure Monitor availability testing feature. From the Application Insights
dashboard, go to Availability » Create test (Figure 2-11).
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Figure 2-11. Create a test

Provide the required input parameters to create the test (Figure 2-12).
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Figure 2-12. Inputs for creating a test

Provide the following details to create the availability test:
e A name to identify the test.

e The test can be created for a single URL or a sequence
of multiple URLs using Multi-step web test option. For
the latter, the scenario should be recorded using Visual
Studio and uploaded to Application Insights. In this
example, we are using a single URL. Note that the URL
should be accessible over the internet.

o Select the option of Parse dependent request to
check the time taken for all the elements of the web
page such as scripts and images to be available. If
any of those components fail to download within the
timeout period, the test fails.
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Enable retries to avoid false alarms raised due to
transient issues. The test is reported three times within
an interval of 20 seconds before raising an availability
alert.

Select the test frequency and test locations. It is
recommended to have a minimum of 5 locations to
isolate website and network issues. The maximum
number of locations possible is 16.

The success criteria in this example is selected as HTTP
response 200, with a timeout period of 120 seconds.
You can also configure the test to check for content
match to check for a specific string (case sensitive) in
the response.

Alerts are sent when the failed location count is above
the set threshold

Viewing the Insights

The availability can be reviewed as a line or scatter plot graph (Figure 2-13).
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Figure 2-13. Availability scatter plot graph
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You can also review the average availability of the application over a
time span from the application dashboard. From the Application Insights
overview tab, click on “Application Dashboard” (Figure 2-14).

appinsgtl Dashboard » -+ New dashboar.
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Figure 2-14. Availability average availability

The default time span is 24 hours, but it can be customized by clicking
the filter icon in the graph (Figure 2-15).
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Configure tile settings

Time settings
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Figure 2-15. Customize Time Span

Scenario 5: Performance

Azure Monitor can collect data from various sources like applications,
VMs, or on-premises systems to give better insights to performance

of respective resources. Each source system needs its own specific
configuration as well as monitoring component service. For example,
Application performance can be monitored using Application Insights by
monitoring page views, load performance, response times, failure rates,
and performance counters of VMs hosting the application. For VMs hosted
in Azure, a set of performance metrics are collected by default by the
platform. You can enable Azure Monitor for VMs (in preview at the time
of writing this book) to get additional deeper insights on operating system
health as well as performance. If containers are part of your application
landscape in Azure, with Azure Kubernetes Service as hosting platform,
you can use Azure Monitor for containers to monitor the performance of
container workloads.
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VM Performance Monitoring

Performance of a system depends on multiple parameters like response
rates to user requests, processing time, volume of concurrent users,
network bandwidth, etc. To ensure that the system is performing at an
optimal level, multiple performance counters can be used on a case-by-
case basis. CPU processing time, memory utilization, Disk I/0, Network
I/0 and errors are some of these counters.

To view the default performance metrics of Azure VM, go to
Monitoring » Metrics » Add metric and select from available options in
the drop-down (Figure 2-16). This example shows the Percentage CPU
Utilization metrics of the selected Azure VM. Other metrics that you could
select for performance monitoring include Disk read operations/sec,
Network Out Total, Inbound flows, etc.
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Figure 2-16. Percentage CPU Utilization
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For more in-depth metrics on performance, health, and dependency
mapping of VMs, you should onboard the machine to Azure Monitor
for VMs. It is prebuilt with performance charts based on guest VM OS
performance metrics. To enable Azure Monitor for VMs, navigate to VM
settings » Monitoring » Insights (preview). Select the subscription and
log analytics workspace to store the data and click Enable (Figure 2-17).

* Workspace Subscription @
Microsoft

Choose a Log Analytics Workspace @
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Figure 2-17. Select workspace

The Performance charts will be available in a dashboard about 20-30

minutes after the configuration (Figure 2-18).
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Figure 2-18. Performance Charts
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Application Performance

Along with availability monitoring, Application Insights can be used

for performance monitoring of your applications. Monitoring can be
integrated using Application Insights instrumentation or even during
runtime in the case of Azure Web Apps. If your applications are running

in an IIS server on-premise, application insight performance counters can
be used to monitor system CPU, memory, disk, and network usage that
could impact the application performance. Among the various parameters
monitored by Application Insights, the following can be considered as
major contributors toward performance monitoring:

¢ Request times, Response times, and failure rates of
application pages;

o Theresponse rates of any external services that the
application is dependent on;

e Browser or server exceptions;
e AJAX call rates, response, and failures if any;

¢ Windows or Linux machines performance counters.

Scenario 6: Usage

Tracking cloud resource usage is important for cost optimization and
management, especially in large-scale deployments. Azure provides usage
monitoring integrated into billing scopes, and the consolidated usage
view is available from a cost analysis dashboard. Cost analysis shows the
Azure resource usage and cost associated with it in selected scopes like
subscription, resource groups, or even individual resources.

Cost analysis includes a feature to create a budget for a given scope
and to monitor usage. This feature becomes very relevant in large-scale
deployments where expenses could get out of hand if not monitored
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and managed properly. Permissions to create and manage a budget
depends on the role assigned to the user. Users with owner permission
for a subscription can create, modify, or delete budgets. Users with
a contributor and cost management contributor role can modify
budgets created by others but cannot delete them. They can, however,
create, modify, or delete budgets independently. Reader role and cost
management reader roles give users read access to budgets. You can also
configure alerts to be sent out when a configuration threshold is met.

A sample budget is shown below that would alert stakeholders when
usage exceeds an acceptable monthly threshold (Figure 2-19).

+2dd U Refresh
Scope Microsoft Azure Int
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HAME SCOPE RESET... START D... END DATE BUDGET CURREN... PROGRESS

Azurelnternall... Ocaabf5.. Monthly  4/1/2019 3/3112020 5,000.00 nn.a7 ;.43%

Figure 2-19. Sample Monthly threshold

Scenario 7: Health

While using Azure services, the context of health monitoring includes the
health of the Azure platform, health monitoring of specific Azure services,
and a level deeper into the diagnostics of individual resources.

Azure Service status page: Azure provides a comprehensive status of
the platform in multiple geographies in the service status page that can be
accessed at https://azure.microsoft.com/en-us/status/. The current
status as well as status history is available for review from the above link.
The status history shows previous outages, Root cause of the outage,
Mitigation, and next steps.

Azure Service health dashboard: The Service health dashboard in
Azure gives a personalized view of any Azure service outages as well as
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a summary of any potential impact to your resources. It can be used to
create personalize dashboards as well as be configured to send alerts,
should there be an outage impacting your services.

It covers the following three types of events that could affect the health
of deployed services:

¢ Ongoing service issues impacting your deployed
Azure services;

¢ Scheduled platform maintenance activities that could
affect service availability;

o Health advisories related to deprecated Azure
services and features or notifications on exceeding
the usage quota;

Azure Resource health: The health status of each resource can be
seen by selecting the respective resource » Support + Troubleshooting »
Resource health. Any platform or non-platform-related issues that could
impact the availability of the service will be notified here. Additionally,
Workloads hosted in Azure VMs can have Azure Monitor for VMs enabled
to give comprehensive component-level health data. This includes
platform health, Guest VM health, component health, as well as the health
of core services like DHCP, DNS, Firewall, etc. (Figure 2-20).
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Figure 2-20. Azure Resource Health
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CHAPTER 3

The Big Picture:
Multi-Cloud
and Hybrid Cloud

In this chapter, we will discuss and walk through a scenario at a broader
level wherein an organization adopts a multi-cloud environment,
integrates on-premises systems with the cloud, and deploys services
leveraging Infrastructure-as-a-Service, Platform-as-a-Service, or
Software-as-a-Service. This is a big picture scenario, and at some point, or
another, any enterprise reaches this state to a greater extent. Monitoring
at this stage may get very complicated and overwhelming, owing to the
various tools, methods, and maturity level of the knowledge available.
Figure 3-1 represents the scenario.
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Figure 3-1. Multi-cloud and hybrid scenario

The Environment

There are different aspects of looking at the monitoring and ensuring all
requirements are taken care. It can be based on Applications, the entire
environment, or monitoring for a specific purpose such as troubleshooting
an ongoing issue.

In our scenario, we have an enterprise with on-premises applications
and resources. They have subscriptions from two different cloud
vendors: Microsoft Azure and another leading cloud provider. Both
cloud environments are integrated with on-premises and a good network
connectivity exists with on-premises. There are applications hosted on Azure
virtual machines and on Azure PaaS solutions such as Azure App service. On
the other cloud service provider, the organization has a few virtual machines
hosting some other workloads. There is dedicated VPN connectivity across
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the location/sites to ensure secure access to cloud and on-premises resources.
They also have adopted a cloud integrated identity with on-premises, and all
users use on-premises identity to access cloud resources. They have recently
migrated to Office365 to replace their business productivity applications

and use Exchange online; SharePoint online; and the Office suite part of

0365 subscription, which is an end-to-end SaaS solution. To keep the overall
scenario simple, let us consider this to be a single subscription, single tenant,
and one-region scenario for the cloud environments. They currently have
SCOM on-premises for monitoring their workloads.

We will not lay down any specific business, technical, functional, and
nonfunctional requirements as of now. We will explore various monitoring
options and services for our environment first, and then in our upcoming
chapters we will try to achieve more.

Monitoring the Platform

In order to monitor the platform, let us first break it into components.
Table 3-1 is a good start.

Table 3-1. Platforms in Our Scenario

Platform description

Azure This is the primary platform that we wish to monitor as a whole.
subscriptions  Subscription and regional services with respect to Azure Resource
Manager and all required services for health can be monitored.

On-premises The current on-premises system is also required to be monitored. The
organization already has an existing monitoring solution leveraging the
Microsoft System Center Operations Manager (SCOM).

Other Cloud  Any other cloud platform hosting various workloads. There might be
platform additional efforts to integrate the other cloud platform and monitor
them as a whole.

Azure tenant  Monitor the tenant-level services: for example, the Azure Active directory.
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It is important to identify if we will require a single solution or multiple

solutions to monitor all the platforms. In our scenario, we can just start with

Azure Monitor. Note that it is possible that the other cloud provider may

also have similar toolsets, and it is up to us to guide them which one may be

most useful and best for them; and it is up to the customer to decide which

one to go with. Now let us look at the tools that we can use (Table 3-2).

Table 3-2. Monitoring the Platform - Tools

Platform

Tools

Azure
subscriptions

On-premises

Azure service status: https://azure.microsoft.com/en-
ca/status/.You can find all regional and non-regional services
health, be aware of an ongoing issue at the Azure platform level or
in your subscription. Also, look at any issue history here: https://
azure.microsoft.com/en-ca/status/history/.

Activity Logs: Also identify any subscription level to create, update,
delete operations.

Existing solution: The current on-premises system is also required to be
monitored. The organization already has an existing monitoring solution
leveraging Microsoft System Center Operations Manager (SCOM).
Integrate with Log Analytics: We can integrate SCOM with log
analytics and required logs can be either directly set to the log
analytics workspace or collected at a management server, which in
turn can send to log analytics. The latter is preferred if you want to
avoid network traffic from all agents connecting over the internet
to log analytics. See https://docs.microsoft.com/en-us/
azure/azure-monitor/platform/om-agents.

Microsoft Monitoring Agent (MMA)only: In a MMA only scenario,
we can just install the MMA on the virtual machines, which will in
turn report to the log analytics workspace. This can be useful for
testing and temporary environments.
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Table 3-2. (continued)

Platform

Tools

Other Cloud
platform

Azure tenant

Any other cloud platform hosting various workloads. There might be
additional efforts to integrate the other cloud platform and monitor
them as a whole.

Since there are virtual machines hosted on the other cloud, we can
take a similar approach to monitor them as we did for on-premises.

Azure Active Directory Audit logs: Monitor the tenant-level
services, for example, Azure Active directory by integrating Azure AD
audit and sign-in logs with Azure Monitor. You can also alternatively
archive the logs to a storage account. If required for other integration,
we can configure audit logs to stream to an Event Hub for sending
them to non-Azure solution or to an on-premises SIEM system.

Health Monitoring

There are two types of health monitoring that we can address. Let's look at Table 3-3.

Table 3-3. Monitoring the Services Health

Monitor Target

Description

Azure Services

It is possible that the Azure services are not responding over a

health monitoring period of time owing to an underlying platform issue or network

Agent health

issue. These are usually not under control of the customer and
may cause widespread service or production outages if they are
not known before necessary action can be taken to prevent this.

The Operation manager agent or Log analytics agent (or MMA)

may also become unresponsive due to an issue. It is advisable

to know if any of the critical systems that are monitored have a
healthy agent installed, reporting at specific intervals.
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Microsoft Azure provides health service monitoring for both scenarios.
Let us know understand those tools to take necessary steps (Table 3-4).

Table 3-4. Monitoring the Services Health - Tools

Monitor Target Tools

Azure Services Azure Service Health dashboard: This dashboard can provide
health monitoring  details of any ongoing issues, upcoming planned maintenance, or
health advisories that may affect your current services deployed
on Azure subscription.
Health Alerts: It is also advisable to create health alerts for your
critical systems to initiate automated and necessary action.

Agent health Agent health solution: This management solution in Azure
helps you monitor and identify the various agents deployed
and reporting to Log analytics directly or through operations
manager management groups. You can identify how many
such agents are healthy, unresponsive, and not reporting data
owing to an issue. This also helps you to identify how all your
endpoints and scoped systems are geographically distributed
and monitored.

Figure 3-2 is a quick look at what health service and health Alerts in
Azure Monitor looks like.
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Figure 3-2. Resource health and Health alerts

Usage Monitoring

Usage monitoring should be able to help with items shown in Table 3-5.

Table 3-5. Usage Monitoring

Monitor Target

Description

Services usage

User satisfaction

Billing/cost

Which resources are used heavily and which are used in less
volume? Which specific operations are in high usage over a
specific duration?

Identify user satisfaction level with varying degrees of system
performance or usage.

Identify applicable billing or cost.
Enable Quotas in a multitenant system. Users are charged back
based on usage.
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Let us explore how these items can be addressed and with which tools.
For most of the cases, usage is closely related to billing. To ensure that you
are not over your spending limit, it is advisable to keep a track of the usages
by resources and how much is spent over a period of time. Then you
will be able to identify if there is any specific thread of usage in a specific
department or in a specific environment. For example, in our scenario,
if the organization is not migrating a lot of workload to Azure, it may not
have any steep increase in Azure costs. It may just be a straight line too
or just a growing trend depending on the new user addition or customer
addition. The spending may see sudden increase if they are migrating
their existing workloads to Azure or new projects are only been hosted on
Azure. Similarly, if this is a Development environment, the spending may
not be very high as compared to production; however, it may have sudden
spikes in cost due to various development sprint cycles or test scenarios,
etc. There can be other scenarios as well that may contradict the previous
predictions. But, in all cases, it is a good idea to identify where the money
is going.

Let us look at some of the tools to show us where (Table 3-6).
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Table 3-6. Usage Monitoring - Tools

Monitor Target  Tools

Services usage  Azure portal: Subscriptions cost analysis: View a complete
breakup of various services and over a specific period of time.
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Figure 3-3. Cost analysis in Azure portal

Resource Tags: Use resource tags based on environment,
Organization structure, cost center, region, project code, etc., to
identify and allocate cost of consumption.

User satisfaction  Use performance and availability monitoring to arrive at this
value.

Billing/cost Azure Advisor: You can turn on Azure Advisor recommendations
to identify which are low-usage resources and on which ones
you can save costs by turning them off or by optimization. Also,
visit the Advisor recommendations page to understand the
various standard recommendations to reduce costs (Figure 3-4):
https://docs.microsoft.com/en-us/azure/advisor/
advisor-cost-recommendations

(continued)
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Table 3-6. (continued)
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Figure 3-4. Cost analysis in Azure portal

Review your past and latest Bills: This is a good practice to
review the bills, both past and current. to gain an understanding
of where the pricing pattern changed.

Enable Spending Limit: Check your account portal of the
subscription and see if you have a pending limit on. If you are
using Credits, the spending limit will be turned on by default.
Cloudyn: Use Cloudyn service to enable necessary reporting
and alerts that can auto-notify necessary stakeholders of
various spending patterns and anomalies in spending. You can
define budgets and threshold-based alerts.

Azure Pricing Calculator: It is also a good idea to get
acquainted with the online Azure pricing calculator to estimate
the monthly/yearly Azure consumption cost for various
resources or before adding new Azure services. This will help
gain better visibility to understand how you are charged or how
much you will be charged.
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Performance Monitoring

Performance monitoring is the key to ensure if the system is functioning
optimally. We will discuss this in more detail in our upcoming chapters
and explore how various metrics and values can make a difference in your
design decision. For this scenario, we have various resources, so let us look
at how and what we can monitor (Table 3-7).

Table 3-7. Performance Monitoring

Monitor Target Description

Various In this scenario, we have Azure virtual machines, virtual machines
components on other cloud service providers, virtual network, VPN connectivity,
VPN devices/gateways, Azure App services, storage services,
on-premises systems, and applications. To be able to identify
the performance bottlenecks, we need to monitor the key
performance indicators for each one of them.
Though we are looking at all possible components, it completely
depends on the actual result you are looking for. For example, in
our example, we may have SQL databases as well. We should
monitor them too. However, these databases may only be used
for storing some non-critical data and not used for any critical
business purpowses. Hence, we may not be even interested
in monitoring them. Similarly, we may just have two virtual
machines, which run a very critical job once a week. In this case,
we will be monitoring the systems during the time when the job
is run.

Now let us look at our tool to monitor performance data in Table 3-8.
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Table 3-8. Performance Monitoring - Tools

Monitor Target

Tools

Various components

Azure virtual machines,
virtual machines

on other cloud

service provider,
virtual network, VPN
connectivity, VPN
devides/gateways,

Azure App services,
storage services,
on-premises systems and
applications)

Metrics: Every Azure resource emits specific
logs and key indicators that can be logged into
metrics to identify how it is performing or is there
iS an issue.

Virtual Machine/physical machine (on-premises,
Azure or on other cloud services):

CPU Utilization, Memory utilization, Number of
threads, Request queue length, Disk or network
I/0 rates and errors, Bytes written or read.
Azure AppServices:

CPU Percentage, Memory Percentage, Active
Requests, Http 400x, Http 500x, Data In, Data
Out, Average Response Time.

Storage: (it also depends which storage services
are being used, Blob, tables. or queues)
Transactions, Ingress, Egress, Availability
Success Server Latency

Network:

This is an interesting one. Since network is
attached to almost all services, there are network
specific counters for other services also that
can be monitored. Again, not all counters will

be monitored as a standard. Some of these

may be monitored only to identify an issue or
performance bottleneck, etc.

VM - Network In, Network Out;
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Table 3-8. (continued)

Monitor Target

Tools

Network Interfaces - Bytes Sent and Bytes
received;

Load balancer - Data Path Availability, Health
Probe Status;

Public IP address - Inbound packets DDoS,
Inbound packets dropped DDoS, Inbound packets
forwarded DDoS;

Azure Firewall - Application rules hit count,
Network rules hit count;

Application Gateways - Throughput, Unhealthy
Host Count, Healthy Host Count;

Virtual Network Gateways - Gateway S2S
Bandwidth, Tunnel Bandwidth.

For a complete detailed list, you can visit the
Microsoft metrics documentation site here:
https://docs.microsoft.com/en-us/
azure/azure-monitor/platform/
metrics-supported.
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There may be different counters for on-premises systems. They will,
however, follow the same old practice of performance monitoring using
metrics. Since in our case, we have SCOM, it can be easily used to monitor
performance counters for on-premises systems. With the help of Azure
Monitor integration with SCOM, we can now have better insight and
analytics of the various performance counters.

Availability Monitoring

Availability monitoring and health monitoring are very closely related.
Health monitoring helps to identify the current health state of the system,
whereas availability monitoring is about the statistics of uptime for a
system and its components. It includes granular identification of crucial
individual component failures of a system. This is to avoid any future
failure and take corrective action to maximize availability. Availability
monitoring depends on lower-level factors and identifying the critical
segments of the system that might cause overall availability issues. The
recorded statistical value of all such components can be aggregated
together to arrive at the availability of the system (Table 3-9).
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Table 3-9. Availability Monitoring

Monitor Target Description

Various components; In this scenario, we have Azure virtual machines, virtual

All business systems  machines on other cloud service providers, virtual

and its dependencies  network, VPN connectivity, VPN devices/gateways, Azure
App services, storage services, on-premises systems,
and applications. For a better example, in our case, let’s
say the App Service depends on an App service plan
and let’s say an SQL database on Azure. There is an
on-premises virtual machine that ingests data into the
SQL database that the App service consumes to process
the data and stores on a Blob service. If we consider this
new specific scenario of the app service system, each
dependent component is crucial to the success rate of the
App service. Failure of either the Azure storage account,
on-premises virtual machine, network connectivity, App
service plan, ldentity, or the authentication system can
cause an availability issue of the App service. We may
drill deeper to understand if on-premises VM accepts the
data from some other system or who loads the primary
data? An appropriate Azure SQL database plan ensures
faster processing if required and/or no performance
issues. Similarly, there can be several other factors as well
impacting the overall availability of a system. Hence, it is
critical to understand the overall landscape.

Now let us investigate what parameters we need to record to calculate
such values and monitor a system'’s availability. Table 3-10 tries to explain
some of the critical items.
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Table 3-10. Availability Monitoring - Tools

Monitor Target Tools

Various For all business systems and its dependencies -Performance
components;  monitoring with Metrics:

All business Required uptime and failures, timeouts, network connectivity
systems and its failures, and connection retry attempts to be recorded. All data
dependencies  should be timestamped. All operational values to identify overall

uptime and downtime of the system.

Here is a standard formula to calculate the percentage availability
of a service over a period of time by using the following formula:
%Availability = ((Total Time — Total Downtime) / Total Time ) = 100
Health monitoring: For all dependent services.

Historical data of same kind over a period of time for required
validation and comparison.

Endpoint monitoring: All API or web endpoints can be monitored
to identify if it’s responding. In certain scenarios, however, this
may not apply. For example, even if the AppService/web service is
up and running, its functionality may be in a failed state due to an
internal server error or data corruption. You may not even identify
this failure unless you perform some synthetic transactions or an
error is logged in the system from the application side. Hence, only
monitoring the infrastructure components or resources may not
be enough. It may require additional or custom solution to be very
sure that the system is available and responding to errors.
Applnsight: It is possible to integrate AppInsight with the
application to log all failures and errors or all 400x or 500x errors
and trigger an alert to draw attention that something isn’t right and
the system’s availability is impacted.

0365 Analytics: Enable Office 365 monitoring analytics to
validate.
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Security Monitoring

One of the most important aspects of monitoring is Security Monitoring.

Let us quickly look through the various aspects of security monitoring for

our scenario (Table 3-11).

Table 3-11. Security Monitoring - Tools

Monitor Target

Description

Virtual machines/On-
premises systems

Storage services

On-premises
Monitoring

Azure Activity logs

Identity and access
management

Role-based access
control

Integrate Azure
Security Center Alerts
with SIEM system

All security, system, and necessary services event logs can
be either forwarded or logged into Azure Monitor using MMA.

Enable storage analytics to identify number of storage access
successes or failures.

Since we already have SCOM implementation, all systems
and applications can be monitored with security events and
all data can be ingested into the Security Information and
Event Management (SIEM) system for further analysis.

Integrate Azure Activity logs into Azure Monitor through Log
analytics to review any unauthorized access to the system.
Accordingly, activity logs can be integrated with an on-
premises SIEM system with a connector/plug-in for advanced
security management and monitoring.

In addition to on-premises Active directory monitoring and
auditing, Azure active directory auditing and reports can be
leveraged to identify unauthorized system access and attempts.

Implement and monitor RBAC configurations regularly.

Azure Monitor provides the ability to stream the logs into
Event Hubs, and SIEM vendors can write connectors to further
integrate logs from the Event Hub into the SIEM.

(continued)
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Table 3-11. (continued)

Monitor Target Description
Network map Use Network map to identify all possible network
connections, configurations, and topology (Figure 3-5).
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Figure 3-5. Topology from Network Map
Enable Security Configure Azure Security Center and apply all best
Center practices and recommendations (Figure 3-6).
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Figure 3-6. Security Center overview
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Auditing Compliance and SLA Monitoring

This part can be very specific to the requirement, and hence we would like
you to review Chapter 2 - Scenario 1 and Scenario 2 for these two items.

Paint the Picture

At avery high level, the monitoring components for our scenario will look
like Figure 3-7.
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Figure 3-7. Monitoring components high-level view
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Hybrid Cloud Monitoring

In hybrid cloud architectures, it is important to ensure that the existing
toolsets being used by organizations are put to best use while leveraging
the capabilities offered by the cloud. An IT team shouldn’t have to hop
between tools to get a picture of the overall environment’s health. Azure
Monitor provides multiple integration points for such deployment
scenarios so that you have a single repository for all your monitoring data.
Let us explore some of the hybrid cloud monitoring options that work well
with the Azure Monitor.

Most enterprises use Security Information and Event Management
(SIEM) tools such as Splunk, QRadar, or ArchSight. These tools provide
various functionalities, features, and capabilities with the core objective to
collect, store, analyze. and manage security information and events. They
collect data from various sources (physical and virtual systems, devices,
applications, and hardware), store, analyze, and alert for various security
anomalies, detection, issues, and provides various reporting. Though the
services and capabilities may be different for these tools to some extent,
most of them provide overlapping features and functionalities.

Customers can configure the logs and data from Azure resources to
be forwarded to a centralized storage location, which can be consumed
by the SIEM tools. To support such capability, multiple diagnostic settings
can be enabled. The diagnostic information can be sent to Azure storage
accounts, Events Hub, or Log Analytics namespaces depending on how
you want to configure it. Microsoft has also partnered with leading STEM
tool vendors to develop connectors that can collect and integrate data
from Azure Monitor. Azure Monitor integration with such tools can be
achieved using different approaches. Some of these tools will now be
briefly discussed.
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Splunk

Azure Monitor Add-on for Splunk helps to collect and integrate data from
Azure into the Splunk tool. The add-on at the time of writing this book
supports Activity log, Diagnostics logs, and Metrics information to be
collected and sent to Splunk. Activity logs are enabled via the log profile,
and diagnostics logs as well as metrics should be enabled in the diagnostic
settings of respective Azure resources.

The architecture uses Event Hub as a mediator, where the logs from
different Azure sources are sent to the Event Hub initially. The logs will
remain in the Event Hub based on the retention period configured waiting
for it to be retrieved periodically by add-ons like Splunk. The add-on is
configured to read information from an Event-Hub namespace, which
could have multiple hubs, each storing different type of logs associated
with a resource.

Steps to be completed at a high level on the Azure side for the
integration are as follows:

1) Splunk uses the context of an AD application to
retrieve data from Azure. This AD application
should be created as Application type WebApp/API
and assigned reader access to the subscription.

2) Create the Event Hub Namespace to which the
activity logs, metrics, and diagnostic logs will be
routed. It could be a single Namespace or multiple
namespaces depending on how you want to
integrate the add-on.

3) The Azure AD application keys and the Event Hub
keys should be securely stored in a KeyVault.
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4) Assign necessary permissions for the AD application
to the Azure resources from which the data will be
read.

5) Configure the Metrics, activity, and Diagnostics log
settings so that the data is sent to Event Hub and can
be pulled by the Splunk add-on.

A ready-to-use script is available in GitHub that will pull all required
information from the Azure subscription required for configuring the
Splunk plug-in. This script is available here: https://github.com/
microsoft/AzureMonitorAddonForSplunk.

The script will generate all the required Azure configuration
information that can be used as data inputs for the Add-on configuration
from the Splunk UL

IBM QRadar

To Integrate IBM QRadar, SIEM can be configured to collect data routed
to Event Hubs using Microsoft Azure DSM and Microsoft Azure Event Hub
Protocol. As with Splunk, the prerequisite configuration required on Azure
side is that the logs should be routed to Event Hub.

The high-level configuration steps to be completed for QRadar to
enable log collection are listed here:

1) Open port443, 5671, and 5672 should be opened
from the QRadar box.

2) Install the most recent versions of the following
RPMs in QRadar:

DSMCommon RPM

Microsoft Azure DSM RPM

Protocol Common RPM

Microsoft Azure Event Hubs Protocol RPM
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3) Once the protocols are installed, the “Microsoft
Azure” log type will be available in QRadar along
with the “Microsoft Azure Event Hubs” protocol
when you try to configure the log source.

4) Add the Event Hubs connection string, consumer
group, and the storage account connection string in
the log sources configuration and deploy changes.

The logs from Azure portal will be available in QRadar on successful
completion of the configuration. As per Azure DSM Specifications
published by IBM, the following event types from Azure can be collected
by QRadar through this integration: Network Security Group (NSG)
Flow logs, NSG Logs, Authorization, Classic Compute, Classic Storage,
Compute, Insights, KeyVault, SQL, Storage, Automation, Cache, CDN,
Devices, Event Hub, HDInsight, Recovery Services, AppService, Batch,
Bing Maps, Certificate Registration, Cognitive Services, Container Service,
Content Moderator, Data Catalog, Data Factory, Data Lake Analytics,
Data Lake Store, Domain Registration, Dynamics LCS, Features, Logic,
Media, Notification Hubs, Search, Servicebus, Support, Web, Scheduler,
Resources, Resource Health, Operation Insights, Market Place Ordering,
API Management, AD Hybrid Health Service, Server Management.

ArcSight

There are multiple options available for integrating ArcSight with logs
from Azure. One solution is to use the Azure Log integration service. This
service should be installed on a machine that collects logs that will be sent
to the SIEM system, in this case ArcSight. However, this tool is deprecated
as customers are expected to use connectors like the ones provided by
Splunk and IBM QRadar. The mart connector for Microsoft Event Hub is
available in ArcSight SmartConnector 7.10.0. At the time of writing this
book, the smart connector supports collection of diagnostics, audit, sign-
in, and activity logs from Azure.
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Multi-Cloud Monitoring

For customers with a multi-cloud land space, monitoring can be even
more challenging as they would need to get a holistic view of resource
health across multiple cloud platforms. As per Right scale’s state-of-the-art
cloud report for 2018, 84% of the organizations have a multi-cloud strategy.
There are many factors to be considered while finalizing the monitoring
strategy for a Multi-Cloud environment, and here are some pointers:

o Isiteasier to use the native cloud monitoring solution
offered by the cloud platform for each cloud?

e What is the trade-off when compared to the efforts
involved in hopping between multiple tools?

e Canyou plug in the cloud services to your existing
monitoring tools? If yes, what are the advantages and
limitations?

e What are the key monitoring metrics that are inevitable
for your organization? Are they supported in the tools
being considered?

o For adopting a new monitoring tool, what is the
learning curve involved and the organization’s
investment toward the same?

Vendors like SolarWinds, OpsRamp, Grafana and New Relic offer
multi-cloud monitoring capabilities to monitor resource deployed in cloud
platforms like AWS, GCP, and Azure as well as on-premises environments.
If you are already using monitoring tools, it is worth checking the
availability of connectors to monitor cloud platforms using the same tool.
Let us briefly explore few of these options.
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System Center Operations Manager (SCOM)

System Center Operations Manager (SCOM) has an integration pack
available for AWS to collect performance information from AWS resources
and feed it into the tool. It leverages the Amazon Cloud watch metrics

that appear as performance counters in SCOM. Alerts from cloud watch
will be available as alerts in SCOM. The AWS management pack supports
collection of metrics from AWS resources like EC2, EBS volumes, Load
Balancers, EC2 Autoscaling groups, Availability zones, CloudWatch custom
Metrics, etc. SCOM can also be integrated with Azure Monitor by installing
the Azure log Analytics agent so that you have a single pane view of
multiple environments.

Grafana

Another possible solution that can be explored in a multi-cloud scenario

is Grafana. Grafana offers a seamless way of visualizing the data coming
from multiple cloud platforms, thereby providing a dashboard view of your
overall environment’s health. Grafana has plug-ins available to collect

data from stack driver, cloud watch, Oracle cloud infrastructure, Azure
Monitor, etc., to generate insights. With Azure, the integration is as easy as
adding a data source and providing an Azure AD service principal with a
log Analytics reader role assigned to it. You can also integrate application
insights with Grafana by calling application insights APIs with credentials
that have permission to read the metrics.

Azure Log Analytics

While considering Native Azure monitoring solution, log analytics agents
support data collection from multiple sources, be it virtual/physical
machines on-premise as well as resources deployed in other cloud
platforms. Azure log analytics is another solution that can be considered
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in both multi-cloud as well as hybrid cloud scenarios as it can pretty much
integrate with any environment provided there is connectivity enabled to
Azure Monitor. It also provides a single dashboard view of your resources
deployed in multiple platforms, with built-in analytics capabilities to give
you deeper insights and generate value from your monitoring of the data.
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CHAPTER 4

Scenario-Based
Examples: Cloud Only

In cloud first architectures, the monitoring perimeters are restricted to
components in the cloud. The requirements for capacity, performance,
and security monitoring can be met, to a large extent, using solutions
available in Azure. The monitoring methodologies and parameters,
however, could vary depending on the use cases or scenarios. Depending
on whether the environment is greenfield or brownfield, the steps involved
in designing the monitoring approach and implementation varies. Hence
itis important to have a thorough planning exercise with applied due
diligence before we set out to implement the identified solution.

This chapter will provide you a design and implementation reference
guide for common cloud-only monitoring scenarios. We will also cover the
configuration samples and templates for some of the use cases, including
IaaS and PaaS components, which will help you with the implementations.

Design and Implantation Reference

Come of the common architectures for applications using cloud-only
services in Azure can be broadly classified as shown in Table 4-1.
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Table 4-1. Architectures in Our Scenario

Architecture  Description

laaS Only These are “traditional” deployments in Azure, preferred by
organizations adopting cloud for the first time. It is also used
from on-premises environments that are migrated to cloud using
a “Lift and Shift” approach. All application tiers would be front
end, middle tier, and databases deployed and managed in VMs,
providing customers more control over them.

Paa$S Only This approach is followed by “born in the cloud” organizations. It is
also adopted when organizations can claim a certain maturity level
in Azure. Paa$ offerings, when used at different application tiers,
enables customers to focus on the application rather than the
nitty-gritty of infrastructure management.

laaS and PaaS This mix and match approach is commonly used when there is a
need for balance between control and flexibility. laaS services enable
organizations to exercise end-to-end control on how they manage
the services, while PaaS services offers the flexibility of outsourcing
the management to the cloud platform where it deems fit.

Considering the popularity of microservices architecture, we
should also add containers to the mix and the monitoring paradigm
related to it. The choice of service for hosting containers could be Azure
container instances, Kubernetes Services, and associated services like
a Azure container registry. The monitoring strategy for a cloud-only
environment is done over the following phases - Evaluation, Planning, and
Implementation. Let us explore these phases in detail and activities to be
covered in each of these phases.

For the ease of understanding the process, let us consider an
environment that includes multiple PaaS and IaaS components to
be monitored, for example, Virtual machines, webapps, App service
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environments, AKS, Azure SQI DB, Azure storage, application gateways,
Azure load balancers, NSG, etc. We will go through each of these phases,
covering the evaluation, design, and implementation processes.

Evaluation

The entry point of designing the monitoring strategy is taking stock of the
existing environment in case of Brownfield deployments or evaluating the
future state in case of Greenfield deployments. You can use the following
pointers to develop a questionnaire for evaluating the environment

and to identify the monitoring parameters. Note that the questions are
not exhaustive, and you might have to collect more information at the
evaluation phase depending on the application architecture.

What are the Azure components needed for monitoring of the application?
For this use case, we have identified the following components - Virtual
machines, webapps, App service environment, AKS, Azure SQI DB, Azure
storage, application gateway, Azure load balancer, and NSG.

How does the interdependency of components impact monitoring?
Identify dependency of the components being monitored so that false
alarms or duplications can be eliminated. For example, a health probe-related
error of a load balancer could be a duplicate of a VM health error.

Is it relevant to monitor network connectivity between components or to
external endpoints?

When there are many moving parts and dependencies in the application,
network connectivity monitoring between components becomes relevant.
Network watcher offers extensive network monitoring capabilities using
different built-in tools. During the evaluation phase, it is recommended to
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identify the tools in the network monitor that can be leveraged to meet the
interconnectivity monitoring needs. For example, if your application needs
access to an external endpoint, the connection monitor tool can be used to
monitor the latency to this endpoint over time.

What components are relevant for monitoring from a business system
perspective?

There are multiple metrics available for each of the identified components.
Enabling the right metrics and alerts are important to avoid information
overload. For example, it makes more sense to monitor metrics of App
Service Plans rather than App Service Environment metrics, as App Service
plans have a 1:1 mapping to hosts allocated to them.

How do we identity the right metrics for the components?

Now that we have identified the right components to be monitored, the
next step is to drill down and finalize the right metrics for monitoring. For
example, if you are running a web application in VM with DB hosted in
another VM or Azure PaaS services (mySQL, SQL, etc.), it is not relevant
to monitor the disk i/o metrics. However, it could be the most important
metrics to be monitored in a VM that hosts a database in an IaaS model.

What alerts should be generated and on what is the severity to be assigned?
The goal of monitoring is to flag any anomalies in the system and alert
settings are the crucial last mile in this configuration. The specific alert
settings such as condition type, threshold, sensitivity, etc., should be
considered to assign the right severity to an alert rule.

What are the relevant actions to be taken in response to the generated alerts?
Azure action groups can be used to inform customers about a potential
issue through email, SMS, etc. It can also be used to trigger remedial
actions through automation runbooks called via webhooks or by
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invoking logic apps. It is in the evaluation phase that we identity the right
course of action and identify the runbooks and logical apps to be created
to execute it.

Planning

After the evaluation phase, the next step is to develop the implementation
plan. This is not just a technical process but is closely tied to other
organizational processes like change management as well. It is one level
deeper than the evaluation process, where the parameters of monitoring
are locked down and signed off by respective stakeholders. With respect
to the different components in the use case, the monitoring configuration
would be finalized during the planning phase. A sample outcome of this
planning exercise is listed next.

Note: The planning outcome is dependent on the application
architecture and the components to be monitored

Components Monitoring Configuration

Virtual Machines Performance metrics — CPU, Memory and Disk usage
Disk 1/0 for SQL laaS VM
Guest OS Diagnostic data

App Service Average response time
Data in and Data out
Http server errors
CPU percentage
Memory percentage

Azure SQI DB Basic metrics
Errors
QueryStoreRuntimeStatistics
QueryStoreWaitStatistics

(continued)
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Components Monitoring Configuration

Azure Storage UsedCapacity
ResponseType: AuthorizationError
ResponseType: ServerBusyError
ResponseType: ServerTimeoutError

Application Gateway Metrics: Failed Requests
Metrics: Throughput
Metrics: Healthy Host Count
Performance log monitoring
Firewall log monitoring

Azure Loadbalancer Data path availability

Health probe status
NSG NSG flow log in Network watcher
AKS Health status

Performance: Node CPU & Memory utilization
Container performance monitoring through Azure
Monitor for containers

Network Gonnection Monitor connection to dependent component IP address
through connection monitor of network watcher

Azure Traffic Manager  Queries by endpoint returned
Endpoint status by EndPoint

Implementation

The outcome of the planning exercise is a detailed deployment plan for
each of those identified monitoring components, which will be executed
during the implementation phase. The following, additional pointers
should be considered during the implementation phase for a smooth
transition to operations.
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How can the effectiveness of the implementation plan be tested before a
rollout?

It is recommended to have a proof-of-concept period to test the settings and
analyze the monitoring data for its effectiveness. This can be leveraged to fine-
tune the configuration and lock down the final settings for implementation.

What roles and responsibilities should be assigned for managing the
configurations?

For ongoing maintenance and updating of configurations, the right

roles and responsibilities should be identified and assigned during the
implementation phase. For example, while the ownership might largely
remain with the IT team, application teams would need access to services
like log analytics for troubleshooting purposes.

What role-based access control settings should be configured?

Once the roles and responsibilities are finalized, it would give a fair idea
of the RBAC permissions to be configured. Any custom roles to be used
should also be implemented during this phase

What services and configurations should be used for auto-remediation?
Options like runbooks and logic apps are available to be incorporated with
alerts for auto-remediating issues. These runbooks and logic apps will be
developed, tested, and deployed during the implementation phase.

What are the plans for operations training and handover?
The operations team should be given adequate training and documentation
so that they can take over the monitoring of the components in the cloud.
This effort required in the handover depends to a great extent on the
expertise of the operations team in handling cloud monitoring.

In the next section we will cover the implementation details more
closely for a few sample use cases.
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Monitoring a Simple WebApplication
on Azure

Let us consider the following use case of a three-tier web application with
the sample architecture given in Figure 4-1.
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Prataction Wirtual network :

Web tier subnet Business tier subnet Data tier subnet
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-
-

{501 Server i
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Azure load : los : :
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Figure 4-1. Sample three-tier application

As established in the planning section, monitoring will be configured
for the following components.

Components Monitoring Configuration

Virtual Machines  Performance metrics — CPU, Memory and Disk usage
Disk I/0 for SQL laaS VM

Guest 0S Diagnostic data
Azure Data path availability
Loadbalancer Health probe status

Load balancer health status
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Components Monitoring Configuration

NSG NSG flow log in Network watcher

Network Monitor connection to dependent component IP address
connection through connection monitor of network watcher

Virtual Machines

The parameters to be monitored here are CPU, memory, and disk usage.

CPU Monitoring

CPU monitoring is available through the basic metrics of a VM without
any additional configuration. This information can be accessed from VM
settings » Monitoring » Metrics (Figure 4-2).
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Figure 4-2. VM metrics
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Memory Percentage

To get memory usage details, you will have to enable VM insights from
VM Settings » Monitoring » Insights (preview). Provide the workspace
subscription and name and click enabled (Figure 4-3).

* Workspace Subscription @
""" X
Choose a Log Analytics Workspace @

l azloganlaytics [eastus] v ‘

Note: If the virtual machine already has either SCOM or OMS agent installed locally,
the Microsoft Monitoring Agent (MMA) extension will still be installed and connected

to the configured workspace.

Figure 4-3. Workspace details

Once enabled, you see a notification that insights is being enabled.
Note that it could take some time for the monitoring data to be collected
and available (Figure 4-4).

Azure Monitor X
sights Onboarding
Manitoring data is being collected and routed to Insights. It can take up to 20 minutes to arrive. Please try again in a few minutes. [Workspace ID:
Jsubscriptions,
IR /¢ 0UrCegoup 1/providers/microsoft ionalinsights/wark fazloganlaytics]

Figure 4-4. Notification on enabling Azure Monitor

Once enabled, a confirmation message will be displayed (Figure 4-5).

Azure Monitor X
rsights Onboarding

0 Insights have been successfully deployed.

Figure 4-5. Confirmation message
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From the VM insights dashboard, you can now view the Available
memory usage and also pin the chart to the Dashboard (Figure 4-6).
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Figure 4-6. Available memory

You can also collect the memory usage metrics by enabling the guest
OS diagnostics. To enable Guest-level monitoring, browse to VM »
Diagnostic settings » “Enable guest-level monitoring” (Figure 4-7).

Dashboard > Viruel machnes > SQLVMI - Clagnostic semings
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W el macice
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machine, you can collect guest-bevel metrics, logs, and ather diagnastic data using the Anire
Manitorimg fagrostics agent lsa 5 gnosth services e Aoplicat
® Insighis - Insights, Leam meore.
. Togut cacted cow, chck the butti Bakon
Alerts
Enabile guest.be

i Metrics

ic setti Iy ¥ doing? Vo ize the diagnastic data you want to collect
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B achisor recomirerdations

Figure 4-7. Enable guest-level monitoring

By default, the guest VM performance counters for CPU, Memory,
Disk, and Network will be enabled (Figure 4-8).

91



CHAPTER 4  SCENARIO-BASED EXAMPLES: CLOUD ONLY

g FrontendVM2 - Diagnostic settings

Virtual machine
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Figure 4-8. Guest VM performance counters

Now the memory metrics will be available from VM » monitoring »
Metrics. Select the metrics namespace as Guest (Classic) and the “Available
Bytes” memory counter (Figure 4-9).
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Figure 4-9. VM memory metrics

Disk Monitoring

To monitor free disk space in a VM, the “%Free space” counter can be used
(Figure 4-10).
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Figure 4-10. Free disk space metrics

You can fine-tune the settings if you click on “Configure performance

counters” from monitoring » Diagnostics settings of the VM and select

only the required counters. For example, for SQL VM in the architecture,

you need only Disk I/O-related counters. From the diagnostics settings,

click on the performance counters tab. Click on the Custom switch and
select the disk i/o related counters and click save (Figure 4-11).
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Configure the performance counters to collect, and how often they should be sampled:

PERFORMANCE COUNTER SAMPLE RATE (SECONDS) uNIT
[0 \ogicaiDisk(_Totain Disk Time [s0 | [ percent
[ \Logicaibisk(_Totalj\s Disk Read Time | 60 | | percent
[ sLagiealbiski_Total)\% Disk Write Time [s0 | | Percent
O vLogicaliski_Total idie Time [e0 | [ percent
[ ‘\Logicalbiski_Totali\Disk &ytes/sec ['60 | [‘eytespersecond
[ sLogicalDiski_Totalj\Disk Read Bytes/sec [ 80 | | eytespersecond
] ‘ogicalDisk(_Total\Disk Write Bytes/sec ['s0 | | eytespersecond
(W] \LogicalDisk( Total)\Disk Transfers/sec [e0 | [(ytespersecond
|v| \LogicalDisk{_Totalj\Disk Reads/sec | 60 | [ Bytespersecond
[v] \LagicalDisk{_Totalj\Disk Writes/sec [0 | [ Bytespersecond

Figure 4-11. Custom Switch configuration
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In the VM settings » metrics, select Guest (classic) from the drop-
down and select the disk counter (Figure 4-12). Now you can create the
alert based on the threshold to be set for Disk I/O operation.
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Figure 4-12. Disk counter Metrics

Azure Load Balancer

Monitoring configurations are slightly different for basic and standard
load balancers. For basic load balancers, the settings are to be enabled
from load balancer » Configure monitoring » Diagnostic settings » Add
Diagnostic settings.

In the Diagnostic settings, select the storage account, Event Hub, or log
analytics workspace where the diagnostics data should be forwarded to.
Since data from all components are being sent to log analytics, the same
workspace is selected in this example. The diagnostics data for the load
balancer will now be available in Log Analytics for review (Figure 4-13).
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Figure 4-13. Load balancer diagnostics configuration

A standard load balancer is the recommended one for all new

deployments as it supports features like availability zones, HA ports,
HTTPS health probes, as well as the flexibility to add a combination of
virtual machines, availability sets, and VMSS in the back-end pools. With

respect to diagnostics, standard load balancers support multidimensional

metrics for health probe status, byte, and packet counters, outbound

connection health, etc.
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Data Path Availability

This metrics provides visibility on whether the services are available
externally, by testing the datapath from within an Azure region to the
back-end Azure virtual machine. It helps to identify Azure infrastructure-
related issues, if any. A traffic matching the front-end rule is automatically
generated by the platform to create the metrics. The failure could occur

if there are no healthy VMs in the back end or if an infrastructure outage
has occurred. The recommended aggregate to be used for these metrics is
“Average” (Figure 4-14).
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Figure 4-14. Data path availability Metrics

You can also select apply Splitting and choose the Frontend IP address
or Frontend port as an additional dimension for monitoring (Figure 4-15)
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Figure 4-15. Data path availability Metrics Values

Health Probe Status

This metrics gives an overview of the health probe of the application,
based on the instance endpoints configured. This metrics will show
downtime if the service is unavailable or if there is any configuration like
NSG or firewall blocking access to the endpoints (Figure 4-16).
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Figure 4-16. Health probe status Metrics
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Click on “Apply splitting” and select “Backend IP Address” from the
listed options. This is optimal as all other values would be the same for all
the endpoints in the back-end pool (Figure 4-17).
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Figure 4-17. Health probe status Metrics values

As can be seen in the next example, one of the endpoints was down,
while the other had higher availability (Figure 4-18).
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Figure 4-18. Backend IP address status
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NSG

For monitoring NSG flow, Azure Network watcher should be enabled
for the region. Search for network watcher from all services in the Azure
portal. In the overview tab, expand regions and make sure that service is
enabled in the target region where the NSG is created. The next step is to
enable the NSG flow logs.

From Network watcher » Logs » NSG flow logs, filter down to the
NSGs where the flow logs need to be enabled. Click on the NSG to open
the flow log settings.

Select from between Version 1 and Version 2. Version 1 provides
ingress and egress traffic information for packets that have been allowed
and denied. Version 2 provides additional information on the flow state
starting from when the flow is initiated to continuation and termination of
the flow along with the traffic bandwidth details.

Also, select the storage accounts to which the flow logs will be stored.
The raw data can be downloaded from the storage account, or it can be
analyzed using a traffic analytics solution (Figure 4-19).

Flow logs settings

H save ¥ Discard

Flow logs

Status

(__off
Flow Logs version @

L

Version 1 logs ingress and egress |P traffic flows for both allowed and denied traffic. Version 2 provides
additional throughput information (bytes and packets) per flow.
Learn more.

Storage account >

azmondiag

Figure 4-19. Flow log settings
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In the same window you can configure the number of days for which
the logs will be stored. You can also enable Traffic analytics to visualize the
network activity by leveraging the NSG flow logs. It also helps to identify
the traffic flow patterns within Azure and also from the internet, giving
valuable insights to optimize performance and capacity.

Note that this configuration needs a log analytics workspace where a
network performance monitor solution will be installed. The processing
interval can be configured to be either 10 minutes or 1 hour (Figure 4-20).

Retention (days) @
O 2]

Traffic Analytics

Traffic Analytics provides rich analytics and visualization derived from NSG flow logs and other
Azure resources’ data. Drill through geo-map, easily figure out traffic hotspots and get insights into
optimization possibilities.

o Learn about all features
To use this feature, choose an Log Analytics workspace. To minimize data egress costs, we
recommend that you choose a workspace in the same region your flow logs storage account is
located. Network Performance Monitor solution will be installed on the workspace.
We also advise that you use the same workspace for all NSGs as much as possible. Additional
meta-data is added to your flow logs data, to provide enhanced analytics.

Traffic Analytics status

off  ESED)

Traffic Analytics processing interval @

| Every 10 mins ~

Log Analytics workspace >
azloganlaytics

Figure 4-20. Traffic Analytics processing interval

After the configured processing interval, Open Network Watcher »
Logs » Traffic Analytics to view the NSG flow information (Figure 4-21).
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o Metwork Watcher - Traffic Analytics

) Befresh WP Send us your fewdback  [) FAG

View anatytics of traffic flows across host, subnet and ViNet units in Flows

frontendvma {10.1.1.7)

Top 20 1Ps with respect 10 network traffic flow count

Top talking pair
fronenchn (10.1,1.7) - azralb2-VM (168.63.129.16)
3 Total flows: 89 Viewunlis:[ fows v
§
= inbound 83 & Outound
2 & 8
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Figure 4-21. NSG Flow information

You can drill down to additional details such as Malicious traffic,
Blocked traffic, or Frequent conversation from the collected NSG flow
information at IP/Subnet/VNet level.

Network Connection

The connection watcher service of network watcher enables connectivity
monitoring from a virtual machine to another VM, FQDN, URI, or IP
address. This is helpful in monitoring dependent application components
and to identify if the network traffic is getting blocked. The connection
monitor is also capable of providing potential reasons for a connectivity
issue such as DNS resolution issue, custom route-related issue, VM
security rules, etc. The data is available over a period of time in terms of
minimum, maximum, and average latency observed between the VM and
the endpoint.

To monitor a network connection using a connection watcher, browse
to network watcher » Monitoring » Connection monitor and Click on
+Add.
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Give a name to the connection monitor, select the source subscription,
source virtual machine, destination virtual machine, and port (Figure 4-22).

Dashocard > Metwork Watcher - ConMection monior Add connection monitor »
Metwork Watcher - Connection monitor

* Name
«
Agg I
_ + as corPenar et | |
L Poetwork Wascher Connection Manitor enables you to configune and track connection e SOUNCE
beils you why i cccurred and how 1o fik it .
Monitoring [T
o Topology e
i a Virtual machine
B connection monizor [Fa Businessier? ~
@ Network Ferlarmance Manitor Cestinatizn

e RESOUBCE GROUP souRcE vont cestiNAnon iy ~
N2 Setect a vl mackine {_) Specify manually
Patwark Aagnomic ool = =
Mo results. [T ——

B 1P how verty vinual maching

squa -
@ Nexthop

Port &

Effective security rbes 1433

& VPN troubkerhoot
v A 5
Ve Packet capture hvanced setting:

B Comecton tuttsihoot |

Figure 4-22. Connection monitor configuration

If you click on the connection monitor, the details pane will be
displayed on the bottom pane. You can click to view the graph in a new
window (Figure 4-23).

“ve Metrics Documentation &2 |

1l =

+ mewchat () Rufresh (S Share () Feecback Lant hour (Autcmatic - 1 minute}
Avg. Round-Trip Time and % Probes Failed 7

e Add meric "y Acd G Apphy spbn L= une chart I New slertrule 5P Pin o dashboard e e

{1 comrecsionmanitor, Avg. Round-arip Time (ms), &g @ ) (B comectionmaniton, % Probes Ralled, avg @

Figure 4-23. Connection monitor graph
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You can also see the grid view and topology view from the connection
monitor (Figure 4-24).

I-- 1100+

Grid view  Topology view

Hops

NAME IP ADDRESS STATUS NEXT HOP IP ADDRESS RTT FROM SOURCE (MS)
B Businesstier( 10005 L] 10115
B sguem 10.1.1.5 ]

Grid view  Topology view

[ 1 .

-0 = w-]
Businesstier) SaLvMi
10.0.0.5 10.1.1.5

Figure 4-24. Connection monitor grid view

Monitoring Application That Includes Paa$S
and laaS Services

Let us consider the sample architecture of a two-tier web application that
uses webapp in the front end, connecting to SQL VMs in the back end
(Figure 4-25).
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Azure Active
Directory

@ R T e e DBBaciEnd e b e

App Service
plan

:Authentication |
i} 1

®

Web App

Figure 4-25. Sample two-tier application

As established in the planning section, monitoring will be configured

for the following components.

Components

Monitoring Configuration

App service environment

Azure Storage

Application Gateway

Average response time
Data in and Data out
Http server errors

CPU percentage
Memory percentage

UsedCapacity

ResponseType: AuthorizationError
ResponseType: ServerBusyError
ResponseType: ServerTimeoutError

Metrics: Failed Requests
Metrics: Throughput
Metrics: Healthy Host Count
Performance log monitoring
Firewall log monitoring
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Azure Storage

UsedCapacity: Azure storage capacity metrics can be leveraged here to
monitor the used capacity. While using standard storage, the value is the
sum of capacity consumed by all tables, blobs, and queues in the storage.
For premium storage and blob storage, values will be equivalent to the
capacity used by all blobs in the storage.

In this example, we are using standard storage. From the Storage
setting » Monitoring » Metrics, select metrics “Used Capacity” listed in
the drop-down under Capacity (Figure 4-26).

Dashboard > Resource groups » AzMonl > sakloudwitnessmoen - Metncs

ﬁ\/l sqlcloudwitnessmon - Metrics Doument
1€ + Mewchart () Refresh | Share ~ () Feedback Last 24 hours (Automatic
<o Chart Title &
Clumue sevvice % Add metic Yy |55 Line chart ~ B New slert ke 2 P 1o dashbosed
W Qusues
METRE ASGRISAT SN 2y
Monitaring ~ | Select metri ~ t )
Alerts : LAPACITY
- Used capatity
fiii Metrics
TRANSACTION
4§ Acvisor recommendations Asraltability
Monitoring tclassic) 1 Seoet s mevicat] 0 o
Ingiess
Alerts (classic)
4z Success E28 Latency
il Metrics (classic) : Success Seocer i atency i)t

Figure 4-26. Storage metrics selection

ResponseType:“Authorization error” helps to track any unauthorized
access of data in the storage account and is important to monitor from a
data security perspective. To monitor the ResponseType, select the metrics
type as Transactions (Figure 4-27).
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ﬁ\lri sqlc!Wmesmn - Metries Documentation 2
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e Add et My Acd i G Apply slitting = unachart » I Nemaletlie 5 Pinto daihooand v e

T s ety T

=
| o r %)

WManitering

= o
B alerts

it Metrics

B Asvisor recommendations
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BN lens iclissic) 4
il Metrics (dassic)

B Diagnoasic seatings (dlassic)

il Usage [cusse)

Support » Houblethesting | W Sarmackons St

Figure 4-27. Storage Transactions metrics

Click on “Add Filter” (Figure 4-28).

Dashbeard > Moniter - Storage Accounts (preview) > sqlcloudwitnessmon - Metrics

l/l\lfl sqlcloudwitnessmon - Metrics

Storage sccount

P « + Newchart () Retresh |2 Share ~  (Z) Feedback

Table service - Sum Transactions for sglcloudwitnessmon &

»

G Tables % Add met "e Apply splitting |2 Line chart ~ I New alen

Bue servi
e o« meTRic ASCARGATION

REJOURCE -\
W Queues B8 | sgicloudwitnessmon Acount ~ | Transactions ~ || Sum g

Manitoring
W alerts

il Metrics =

Figure 4-28. Storage Transactions metrics filter

Select Property as ResponseType and value as “AuthorizationError”
(Figure 4-29).
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ﬁ\lfl sqleloudwitnessmon - Metrics

| New chart ) Refresh |62 Share ~ (3) Fandback

Sum Transactions where Response type = ‘AuthorizationError’ o

S Add metric My Add fler @ Apply splitting

N

Table serviee i socoudwitressmon, Transactioms, Sum @] | 'V [ ppome ype wlla v || muthorizatioagror

e

| Line chart ~ I New alert rule < Fin b da)

Meritering (slasue]

At felimssic)

Figure 4-29. “AuthorizationError” filter

App Service

The identified metrics for App Service are the following:

Average response time: It is the time taken in
milliseconds by the app to respond to serve requests.

Data in and Data out: Monitors the data in and out of
the bandwidth consumed by the application in MiB.

Http server errors: Count of requests that result in an
Http status code greater than or equal to 500 but less
than 600.

CPU percentage: This metric will be used at the app
service plan level to monitor the CPU usage across all
instances of the plan.

Memory percentage: This metric is also used for the
app service plan, to monitor the memory usage across
all instances.

Documentation

Last 24 hours pAutomatic - 15 minutes) |

hooard e
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The first four metrics, that is, the Average response time, Data in,
Data out, and Http server errors can be configured from the app service »
monitoring » metrics (Figure 4-30).

ﬁ\lfl ASE-WEB-APPazmon - Metrics Decumenzation 12
e 4 | Hew chant () Refreshy 122 Share v () Feedback Lagt 24 hours (Automatic - 15 minate)
Mobile - Avg Average Response Time for ASE-WEB-APPazmon o7
W Eony tables S Add et My Add filee %3 Apply splittng L= Line chart Wl Newalertrule 5 Pinta dadiboaed W we
P Emy APls
e e e =
o B [ass win-aprazmen ppSenicestundie v | dwerage Resoonse v || eg - e)
AP definition
@ coRs
o
Alenis g
@ Metrics =
B Apo Servico logs
B Logstream

B Process explorer

Support « trowbleshocting

T Resoutce health
v o —
e ¥E evaon

R Apo Service Advisor 276

Figure 4-30. App Service metrics

For CPU and memory percentage monitoring for all instances, browse to
app service plan » Monitoring » Metrics and select the metrics (Figure 4-31).

'/I\Ii ServicePland9ccdlc2-2¢58-4b23 - Metrics Documantation £ 3
o Sarvicn g

T € Howchant () Retsh 12 Share () Feodback [P T ———

5 U far Servi 2¢58-4b23 2

Settings fug 9

= Apps v Ao metnc % Add filter G Agply spitting |5= urechart » Wl Mewalertrule 57 Antodashboars e
il File system storage S yerery [e—— \
5 Networking k& SeevcePintoeded- 265 | | AppSeiteplanst. v | | CPU Percentage v| ag w 3,

# seale up (Aop Sendce plan)

1 scale out (App Sernce plon)
%y Resource explorer
11 Properties
& Loas “
BN Export tamplate
Monitaring
E5 Alens
il Metrics

P [ wam > o

1ot ting
b 9 2Pl Pt
b o S

7 Resource heatth 2“\

Figure 4-31. CPU Percentage metrics
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Application Gateway

Both metrics and log files should be monitored for an application gateway.
The metrics can be monitored the same way as in other components, that
is, from Application gateway » Monitoring » Metrics (Figure 4-32).

<t armonsejavaappgw - Metrics

« | Mewchart () Bebresh 1 Share v (Z) Fredback ~ Last 24 hours [Automatic - 15 minutes|
£ wa Aug Healthy Host Count for amonsejawvaappaw &
o

£ Rewnes 5o Acd merric My Add flver %G Apply splining |5 rw b~ I Newalon nsie 35 Pin 1o dinkiboand v ee

a_ | Healthy Host Count V| g bt °)

I’ Huealth probes

Il freportios Q azrnan
& Locks

EX Export template

Maniteing 4
Alens
il Metrcs

B Ciagnoste setsings
B Log /

W Backend health

B Comuction troutleshoot

Support + troubleshoating

nnnnnnnnnnn

¥ Resource heaith 0.04

Figure 4-32. Healthy host count metrics

The healthy host count and unhealthy host count information can
be further drilled down to a specific back-end pool. This is useful when
the application gateway is used for multiple applications and you want to
monitor the status of one specific application back-end pool (Figure 4-33).
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I/l\lzl azmonsejavaappgw - Metrics Dotumsntation B
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Figure 4-33. Unhealthy host count metrics

To enable performance and firewall log monitoring, configure the
diagnostics settings from Application gateway » Monitoring » diagnostic
setting » Add diagnostic setting (Figure 4-34).

| azmonsejavaappgw - Diagnostic settings

Agplication gatewsy

[ «
D Search {Cirl+/) ] O Refresh
- * Subscription Resource grou,
* Rules P a group @
[ | | cnonaseaa v
£ Rewrites
Micrasoft Azure Internal C il Te-dded 4-Bab71 > j 2 armonse
4 Health probes
! Froperties Diagnostics settings
NAME STORAGE ACCOUNT EVENT HUB LOG ANALY
B Locks
EX Export template Mo diagnostic settings defined
Manitoring + Add diagnostic setting
A Alerts Click ‘Add Diagnostic setting” above to configure the collection of the fallowing data:
it Metrics = ApplicationGatewayAccessLog
» ApplicationGatewayPerformancelog
B Diagnostic settings » ApplicationGatewayFirewallLog
= AllMetrics
-

Figure 4-34. Add diagnostic settings
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Configure the diagnostics information to be sent to a storage account,
stream it to Event Hub, or send to a log analytics workspace. In this
example, we are sending the Performance log and Firewall log data to the
log analytics workspace (Figure 4-35).

| azmonsejavaappgw - Diagnostic settings

B T refresh
L Rules A *Subscription @ Resourcegroup @
| | | i niio B
= Rewrites

Microsoft Azure Internal Consumption (Ocaabf5b-eeTc-4ded-aled-8abT11bd369¢c) * azmonasejava * armonse
t' Health probes

! Properties Diagnostics settings
NAME STORAGE ACCOUNT EVENT HUB LOG ANALY
B Locks
EX Export template No diagnostic settings defined
Monitoring + Add diagnostic setting
Alerts Click 'Add Diagnaostic setting’ above to configure the collection of the following data:
i Metrics * ApplicationGatewayAccessLog
» ApplicationGatewayPerformancelog
E¥ Diagnostic settings = ApplicationGatewayFirewallLog
= AllMetrics

-

Figure 4-35. Application gateway diagnostic settings

Application Insights

Application Insights should be included in the architecture for monitoring
of your app service. It can be done using the Application Insights
Agent, which is from the Azure portal and ensures a minimum level of
monitoring.

Browse to the application » settings » Application Insights and click
on “Turn on Application Insights” (Figure 4-36).
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) ASE-WEB-APPkavembyfb4mj2 - Application Insights
App Service

«
o Search (Ctrl+/)
_ ication Insi . :
Deployment Enable Application Insights without redeploying your code
i Quickstart There is an update available for Application Insights that provides a better experience.

Learn more

il Deployment slots
Turn on Application Insights

% Deployment Center

Settings

1! configuration

Authentication / Authorization

@ Application Insights
Figure 4-36. Enable Application Insights

Link to an existing application Insights or create a new Application
Insights resource (Figure 4-37).

Collect application monitoring data using Application Insights

| Disable :' a " Feedback

Link to an Application Insights resource

Your app will be connected to an auto-created Application Insights resource: ASE-WEB-APPkavembyfbdmj2
Instrumentation key will be added to App Settings. This will overwrite any instrumentation key value in web app configuration files.

# Change your resocurce

Create new resource

* - *

| A Pha {bdmj2 Mor I v|

® Select existing resource

Top 5 relevant resources - Relevance is determined by resource group, location, or in alphabetical order.

MName Resource Group Location

@ appinsightjava armonasejava Morth Europe
Figure 4-37. Select/Create Application Insights

Additional settings such as configuration of the collection level,
Profiler, SnapShot debugger, etc., can also be configured from this window
(Figure 4-38).
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NET  .NETCore Nodejs Java

Collection level
Gain full APM visibility with correlation across boundaries, improved accuracy, and rich usage analytics.
@ How to get the most out of your APM data collection

./ 5
(recommenicd JREED)

Profiler
Collect profiling traces that help you see where time is spent in code.
[ How to use Profiler to identify code that slowed down your web app

- o )

Snapshot debugger

Collect call stacks for your application when an exception is thrown.

Figure 4-38. Application Insights additional settings configuration

Click apply to complete the configuration of Application Insights.

You can also manually instrument the code by using Application
insights SDK from an IDE like Visual Studio. It is recommended if
additional customizations are required where you want to monitor events
or dependencies using custom API calls.

Live Metrics from Application Insights is another useful feature that
helps you monitor the metrics and performance counters of applications
in real time. It is a noninvasive method for live monitoring of your
application. Live Metrics needs the latest version of Application Insights
SDK and the Microsoft.ApplicationInsights.PerfCounterCollector package
to be installed in your webapp. Unlike other metrics that are aggregated
over minutes, Live Metrics data (Figure 4-39) is displayed within the
duration of 1 second. It is an on-demand monitoring mechanism where
the live streaming starts when you open the tab. It does not persist data in
storage or log analytics and it is free of charge.
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Figure 4-39. Live Metrics Stream

Monitoring Multi-Region WebApplication

Let us consider the sample architecture of a multi-region web application
that uses Traffic manager for DNS-based load balancing (Figure 4-40).
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Figure 4-40. Multi-region web application sample architecture

As established in the planning section, monitoring will be configured
for the following components. Other components like app service plan,
storage, etc., are have already been covered in the previous section.

Components Monitoring Configuration
Azure SQI DB Basic metrics
Errors

QueryStoreRuntimeStatistics
QueryStoreWaitStatistics

Azure Traffic Manager Queries by endpoint returned
Endpoint status by EndPoint

Azure SQI DB

The basic metrics for SQI DB are available from SQI DB » Performance »
metrics (Figure 4-41).
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Figure 4-41. Azure SQL DB Metrics

We will also configure the SQL performance logs to be sent to the Log
analytics workspace for centralized monitoring. From the SQL database

settings » Monitoring » Diagnostic settings, add the Diagnostics settings
and select the identified logs (Figure 4-42).

e Basic metrics: These metrics contain information like
DTU/CPU percentage, limit, data read and log write
percentage, firewall connections, etc.

e QueryStoreRuntimeStatistics: Information on CPU
usage and query duration statistics during query
runtime.

e QueryStoreWaitStatistics: Gives insights on what
aspects the queries are being waited on, that is, CPU,
Locking, log, etc.

o Errors: These metrics give insights on SQL errors that
occur in the database.
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Figure 4-42. Select Logs

To view the data and gain additional insights, you can add the solution
named Azure SQL Analytics (Preview) in Azure Log analytics (Figure 4-43).

Dashbeard > Log Analytics workspaces > azioganlaytics > Ovendew > Azure SQL Analytics (Preview)
Azure SQL Analytics (Preview)

wogganiyics

T Rafresh 5P Logs

{ Last 24 howrs )

TOR METAIC UTILIZATION PER DATABASE 0 DATABASE FLEET OVERVIEW

S hesurces per tilizaticn buc ey duaration in seconds
Q P it o | ouend :
. = E 1
B armcrghserver amnomgl WORKERS 05 o
2w
: §
5 o
S
Ll 10 AM G0 AM 1200FM Ll 1200 A4 GO0 AM 1200 FM

Figure 4-43. Azure SQL Analytics
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Traffic Manager
Queries by Endpoint Returned

These metrics can be used to view the number of requests received by a
traffic manager over a period of time. This information can also be split
across endpoints (Figure 4-44).
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Alerts
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. Lol amardirs armorceme

2 1
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Figure 4-44. Queries by endpoint-returned metrics

Endpoint Status by Endpoint

This metric is used to show the status of endpoints of a traffic manager.
It has two values: 1 if the endpoint is up, and 0 if the endpoint is down
(Figure 4-45).
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Figure 4-45. Endpoint status filtered by endpoint Name

Monitoring of Container-Based
Microservices

Let us consider a typical AKS deployment architecture as shown next for
this use case (Figure 4-46).
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. Azure Kubernetes
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Figure 4-46. AKS Architecture

As established in the planning section, monitoring will be configured
for the following components.

Components Monitoring Configuration

AKS Health status
Performance: Node CPU and Memory utilization
Container performance monitoring

Azure offers container monitoring through Azure Monitor for container
solutions. It collects performance and memory metrics from nodes as well
as containers deployed in those clusters. This information is collated and
available for review in log analytics. Container monitoring information,
which includes inventory, performance, logs, and events - along with
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AKS control plane data - is also captured and made available in the Log
Analytics workspace. The following information is available from Azure
Monitor for containers:

Average processor and memory utilization of containers deployed in
AKS clusters;

Identify the location of container and pod to get a better understanding
of the container/pod performance;

Monitor cluster behavior under different loads, which helps in capacity
planning and future expansion of the cluster;

Configure thresholds and alerts to notify administrators about
potential resource bottlenecks. The functionality of Azure Monitor for
containers is depicted in the next diagram (Figure 4-47).
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Figure 4-47. Azure Monitor for containers

To enable Azure Monitor for containers in your AKS cluster, browse to
AKS cluster » Monitoring » Insights. Select the log analytics cluster to
which you want to link the cluster and click enable (Figure 4-48).
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Figure 4-48. Select Log Analytics workspace

Once enabled, you can see a segregated view of information from

Cluster, Nodes, Controllers, and containers in the cluster (Figure 4-49).
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Figure 4-49. Azure Monitor for containers sample output
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If you want to do a deeper analysis using container logs, browse to
the log analytics workspace that the AKS cluster was linked to. Browse to
general » Logs and view the logs from “ContainerLog” (Figure 4-50).
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Figure 4-50. View Container log

Additional metrics information is available by default from
Monitoring » Metrics (preview) (Figure 4-51).
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Figure 4-51. Additional container metrics
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You can view the following information from the Figure 4-51: Number
of pods by phase, Number of pods in the ready state, Total amount of
memory available in a managed cluster, and Total number of available
CPU cores in a managed cluster.

You can even drill down to further details by applying dimensions.
For example, for the metrics “Number of pods in ready state,” you can drill
down to the number of pods in a specific namespace (Figure 4-52).

i,vl L 5t 1- Metrics (preview) Decumentation 2 g
n o terdcn

« + Mewehar () Retseih 53 Diagmose w19 Shae (2 Feudback Last 24 hours (itomatic - 1 minute)
. - 3 .
T Mode pok (preview) Sum Number of poads in Ready stote far aksaadburns] where Namespace of the pod = “akspoc-deviest” &

O Upgrate S Add metric My Add fiter G Appiy splitting = Linechare ~r W New aletrule 57 Pim o dashboard s

# Sl -
2 Newworking 4 aksaadborns] Namber of pods in Ready 5. Sue @ (\‘u' Mamespacectthe.. v || = || shspec-dusent - °/|

Fa DevSpaces

% Ceployment center (preview]
G Policies ipreview)

| Properties

& Locis

B3 Export templzie

Manitzting

P Inughts

il Matrics (praview)

2 Log P
Nurmber of prock in Ry iste (o)
e

Suppert + treubleshosting 3

Figure 4-52. Number of pods in ready state

Action Groups and Alerts

Configuration of metrics and logs is useful only if you are able to generate
alerts in case of any anomalies. Action groups are used to define the
notification mechanism for alerts. Action groups consist of the following:

e Name: Unique name for the action group;

e Action type: Action group can be configured to
notify stakeholders through emails, SMS, push
notifications, or voice messages. It can also call a
logic app, Function, Webhook, Automation runbook,
or generate an ITSM ticket;
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o Details: These are configurations specific to the Action
type selected.

Action groups will be called during an alert configuration, thereby
triggering a notification when an alert condition is met.

To configure Action groups, open Azure Monitor » Alerts » Manage
actions » Add action group.

Provide information such as Action group name, Short name to be
included in notifications, and the subscription and resource group where
the action group will be created. In this, for example, we will trigger an
automation runbook using the action group, and hence “Automation
Runbook” is selected as the Action type. Click on Edit details to configure
the runbook to be used (Figure 4-53).

Add action group

Action groLp rame @ | azmordemanle

Shart name @ [[azmondemo

* Subseniption & (=== |

Fesource group © Defailt-ActrvityLogalerts (1o be created)

ictions

ACTICH MAME __ACTION TYPE STATUS

| Demonstiication | [ Automation Runbook w

Please configure the action by clicking th Fnk.

11 =

Figure 4-53. Select Action Type

In the Configure runbook tab, select the Runbook source. It can be
built in runbook or runbooks created by users. There are built-in runbooks
available to perform the following activities: Stop, Restart, Scale up, Scale
down, and Remove VM. In this example, we have selected the Scale
up VM option. Select a subscription and an automation account in the
subscription. All other configurations can be default. Click on Ok. It will
take you back to the action group configuration window. Click Ok there to
create the action group (Figure 4-54).
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Configure Runbook

* Run runbook
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This runbook will set the Azure virtual
size group.

* Subscription
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* Automation account
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v

Figure 4-54. Select Automation Runbook

Now that an action group is created, let us see how to use the action

group in alerts. To create an alert for a VM using collected metrics, browse
to the VM » Monitoring » Alerts and Click on the new alert rule. Click on
Add under Condition and click on the metrics to be used. In this example,

let us create an alert rule based on the CPU percentage (Figure 4-55).
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Figure 4-55. Select signal logic for alert rule

Configure the alert condition. Here the action group will be generated
when the CPU utilization is greater than 80% for 5 minutes (Figure 4-56).

3AM 4 A 5AM EAM TAM 8 AM
Pereentage OPU (Aug)
frontencm1

227

Alert logic

Threshold @
(T Dynamic D)

Cperater @ * Aggregation type @ * Thresheld value @

Greater than ~ ] | Average ~ ] [ BO

<
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Figure 4-56. Alert configuration

The next step is to configure an action in the Action group. Click on
Add and select the Action group that we created earlier. Essentially this
alert setting scales up the VM to the next available size when the CPU
percentage is higher than 80% for 5 minutes (Figure 4-57).
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Figure 4-57. Select action group

Note You can add additional action groups to the same rule, for
example, to send an email to the IT team so that when the configured
condition matches, the IT team is alerted while the VM is also scaled

up automatically.

The next step is to set an alert rule name, description, and severity; and
then click on “Create Alert rule: to complete the configuration (Figure 4-58).
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ALERT DETAILS
* Alert rule name @

CPU utilization ¢|

Description

CPU utilization v

* Severity @

Enable rule upon creation
—_—
( Yes No

o It can take up to 10 minutes for a metric alert rule to become active.

Figure 4-58. Create Alert rule

Summary

In this chapter, we have reviewed the different phases of implementation
of monitoring for cloud-only scenarios: that is, evaluation, planning, and
implementation. We also covered the different possible scenarios and
implementation details of respective components. Azure Monitoring
enables customers to configure alerts based on the monitoring
configurations: that is, notifying stakeholders or taking actions such

as executing runbooks. The configuration details of the same was also
covered in this chapter.
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CHAPTER 5

Integration and
Hybrid Monitoring

In previous chapters, we looked at Azure Monitor end-to-end monitoring,
alerting, insight, and visualization capabilities. We also looked at which
features can be leveraged in a given scenario. It is, however, important
to realize that enterprises already have invested in and are using existing
monitoring tools and security systems for their on-premises IT estate. In
order to leverage the existing investment and to achieve the benefits of
the cloud, Azure Monitor needs to integrate with these systems. In this
chapter, we will look at some of these systems and how Azure Monitor
integrates with them. We will also explore a monitoring scenario with
Azure resources and some key implementation steps.

To begin with, Figure 5-1 depicts a few key, possible integration tools
with Azure Monitor.

© Bapi Chakraborty and Shijimol Ambi Karthikeyan 2019 131
B. Chakraborty and S. A. Karthikeyan, Understanding Azure Monitoring,
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Figure 5-1. Azure Monitor Integration scenarios

Let’s us now explore some of these integration scenarios and configurations.

Integrate SCOM with Azure Monitor

By connecting System Center Operations Manager (SCOM) to Azure
Monitor, you can leverage cloud scale efficiency and technology value.
Azure Monitor can add value and complements SCOM by collecting,
analyzing, and ND storing the SCOM data. At a high level, the integration
works as follows:

1. You add the type of data you wish to collect using
Log Analytics “Advanced Settings” as shown in
Figure 5-2.
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Home > Leg Analytics workspaces > Azmion > Advanced settings
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Figure 5-2. Azure Log Analytics Advanced settings

2. You add and enable additional solutions in
your workspace other than agent monitoring
configurations. This is done using Azure
Marketplace. Management monitoring solutions
help in collecting additional data and telemetry
for specific resources. You can browse all available
IT and Management Solutions in the Marketplace
by accessing Solutions service in the Azure portal.
From your Azure portal home screen, browse to
“Solutions” and select “MarketPlace” and choose
“IT & Management Tools.” Figure 5-3 shows a few
available solutions that can be incorporated.
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IT & Management Tools > Featured
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a6

Security & Compliance
Microsoft

Secure and audit your datacenter
with full visibility to all security data
and with advanced threat detection

>

(&}
Template deployment
(deploy using custom

Microsoft

Customize your template and build
for the cloud

Backup and Site Recovery
Microsoft

A backup and disaster recovery
sobution to safeguard agplications
and data from unexpected events.

v

Active Directory Health
Check

Microsoft

Assess the nsk and health of Active
Directory envirgnments.

Figure 5-3. IT and Management Tools on Azure Marketplace

3. Connect SCOM with Azure Monitor.

4. Deploy the agents to the endpoints or servers and
clients.

5. Agents collect data based on configurations.

6. Send data to management server (SCOM) or to the
log analytics workspace depending on the type,
volume of data, and solutions enabled.

7. The management server sends data to log analytics.
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Although the SCOM integration may sound simple enough, the

following items need to be kept in mind while designing the solution with
SCOM integration:

If you have systems either on-premises and/or on
Azure that are monitored but without direct internet
connectivity, you should consider utilizing “Log
Analytics Gateway.” The log analytics gateway is a
system connected to the internet and communicates
with the agent to receive and send configurations and
data to the workspace.

The SCOM server does not send data to a data warehouse.

The management server caches data locally if it loses
connectivity with Azure Monitor.

Another management server in the group resumes a
connection with Azure Monitor if the management
server is offline due to planned or unplanned

maintenance/outage.

Which server on Azure will be monitored by SCOM and
which ones with a log analytics agent directly using a

planform extension.

A Sample Integration Scenario

Next is a simple scenario that seeks to explain the integration with the use

of Figure 5-4: SCOM and Azure Monitor integration.

1.

The on-premises infrastructure is connected to the
Azure virtual network using either an ExpressRoute

or site-to-site connectivity.

All existing on-premises infrastructure is monitored by
SCOM and data is collected by the management server.
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3. All Azure IaaS workloads are monitored, and data is
sent directly to Log Analytics in Azure Monitor.

4. The management server is connected to Log
Analytics in Azure Monitor.

|- - — — — — = 1 Log Analytics
Azure laaS

| |
w,
| ﬂ< workloads ﬂ I > m A
| - |
|

Azure Monitor

Erfterprise i
T .

Application server Database server SCOM Server

Figure 5-4. SCOM and Azure Monitor integration

Prerequisites

Here are the prerequisites:
e An existing Log Analytics workspace;

e Minimum rights as a Log Analytics Contributor role;
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e Supported regions. This may change over a period.
Refer to the latest Microsoft documentation for any
addition or changes in the list;

o Japan East
o EastUS
o WestUS2

e West Central US

¢  West Europe

¢ UK South

e (Canada Central

e Australia South East
o South East Asia

e Central India

e SCOM 2016 or later, SCOM 2012 SP1 UR6 or later, and
SCOM 2012 R2 UR2 OR later;

o All agents must meet the minimum support
requirements;

o Always visit the Microsoft documentation page for any
changes or updates in https://docs.microsoft.com/
en-us/azure/azure-monitor/platform/om-agents
#prerequisites.

Simple Implementation Steps

Itis assumed that data sources and solutions are already configured and
agents are already deployed to the required servers. The steps that follow
only explain the connectivity establishment.

137


https://docs.microsoft.com/en-us/azure/azure-monitor/platform/om-agents#prerequisites
https://docs.microsoft.com/en-us/azure/azure-monitor/platform/om-agents#prerequisites
https://docs.microsoft.com/en-us/azure/azure-monitor/platform/om-agents#prerequisites

CHAPTER 5  INTEGRATION AND HYBRID MONITORING

1. Inthe SCOM management server console, browse
to “Administration” workspace and choose “Azure
Log Analytics” and then “Connection” as shown
in Figure 5-5. Click “Register to Log Analytics”
in the Administration workspace of the SCOM
management console.

Cennection - FirstMgmtGrp - Operations Manager
File Edit View Go Taks Tools Help

Jsearch~ _ £ 85 Brs| @ -

Administration

nection

4 i Administration ==l
4 ¢ Azure Log Analytics -
& Comnection & E;;M!

G Managed Computes ks

) Connected Management Grows 0 Introduction Get Started:
[ Devicatanagriapat AN oy

Azure Log Analytics Overview

Learn About:

Azure Log Sralytics

Figure 5-5. Getting started page for register SCOM with Log
Analytics

2. Login to your subscription and close the subscription
and the workspace of which to connect to.

3. Once the connectivity completes successfully, you
will be able to add computers, computer groups,
reconfigure the log analytics workspace, and
configure a Proxy server from the same Connections
page as shown in Figure 5-6. It is important to note
that if you have a proxy server to connect to the
internet in your environment, you need to configure
winhttp proxy settings on the SCOM server before
you perform these steps. The proxy configuration
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option that you see in the next image is not available
before the connectivity at the time of writing this
step. The command is given here:

netsh winhttp set proxy <proxyservername>:
<portnumber>

Actions:

Add a Computer/Group

Re-configure Azure Log Analytics

(33 Optional Configuration:

Optionally configure the following settings:

=« Configure Proxy Server

Configure the proxy server settings used to connect to Azure Log
Analytics cloud senvice

Figure 5-6. Additonal configuration for SCOM integration with Log
Analytics

4. Validate the connectivity by checking the
Management Server Group name in the advanced
settings of the Log analytics workspace on the Azure
portal as shown in Figure 5-7.

Advanced settings
) retresh 3 Logs
System Center Operations Mansger

[%’J Connected Sources > B Windows Servers b Aftach youUr Management GIOUPS OF YOUT entine
Operations Manager deployment with just a few clicks

6:2 Data 3 O Linux Servers > View Documentation
1 MGMT GROUP CONNECTED
L] Computer Groups > - e Storage >
|
** System Center 3 Hame Servers Last Data
FirsthigmtGrp 2 10 wes 1han 1 ot ago

Figure 5-7. Management Server group as a connected source in Log
Analytics
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You can also run a query to check the agents reporting to log analytics
through the management server. Notice the Category column of Figure 5-8.

m Time range: Last 24 hours E‘n\-n @ Copy 2 Export + New alert rule ﬁ> Pin to dashboard
peartbeat
| where 05Type == ‘Windows®

| summarize arg max(TimeGenerated, *) by SourceComputerId
| top 500000 by Computer asc
| render table

Completed. Showing results from the last 24 hours. & 000003731 @ 3records B

ZETasle WNCHART  Columns v Display time (UTC+00:00) ~

3 2013-07-15T00:27:47.400 i | e AppSrv.cdcioud local SCOM Agent Windows 6

3 2019-07-15T00-27:47.627 L ] CdcloudDC cdcloud local  SCOM Agent Windows &
3 2013-07-15T00:27:55.073 { [ ] WebSmvl Direct Agent Windows &

Figure 5-8. Management Server group as a connected source in Log
Analytics query output

Alternatively, you may also verify the integration by checking the
workspace ID in the “Authentication Service URI” section as shown in
Figure 5-9 from the SCOM management Console - Monitoring workspace.
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5 Health Service properties of AppSrv.c4cloud.local

Display Name
Full Path Name
Authentication Name
Maximum Queue Size
Maximum Size Of All Transferred Files
Request Compression
Create Listener
Port
Is Root Health Service Emulator
Is Management Server
Is Agent
Is Gateway
Is Manually Installed
Installed By
Install Time
Version
Action Account Identity
Send Heartbeats to Management Servers
Heartbeat Interval (seconds)
Managed Through Active Directory
Proxying Enabled
Patch List
Agent communication protocol
it i iatac 1. t 2

Authentication service URI

AppSrv.cdcloud.local
AppSmv.cdcloud.locahAppSiv.cdcioud.local

104857600

True

False
5723
False
False
True

False
False

TN4/2019 10:59:34 PM
10.19.10014.0

SYSTEM

True

60

False

False

Figure 5-9. SCOM management Console “Authentication Service URI”

Removing Integration

Removing the integration, however, is not as easy as connection. This

is because of several references created in the management group,

interdependencies created in management packs, and added complexity

created due to addition of solutions added and its related management

packs. Though we are not covering the steps in detail here, the high-level

process includes the following:

1. Remove the SCOM management packs running the

PowerShell commands.

Get-SCOMManagementPack -name “xAdvisor:”

| Remove-SCOMManagementPack -ErrorAction

SilentlyContinue;
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Get-SCOMManagementPack -name
“«IntelligencePacks" | Remove-
SCOMManagementPack -ErrorAction
SilentlyContinue;

Remove the dependencies of any other
management packs by running the script available
on TechNet script center.

https://gallery.technet.microsoft.com/
scriptcenter/Script-to-remove-a-84f6873e

Remove the reference of the management group
from Log analytics workspace Advanced Settings »
Connected sources. The remove button will only be
visible if no sync occurs for 14 days.

Delete the below connectors by using a PowerShell
script available on the Microsoft documentation
site: https://docs.microsoft.com/en-us/azure/
azure-monitor/platform/om-agents.

e Microsoft System Center Advisor

e Microsoft System Center Advisor Internal

You will need to add these two management packs from the source

media if you want to integrate SCOM with Azure Monitor in the future.

With SCOM and Azure monitor integrated and all data being in Log

Analytics, you now have the power of the cloud for all your IT estate in the

cloud as well of that on-premises.
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Integrate SCCM with Azure Monitor

Consider a scenario wherein you wish to address a group of systems in
Azure Monitor and in Azure Automation based on the Configuration
Manager device collection; you need to see all device collections in Azure
Monitor and reference them. This is made possible by connecting the
Configuration Manager with Azure Monitor.

You can direct a log query in Azure Log Analytics on a group of
computers, thereby limiting the results only to a targeted member in
certain scenarios, for example, Upgrade analysis, etc. You can build a
targeted list either by using a defined log query or by importing groups
of computers from various sources. Then you can reference them in
Azure Monitor or Azure Automation or review their collection data in Log
Analytics. You can create a computer group using either of the following
methods in Log Analytics Advanced Settings. Please refer to Figure 5-10 for
configuration settings:

o Logquery

Log search API
o Active Directory groups
o Configuration Manager collections

o WSUS groups target
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Home > Log Analytics workspaces > Azmen » Advanced settings

Advanced settings

O Aetesh i@ Logs
Systemn Center Configuration Manager
3 Connected Sources % ate Saved Groups »
& oata > &> Active Directory >
0§ computer Groups > = wsus > No computers scanned yet

Mo collections imported yat

SCCM >

Figure 5-10. SCCM integration with Azure Monitor Log Analytics

If your organization if already using System Center Configuration
Manager, you can easily import Configuration Manager collection
memberships. You can do so via Configuration Manager’s built-in OMS
Connector or the Log Analytics Connector. The steps broadly include the
following:

1. Creating an Azure AD identity as Web API/Web App.

2. Provide rights to the identity to Azure Monitor using
“Access Control (IAM).

3. Inthe Configuration Manager Administration
console, add a connection to the OMS/Azure
Monitor; use the App secret, client ID that was
created.

4. Install the Log analytics agent to the SCCM service
connection point site role server.

5. Import the collections from the SCCMas computer
groups in Azure Monitor.

6. View and use data in Azure Monitor as required.

This is a change management step and creating an Identity can be an
additional change management activity. As an architect or consultant,
the timeline that goes into this needs to be considered. Actually, this
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can be handled as a two-step activity: one for the identity creation and
rights assignment and the second one for the actual SCCM connection
configuration with Azure Monitor. Considering the fact that both these two
sets of activities may be performed by two different sets of users, it makes
life easier to achieve. The first one most likely will be performed by an
Identity team or an existing operational team at the enterprise; the second
sets of configurations may be performed either by an operational team
with System center access and/or a project team who is implementing
Azure Monitoring capabilities and integrations.

Monitoring Azure Tenant

Identity is the new perimeter. With the expansion and adoption of

the public cloud, identity has become a central point for data access
authorization security. Gone are the days when a network used to be a
security perimeter. It still exists. However, the cloud has enabled new
scenarios. With more remote workers, bring-your-own-device work
culture, and work-from-anywhere concepts and accessibility of application
and data securely from anywhere in the world have caused user identities
to be closely monitored. Azure Active Directory is a tenant-wide service.
All on-cloud identities or usage of synced (hybrid) identity helps to
achieve a truly global platform with single sign-on capabilities, advanced
security, multifactor authentication, point-in-time access, conditional
access, group-based access control, etc. In this section we will explore the
following:

e Microsoft Azure tenant monitoring (Azure Active
Directory) Logs and reports and what kind of data they
store;

e How to configure and obtain them;
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o Important factors that help design decisions and
planning;

o How to gather insights.

Understanding the Logs

Azure Active Directory monitoring provides the below reports and logs.
e Security Reports

e Users flagged for risk: Provides overview of user
accounts that might have been compromised.

o Risky Sign-Ins / Risk Events: Events logged
indicating that the activity may be performed by
an illegitimate user or by someone who is not the
actual owner of the user account.

e Activity Reports

e Audit Logs: Provides history of tasks performed by
the tenant. Very useful for audit trail purposes and
for analyzing any unexpected event that might have
taken place.

o Sign-ins: Sign-in reports can help identify the user
who has performed the activity reported by the
Audit log.

All versions of Azure AD Free, Basic, Premium 1, and Premium 2
provide Security reports that include flagged users and risky sign-ins.
The details and granularity vary based on the version. All of the reports’
data are also available via REST-based APIs to be accessible from various
tools and programming languages. You can code using your own tool and
programming language, and through REST APIs these reports’ data can be
accessed.
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While addressing any functional, nonfunctional requirements, or
compliance and security needs, these reports can be utilized in various ways.

Enabling Azure AD Diagnostics

Depending on the requirement, the Azure AD logs can be streamed either
to a Storage account, Event Hub, or to Log Analytics. You need to have
either a Global Administrator or Security Administrator rights configure
these settings. Figure 5-11 shows the available Azure AD diagnostic settings.

C4Cloud - Diagnostic settings

I Y Search (Cirl+/) ‘ - O Refresh

0 Search (€

" o ) 2 Diagnostics settings
B Notifications settings

NAME

No diagnostic settings defined

© Ovenview (Preview)

) + Add diagnostic setting
& Identity Secure Score
Conditional Access Click ‘Add Diagnostic setting’ above

* Auditlogs
MFA ¢ SigninLogs

Users flagged for risk

@ a

© Ee

Risk events o

a

Authentication methods

D Ssign-ins l

E Audit logsyf

® Logs

Diagnostic settings

® Workbooks
‘ﬁﬁ Usage & insights ‘

Figure 5-11. Azure AD diagnostic settings
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The configuration can be done by logging onto the Azure portal »
Azure Active Directory » Monitoring Blade » Diagnostic settings » Add
diagnostic settings. From this page you can either archive logs to a storage
account, stream to Event Hub, or send to log analytics.

Use Cases
Archive Logs to a Storage Account

Use this method to choose which logs you need to archive and for logs that
you need do to retain. The retention period configuration is only available
for storage accounts. By default, Azure AD logs are retained based on the
Azure AD version and log type. Here are some of the details:

e Activity Logs:

o Sign-Inlogs

o Free and basic - NA

e Premium P1 an P2 - 30 days

e Auditlogs

o Free and basic - 7 days

e Premium P1 and P2 - 30 days

e Azure MFA usage data - all versions - 30 days
o Security Logs:

o Users flagged for risk

o Free and Basic - 7 days

e Premium P1 - 30 days

e Premium P2 - 90 days

o Risky Sign-ins
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o Free and Basic - 7 days
e Premium P1 - 30 days

e Premium P2 - 90 days

Route to Event Hub

By routing Azure AD logs to an Event Hub, you can integrate them with
your existing SIEM systems (e.g., Splunk, Sumologic, QRadar, etc.). With
all your SIEM-managed data and Identity data together, you can easily
analyze, corelate, and derive richer insights from your environment.
Routing to Event Hub also enables you to write your own tooling to read
data from Event Hub and gain insight the way you want.

Stream Data to Log Analytics

Log analytics can help by storing, retrieving, analyzing, and correlating
all audit and sign-in logs. You can create your own dashboards and views
or use any existing prebuilt views. You can perform tasks that will help
gain additional information and resolve any critical issues. Here are a few
examples:

o Compare and contrast logs against Azure Security
Center logs and Alerts to identify a potential security

issue;

e Users sign-in failure incidents and on a specific
timeline;

o Take various remediation actions for risky users;

o Identify and remediate user accounts having unusual
activities;

e Remediate a 0365 user account if compromised
by enabling mailbox auditing, resetting password,
reconfiguring delegation, mail forwarding, etc.
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Figure 5-12 depicts the various Azure AD diagnostic settings storage
and retention use cases already discussed.

Diagnostics settings

H sav X Discard

* Name

l

Archive 1o a storage account

Storage account
Configure

Stream to an event hub

Event hub

Configure

Send 1o Log Analytics

Subscription

Log Analytics Workspace

| Azmon ( centralindia )

LG

Retention (days) @
] Auditlogs

Retention (days) @
[] signinLegs

Figure 5-12. Azure AD diagnostic settings retention for analysis

Note You will notice that Users flagged for risk and Risky Events
can be downloaded as Reports, whereas Audit Logs and Sign-In Logs
can be streamed or routed using one of the methods mentioned
earlier.
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Reporting Data Latencies

Different types of Azure AD reports and logs take different amounts of
time to appear on the Azure portal. This is important to consider while
designing the solution and to understand the expected outcome of it.
Though it is possible that these values may change and become more real
time over a period of time, one should review these values on Microsoft
official documentation every time before designing and planning a
solution.

e Security Logs:

o Users flagged for risk and Risky Sign-ins

e Maximum - 2 hours; Average - 15 mins

¢ Risk Events

¢ Depends on various events - 2 to 8 hours maximum
o Activity Reports:

e Audit and Sign-in Logs - 2 to 5 minutes

Important Factors Designing Azure AD
Monitoring and Reporting Solution

Next is a nonexclusive list of items that we should consider and define
while we are designing a monitoring solution around identity and its
integration with various tools.

e Areyou planning and designing for your own
infrastructure or for your customer?

e Areyou a managed service provider, and do you handle

multiple customers?
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How many tenants do you have to monitor, and what
are the data governance requirements?

Are you using a shared tenant or the same tenant used
by several customers or internal departments? Are

there specific requirements for each of them?
What is your log analytics Architecture?

Central: Single log analytics workspace managed by
service providers for all/various customers. It can
also be a single Log Analytics workspace for all your
business units or departments and their projects.

Distributed: Each customer has their own tenant and
log analytics workspace. Different workspaces are
based on business unit or department, application,
projects, or workload.

Hybrid: Each department or customer has their own
workspace, and analytics is performed in another

central workspace.

Do you need to Archive reports for compliance and
Auditing? If yes, for how long?

Do you need to integrate logs with an existing SIEM
system?

Who should have access to such data?

Who should be able to view and access Security reports
and Activity logs?
What is the Security, compliance, operational, and

governance requirements for monitoring?

What are the monitoring requirements? What do you
want to monitor?
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Have you already identified and established
prerequisites?
What report formats and information are required and

at what intervals?

What visualization, dashboards, and reporting tools are
to be used?

In what scenarios should alerts to be configured, and
who should be notified and how?

Is there a requirement to create a security, operational,
or problem incident to be raised with ITSM integration?

What are the roles and responsibilities of the Global
administrators, Security administrators, or any other
custom roles in the organization?

Is there a need to create a custom role? What rights are
required? What rights are to be delegated?

Have you considered log reporting latencies while
designing the solution and incident response?

Define runbook (a list of predefined tasks) for each
common identity, security, operational incident; and
who is responsible to act on those?

What activities and processes should be automated?

Like any other monitoring solution, we should closely consider the

overall life cycle of tenant monitoring with respect to collect, store, analyze,

monitor, and visualize reporting. This model always helps to create a

robust, scalable, secured, reusable, available, and reliable while designing.
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High-Level Constructs of Azure AD Monitoring

Figure 5-13 summarizes and depicts the overall Azure AD monitoring

constructs. We have already discussed the various logs and data available;
how to monitor them; and how to enable monitoring and integration with

Azure and non-Azure external services, for example, SIEM systems and

various considerations and factors while designing and planning an Azure

AD monitoring solution.

( Azure Tenant )

(Security Reports) Qzure AD Reports

& Logs
(Users flagged for risk )

( Risky Sign-ins > (Activity Reports

View in Portal/
Log Analytics

Use pre-built views and
reports for common scenarios

onfigure Collection using

C
&tenant diagnostic setting

Create Alerts

Storage Account
Archive/Long-term
retention

Event Hub

Non Azure
destination/SIEM
integration

Figure 5-13. Various constructs of Azure AD monitoring
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Integration with Existing Security
Information and Event Management
(SIEM) Systems

The importance of Security Intelligence for your datacenter infrastructure
is well known. We are not going to discuss that here. In this section,
we will be looking at the different scenarios to integrate the security
and diagnostic logs generated by Azure and its resources into different
SIEM systems. We will also look some of the partner solutions on how
to integrate Azure resource logs. We will explore Splunk as an example.
However, designing, sizing, scalability, and high availability of the SIEM
systems are not in the scope of this discussion.

The following can be possible scenarios involving Azure on how the
workloads and SIEM system are located.

Workload SIEM Location = Comment
Location
Azure Azure There is a possibility that the SIEM system

is hosted by someone else or by you. There
may be routing/connectivity between the
two locations or not connected at all (except
internet)

Azure On-Premises Common scenario. It is possible that the SIEM
system is hosted by someone else (incumbent/
service provider) or by yourself. There may be
routing/connectivity between the two locations
or not connected at all (except by the internet)

On-Premises  Azure This may not be a very common scenario but
possible. Customer may look to host a newly
planned SIEM system on the cloud
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Factors to Remember

Here are a few items that we should keep in mind while designing,
deploying, and integrating an SIEM system with Azure Monitor:

¢ Cloud resource - it can be a service, an Azure resource
(e.g., Network, Load Balancer, Storage, Network Security
group), a Virtual Machine instance (VM, Web and
Worker roles) either hosted on Azure or any other Cloud
service provider hosting the cloud: for example, AWS.

» Each service may generate different types of logs; the
logs can be of different formats.

o Different STEM systems may support different file

formats and integrations.

o Different SIEM systems may support only specific
Services or Log types.

o Current product (SIEM) maturity and road map for
adopting Azure Monitor Logs.

Basics

Now, let us cover a little bit of how the basics are involved.

The Logs

What are the different types of logs available, and how do we enable them?
Azure produces extensive logging for every service. These logs are
categorized as the following:

o Control/Management logs that give visibility into the
Azure Resource Manager CREATE, UPDATE, and DELETE

operations.
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o Data Plane logs that give visibility into the events raised
when using an Azure resource. An example is the
Windows Event log - security and application logs in a

virtual machine.

We can enable these Logs either by PowerShell, using Azure
Diagnostics SDK and Visual Studio, from the Azure portal’s diagnostic’s
settings or by using a JSON template incorporating the diagnostics
extension.

The resource-specific logs can be enabled either at the time when we
deploy the resource or anytime later by using the appropriate method.

There Are Different Services and Resources

The collection methods and type of logs are different.

Various Azure resources emit different logs, for example. VMs will
have Event viewer logs and other performance metrics; storage will have
performance metrics and access logs; the load balancer and the Network
Security Group will emit other sets of logs. The collection method may
be differently based in each case. We will discuss them for each type and
formats in our upcoming discussions.

Storing the Logs

How do we store the logs? In what format and where in different scenarios
do we store them?

We can either store these logs in an Azure Storage account (tables,
blobs) or Event Hubs, etc. It may be Event logs forwarded to a collector
system. Hence, the logs, data generated by Azure resources, can be XML,
CSV, Evtx, TXT, or JASON based. We need to make sure to store them
effectively and so that it is easily accessible and interpretable by the
different SIEM system.
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Required Tools

What tools are required to ingest/stream/copy/export the logs into the
SIEM systems?

Azure has its own set of tools enabling these logs to be either
Streamed; exported into the STEM system; or Converted into a standard
format, for example, JSON that can be fed into the SIEM system. The
Azure log integrator (currently deprecated) is such a tool. Microsoft now
recommends vendor-specific connectors for collecting data from Event
Hub.

Data Flow Architecture

Microsoft recommends using SIEM vendor’s connector to integrate

Azure Monitor logs into it. Initially, Azure Log Integrator was introduced
to simplify ingesting Azure resource logs into existing SIEM systems.
During the evolution phases of the log integrator, the data had to be either
exported or stored into a storage account or to tables as necessary. The
SIEM systems then, with the help of Azure log integrator and its connector,
read from the storage account and streamed data into it.

Now, with Azure Monitor being able to stream data into Event Hub,
SIEM vendors can write connectors to read logs directly from the Event
Hub. The Azure log integrator was already deprecated in June 2019 and
download is now disabled. Some of the leading SIEM vendors already
produce their own sets of connectors. We will look at Splunk and its add-
on connector as an example. There may already be a newer version of the
connector available, and we encourage you to investigate this.

Figure 5-14 shows various ways to integrate with on-premises SIEM
systems using a high-level Data flow diagram for better understanding.
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Figure 5-14. Azure Monitor and SIEM integration Data flow
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The New Architecture

Figure 5-15 depicts how an on-premises SIEM system can be integrated
with Azure Monitor via Event Hub. In this scenario, we have an on-
premises environment that uses an existing SIEM system. The Azure IaaS
deployment is connected using an Expressroute connectivity. There are
IaaS and PaaS deployments involving Azure App services and Azure SQL
databases. The Azure resources logs are streamed into an Event Hub. The
diagnostic logs and Activity Logs are configured to ingest data into Event
Hub. The on-premises SIEM system reads the data from the Event Hub
using its connector and integrates itself to perform the necessary security
and event management analysis. All existing on-premises systems are
already configured to ingest data into the SIEM system either via an Event
forwarder or collector system or through an agent installed on the systems.
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Figure 5-15. Azure Monitor and on-premises SIEM integration high-
level design

Since Azure Event Hub has become the soul of SIEM integration, it is
important to ensure it is set up correctly. Here are a few things to consider:

o Always create a standard namespace (a namespace is
a logical collection of Event Hubs that share the same
policy);

o Configure Event Hub to scale automatically based on

throughput requirements;

e Microsoft recommends starting with four partitions if
you are unsure of consumption;
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Continue to use default consumer group unless you are
using multiple tools;

Microsoft recommends data retention for at least 7
days. This will work as a temporary storage of data in
case SIEM system goes offline for a few days;

Configure your on-premises firewall rules to allow
outbound 5671 and 5672.

Supported Logs

While designing your overall monitoring strategy and integration, the

existing capabilities of Azure resources that can stream data into Event

Hub should also be considered. Here are the various types of data that can

be ingested into Event Hub.

Azure Tenant data - Azure AD activity logs including
Sign-In logs and Audit logs. AAD security reports to be
viewed separately.

Subscription monitoring data - Activity Logs.

Azure resource-specific diagnostic logs and Metrics
(for supported services. Not all services have diagnostic
integration or specific metrics that can be ingested.).
Review the latest Azure documentation to gather
details.

Guest OS data: Use a Linux or Windows Diagnostic
agent to collect monitoring data.

Application monitoring data with added effort. Since
application monitoring data is ingested to Application
Insight (with the help of instrumented code with an
SDK), you cannot by default route application data to
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Event Hub with a simple configuration. You can, however,
stream Application Insight data to Event Hub by:

e Setting up a continuous export of app insight data
to a storage account;

o C(Create a timer-triggered logic app that reads data
from a storage account and pushes them to Event
Hub as a message.

Once all necessary monitoring data from various resources are routed
to Event Hub, the SIEM connector can be configured to read from the
Event Hub and ingest logs into it. The approach to how each SIEM system
may integrate can be a little different.

Integrating Activity Logs with Your Existing SIEM

The capabilities may vary depending on the product and how it integrates.
Some SIEM systems can integrate with an Azure Storage account to read
data from it and some with an Event Hub; others may do both.

To get the Activity logs into the SIEM system, we will need to export
the data from a Storage account or to an Event Hub first. On the Azure
portal, browse to Activity logs » Click “Export to Event Hub” option from
the Activity log and choose the appropriate storage account or Event Hub.
Figure 5-16 explains the steps.
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Figure 5-16. Export Activity logs to Event Hub or Storage account

This process creates an appropriate Log Profile and stores the data in
a Storage account or Event Hub that can be used to integrate into a SIEM
system.

This data as shown in Figure 5-17 can also be viewed in the Visual
Studio. The data is in the form of a JSON file in a Blob container in the
storage account created.
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Figure 5-17. Viewing Activity logs in Visual Studio

Now that the activity logs are stored in the storage, we can configure
the SIEM system to point to the Blob/storage account OR in case the SIEM
system provides any module to talk to the Azure Platform management
API or Event Hub, that can also be used. For example, Splunk Add-On for
Microsoft Cloud Service has options to connect to a Blob module (check
for latest availability of feature) and to an Event Hub namespace.

Integrating Azure Monitor Logs into Splunk

Now that we understand how the integration works, in this section let us
explore the deployment of Splunk on Azure as a test scenario and ingest
Azure logs (Activity logs and VM diagnostics logs) into it at a high level of
configuration details.

The technical briefing on such deployment can be found on Splunk
documentation here: https://www.splunk.com/pdfs/technical-briefs/
deploying-splunk-enterprise-on-microsoft-azure.pdf.

For architectural details, please visit: https://www.splunk.com/
blog/2016/02/18/announcing-splunk-enterprise-in-microsoft-
azure-marketplace.html.

By default, when you deploy the ARM template from Azure
Marketplace, you will receive a 60-day trial of Splunk Enterprise Bring-
your-own-license (BYOL) version of Splunk Enterprise. You can choose
either a Single Instance or a Clustered Instance. Figure 5-18 depicts the
Splunk deployment template at the final review stage.
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Figure 5-18. Sample Splunk deployment template on Azure

Once deployed, log in to your Splunk Admin console using its Public

IP or DNS name assigned by Azure. You will receive a certificate error since

it's a self-signed certificate. You can change it later should you wish to keep

the deployment. Figure 5-19 depicts a portion of a sample Splunk console

deployed on Azure. For an advanced/production scale Splunk design,

deployment, implementation, and management, please visit Splunk

documentation and support.
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Figure 5-19. Sample Splunk Console

So far, we only have a Splunk instance and no integration with Azure
Monitor. For this integration to happen, we need to ensure the following:

1. Prerequisites or Azure side configuration:

e One Event Hub to store the logs from various Azure
resources and Activity logs.

e An Azure AD Application. The application ID and
Key is used by Splunk to access Azure resources
securely.

e An Azure Key Vault that contains all the relevant
secrets, applD, and Event Hub namespace keys.

For a detailed understanding you can visit:
https://www.splunk.com/blog/2018/04/20/
splunking-microsoft-azure-monitor-data-part-
1-azure-setup.html.
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Itis also important to understand that the security
of the Event Hub and AppIDs are taken care of by
securely storing all data and assigning the required
lease privileges. As a consultant or architect,

these pillars will require additional consideration,
discussion, and planning to ensure the required
operational or implementation team takes care of
them. It is advisable to create a playbook for all such
activities with clearly outlined activities to avoid
unnecessary confusion and delays. You may also
use a script available from Git Hub and process

the details mentioned here: https://github.com/
microsoft/AzureMonitorAddonForSplunk. It creates
all necessary prerequisites for a test environment.
You can review and plan your production
environment configuration either manually or

by updating the script. The script also provides
necessary Add-On configuration details that will be
used once the add-on is installed. Figure 5-20 shows
the configuration inputs while using the PowerShell
script for prerequisites.
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%% SPLUNK CONFIGURATION *#*%

tktitdtt ittt ittt ikttt LE

Data Input Settings for configuration as explained at https://github.

AZURE MONITOR ACTIVITY LOG

Name: Azure Monitor Activity Log
SPNTenantID: = e
SPNApplicationid: ) O b
SPNApplicationKey: 5 o
eventHubNamespace: I

vaultName: ek P e

secretName: wpisewbiesi - cdentials

secretVersion: e
AZURE MONITOR DIAGNOSTIC LOG

Name : Azure Monitor Diagnostic Log
SPNTenantID: e
SPNApplicationld: et oo st errede e o et
SPNApplicationKey: | ———— e —
eventHubNamespace: mpinkhetittttttttuteiitnd

vaultName: i Sso SsSacspma SOl

secretName: I cdentials

secretVersion: e = = = =}

AZURE MONITOR METRICS

Name: Azure Monitor Metrics

SPNTenantID: e
SPNApplicationId: I
Subscriptionid:

vaultName: e ]

secretName: (MEE—— |

secretVersion O SR "

Figure 5-20. Sample prerequisite script outputs for configuration
details

2. Installation and configuration of the add-on or
Splunk side configuration:

The add-on can be downloaded from here:
https://splunkbase.splunk.com/app/3534/#/
details. Also, you can download from the Git

Hub project repository here: https://github.
com/microsoft/AzureMonitorAddonForSplunk/
releases. This is a non-Microsoft, community-
driven project. Support is community driven as well.
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As discussed earlier, other STEM systems may be
configured differently. Each SIEM system may
have their own integration methods, tools, and
prerequisites.

All you need to do is download the Add-On and save
on your system; Log in to Splunk console and Click
on “Apps” » Install from File » and point to the file
you downloaded (usually an .spl file). Follow the
process mentioned on Splunk and Git Hud websites
in case you face any issues. Once the Add-On is
installed successfully, you will notice the “Azure
Monitor” on the Splunk Console under Apps as
shown in Figure 5-21.

Install app from file | | Create app

Showing 1-18 of 18 items

Name > Folder name 2 Version +
SplunkForwarder SplunkForwarder

SplunkLightForwarder SplunkLightForwarder

TA-Azure_Monitor 133

Figure 5-21. Azure Monitor Add-On for Splunk
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3. Configure necessary data source inputs for
Splunk:

Now that basic configurations are done, you can
configure necessary data inputs from the Splunk
Settings page as shown in Figure 5-22. This
configuration uses the outputs from the scripts
for each data input type. Splunk uses these data to
connect to the Event Hub to gather the necessary

data and to normalize, analyze, report, etc.

AddData —@ ) e
Seleet Source |
Files & Directories ] Actnry Log (aka Audit Log) cbaained via Azure Monitor I
= name *

HTTP Event Collector

1 : . SPNTenaniiD  Azure AD tenant contaming the senvice principal
TCP / UDP SPMApplicationld  Service principal application id (ska client id)
Scnpls SF Senice ipal ' [akca clien secrel)
fzure Monitor Activity Log eventHubMamespace *  Aruwe Evert Hub namespace.
fizure Monitor Diagnostic Logs =D vauliName *  Key vault name.
Azure Monitor Metrics secrelName *  Name of the secret comaning SAS key & valse

secretVersion®  Version of the secret conmaning SAS key & value.

Figure 5-22. Splunk input data configuration for Azure Monitor

4. Configure Log data to flow into Event Hub

This is the last step to ensure data flows into Event
Hub so that Splunk can read from it. All resources
that allow diagnostics data to be streamed into Event
Hub should be configured. Once done, data should
be searchable and available in Splunk. For example,
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please refer to the previous section for integrating
Activity logs. For a list of services that support Azure
diagnostics, logs can be found here: https://docs.
microsoft.com/en-us/azure/azure-monitor/
platform/diagnostic-logs-schema. As for metrics
of the Virtual machines, all Virtual machines should
be tagged with Metrics: <value> as required.

Scenario Example: Monitoring a Hybrid
Environment

In this section we will look at an application deployment that spans
across on-premises and Azure resources, and we will explore the various

components of application monitoring.

The Environment

An organization named C4cloud has recently adopted Microsoft Azure

as their public cloud platforms and deployed one of their business
applications. The application is accessed by both internal and external
users over the internet. The business application consists of the following
components:

e One Application server on-premises;

¢ Two Azure Virtual machines;

e One storage account;

e One application Gateway;

e One App service hosting a Web App; and

¢ One Azure SQL database.
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The Application

Here are details of the application:

o Data entry users update raw data over a web console
hosted on the Application server on-premises. The
Application server runs a batch job every one hour and
adds additional information to the data and uploads
the data to a storage account on Azure. It then calls into
an API hosted on the application servers on Azure.

o There are two application servers on Azure deployed
in a Virtual network that read the data from the storage
account, add additional information, and store it into
the SQL database.

e The App Service uses the data from the SQL server to
serve to the external users through the Application
Gateway. Application gateway is configured in
Web Application Firewall mode (prevention). The
application also serves as a reporting service.

o There is a site-to-site VPN connection that exists
between the on-premises network and the production
virtual network on Azure.

e (C4Cloud uses an on-premises identity for their
application and is integrated with Azure Active
Directory.

e (C4Cloud uses SCOM for their existing workload
monitoring on-premises. However, they are interested

in exploring new cloud capabilities.

Figure 5-23 represents the scenario.
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a
A
I ;u;Iag o é_"> [ %
workloads ‘é

Enterprise
i & 5
I
“ - =]
Application server Database server SCOM Server

Figure 5-23. C4cloud Application scenario

The Requirements

C4cloud is required to ensure the following:

e All critical application components should be
monitored for failures;

e Monitor the application for health, performance,
exceptions, availability;

e Support and operations team should be alerted to
failures;

e Use an existing solution wherever possible.
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The Solution

There are various ways and approaches to identify the solution. Since this is
a high-level scenario for the purpose of exploring, discussing, and helping
to create a standard solution approach, we will use our discussions so far to
achieve it. Also, we will break down available information in different ways to
ensure that the approach and thinking process are applied. We will fill in the
details we have based on requirements and identify the possible solutions
as we progress. If no details are available, we assert our assumptions, create
the solution, and work with the necessary stakeholder to ensure it addresses
the requirements. If not, we will update the solution based on new or added
information and draft it again. The scenario discussed here and the next
approach is an attempt to achieve a broad-level solution creation.

Step 1: Gather Solution Requirements

Let us first try answering our monitoring requirements and gather more
information from the customer wherever we are unclear. If not available

or the customer/we are unsure, we will use assumptions. The key to
creating any solution is to not assume anything upfront, gather as much
information as possible, and then suggest or assume as required if details
are not available. Customers and partners look up to the experts for advice.
So, draft and ask more questions if you need to.

Solution Scoping Questions Responses Based on Available Data
What system do you wish to An existing application that is deployed across
monitor? on-premises and Azure. It includes multiple

on-premises and Azure services.

Why do you want to monitor? This Al critical components of the application.
drills down to Monitoring scenarios
mentioned below in Step 2.

(continued)
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Solution Scoping Questions

Responses Based on Available Data

For how long?

Are you troubleshooting an
existing issue?

Which metrics and in which
interval do you want to monitor?

Which tool and reporting system
to use?

What action to take if such
events are important and requires
attention?

Who should be notified of such
an event?

How should they be notified?

What actions are expected from
that person/team?

Is it required to open a support
incident or log another event
somewhere?

What ITSM integration is required?

Always. To ensure application availability.

No. Existing deployment and a monitoring
solution to be devised.

Not available. Suggest based on Assumptions;
then clarify with stakeholders/customers/
application owners as the case may be.

Not available. Suggest based on Assumptions;
then clarify with stakeholders/customers/
application owners as the case may be.

Inform the Operations and Support team. No
automated action.

Alert Support and Operations teams.

Not available. Suggest based on Assumptions;
then clarify with stakeholders/customers/
application owners as the case may be.

This is defined by process. Ensure customer/
application owner already has this in place or
uses an existing process and they are aware

of the actions.

Yes. Since operations team needs to be
notified and requires taking action.

Not available. Suggest or Assume.
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Step 2: What Is the Monitoring Scenario(s)?

Gather the monitoring scenarios based on functional and nonfunctional

requirements.
Scenarios Tick if Applies (X)/Comments
SLA (No requirement for this scenario)

Auditing & Compliance  (No requirement for this scenario)

Security (No requirement for this scenario)

Availability X (the application requires to be up and all failures and
exceptions to be reported)

Performance X (the application requires to be up and all failures and
exceptions to be reported)

Usage (No requirement for this scenario)

Health X (the application requires to be up and all failures and

exceptions to be reported)

Step 3: Remember the Azure Data Life Cycle?

Let us use the life cycle to gather more information and then try to create
the solution.

176



Generate

CHAPTER 5  INTEGRATION AND HYBRID MONITORING

Generate

Logs are generated from various resources. Start with the Anchor.

Solution Scoping Questions

Responses Based on Available Data/
Suggested Solution

What resources do we need to
monitor?

On-premises:

On-prem system/virtual machine
Azure:

Azure VM

App Service

SQL database

App gateway

Network connectivity

VPN Gateway

Application Code

Health of all resources
Others/Misc: NA for any dependent systems\

(continued)

177



CHAPTER 5  INTEGRATION AND HYBRID MONITORING

Solution Scoping Questions

Responses Based on Available Data/
Suggested Solution

What logs and types do we need
to capture from each source?

Do all resources generate
required data?

On-premises:

On-prem system/virtual machine - events,
resource metrics

Azure:

Azure M - events, resource metrics

App Service - App service logs

SQL database - SQL Diagnostics, Intelligent
performance

App gateway - Health probe, AbpGW
diagnostics/analytics

Network connectivity - NSG diagnostics, NPM,
traffic analytics

VPN Gateway - Network watcher, metrics
Application Code - Application Insight logs,
Azure Health state - AIl above
resources

Others/Misc: N/A for any dependent systems

Yes

Collect

Once the sources and type of logs are identified, we need to collect and

store them.
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Solution Scoping Questions

Responses Based on Available Data/
Suggested Solution

Where do we need to store the data to
analyze and report?

How do you want to configure and
collect the logs/data from the sources?

What are the access management
requirements for the log’s storage
location?

What are the availability requirements

of such storage

Does any retention period apply?

Are there any sources which does not
have direct internet connectivity?

What are source 0S version (Windows/
Linux)?

Does these resources support direct
logging to the storage/analytical system?
Do these data need to be integrated with
any other system?

Would you like to leverage Preview
services?

Does the solution require it to be
integrated with any of the existing
SIEM system/Monitoring system/other
management services?

Log Analytics, Activity Logs, Application
Insights

Use Diagnostics settings for the
resources to configure log collection to
Log analytics or Application Insight

Details not available

Highly available

Details not available
Details not available

Details not available

Yes

No

Yes* (we are assuming yes to explore the
latest services in preview). However, in
most production scenarios, it is assumed
mostly No.

Yes. This can be integrated with existing
SCOM management group to utilize
existing solution.
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Monitor

Solution Scoping Questions Responses Based on Available Data/
Suggested Solution

Do we need to monitor continuously?

Which Metrics and Logs are required to be monitored? We have various options for

the components we have. However, below are the ones we must monitor so that we

can identify a failure and its cause if we need to. In certain scenarios, we may have
to enable advanced monitoring for each of the components to diagnose and resolve

a specific problem or failure. In our scenario, we can consider the below options for

monitoring the use cases:

1. Integrating existing SCOM infrastructure with Azure Monitor as explained earlier
in this chapter (see the first section) so that all SCOM data are also ingested into
Log analytics from on-premises servers and we have a single location with all the
data and analysis.

2. All Azure application servers integrated to Azure Monitor VM insights streaming
log and metrics data.

3. Application Insight containing all application logs.

4. SQL server analytics to monitor and report all SQL database-specific data logs.

5. Application Gateway analytics and diagnostic data to Log analytics.

6. Virtual network, VPN Gateway monitoring with Network watcher and endpoint
monitoring with automated scripts to check on-premises to Azure connectivity.

Analyze

With the earlier monitoring setup and configurations in place, it would be
more likely that we could identify a failure and also zoom into the details
of the cause of failure. Most of the data will be analyzed by the solutions in
use or can be analyzed manually. As you can see, there are three aspects to
the monitoring strategy.
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1. Monitoring a solution with regard to a specific

scenario such as performance, availability, etc.;

2. Identifying the cause of such scenario; and

3. Reporting or informing the necessary contacts to

take a necessary action (manual/automated).

Solution Scoping Questions

Responses Based on Available
Data/Suggested Solution

Do you have specified thresholds to
define alerts?

How do you want to Analyze the data?
Manual/Log Search query/Alerts on
Thresholds/Available Management
solution integration/

Who should be notified of such an
event?

How should they be notified?

Any Automated actions to be taken?

Is there already an existing ITSM
integration available for on-premises
and/or Azure?

Should the existing ITSM integration be
used or can we suggest something else?

Not yet. We have assumed some
standard values for discussion.

Log Search, Management Solution,
Alerts on events logged or metrics hit.

Collect the necessary e-mail addresses
and phone numbers.

E-mail and SMS. Create an Action
Group to trigger necessary contacts.

Automated E-mail and SMS intimation
for the necessary contacts.

We will assume there is no existing
ITSM integration in place with Azure
Monitor.

Yes.
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Report and Visualize

Reporting, Visualizing, and Analyzing are interdependent. Granular
visualization can lead to better analysis of data and identify any pattern.
It can assist in identifying issues and indicate ways to resolve a problem.
There are various ways to visualize the data available in Azure Monitor.
Each of them provides different capabilities and advantages. You can
choose whichever suits you better. Now, it’s time for the question of

the section: How do I choose a visualization tool? Well, there aren’t any
direct answers. Most organizations start with one and as they expand and
requirements grow, they choose others over the existing ones. So, you will
end up using more than one anyway at some point.

Solution Scoping Questions Responses Based on Available Data/

Suggested Solution
What are your Reporting There aren’t specific requirements of reporting
choices? mentioned. We can start with Azure Dashboard
Azure Dashboards/ and Azure Monitor views. If required, we can
Azure Monitor Views/ explore other options.
Workbooks/
Power BI/
Grafana/

Metrics Explorer

Will there be an additional effort/ None at this time. Unless advanced tools such

integration required for using as Grafana or PowerBI are required, we should

such visualization tools? be able to leverage Azure built-in tools for the
visualization requirements.

Who should view or have access This is not clear and can be discussed with the
to such views/reports? customer.
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Step 4: Ask Additional Questions or line down Your

Assumptions

Additional Questions

Assumptions

Do you already have an existing Log
Analytics workspace we should use?

Do you already have an existing [TSM
integration with Azure Monitor?
What ITSM integration is required?

Who should view or have access to
Monitoring views/reports other than the
operational team e-mail id?

What are the e-mail addresses and phone
numbers of the necessary contacts for
each of the items? Are there different
groups for each resource? What are the
common groups for various resources?

What are the access management
requirements for the log’s storage
location?

What are the access management
requirements for the log’s storage
location?

What are the availability requirements of
such storage?

Does any retention period apply?

We will have to create a new
Workspace that will be used by all
resources.

No. A new integration has to be
created.

Everyone with the resource access or
based on decided RBAC access at a
later time.

< as provided >

Everyone with the resource access or
based on decided RBAC access at a
later time.

Default permission unless otherwise
required.

LRS by default. Log analytics and
appinsight have their own availability.

We will assume default.

(continued)
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Additional Questions Assumptions

Are there any sources that do not have None.
direct internet connectivity?

What are source 0S version Both Windows and Linux.
(Windows/Linux)?

Do these resources support direct logging  Yes
to the storage/analytical system?

Do you have specified thresholds to define  We will assume based on Best
alerts? practices.

Now that we have added the assumptions for the unknowns, we can
work with these details to create the solution.

Step 5: High-Level Solution Detail

The objective of this section is to outline the solution configuration items
so that we know what needs to be configured for each service and what the
solution will look like.

Figure 5-24 depicts the high-level monitoring solution for our hybrid
application environment.
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Figure 5-24. C4cloud Application Monitoring high-level Solution
diagram
To monitor various components of the application:

¢ We have identified the core application components
and dependencies through our solution approach.

e We analyzed why they should be monitored and how.

e We have also identified the various tools and
configurations that are required.

e We have utilized all built-in Azure and existing on-
premises tools wherever possible.
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Let us expand on our solution configuration.

On-prem Leverage existing SCOM monitoring.

system Windows events - Application, system, security logs.
CPU, memory usage - more than 80% of utilization for over 15
mins. Create an alert
Storage- available space below 15% - create an Alert.

Azure VM - Microsoft Monitoring agent connected to Log analytics/Azure
Monitor with Insights (Preview)
- Monitor host level metrics (default)
- Collect guest level metrics and data using “Diagnostics Settings”
- Connection Monitor as required during troubleshooting
- Boot diagnostics to a storage account
- Connection troubleshoot as required during troubleshooting

App Service - Application logs from Monitoring Settings for Application logs and

Web Server logs for logging any failures and exceptions

- Set up for availability test with “URL ping test”
There are other ways to set up an Availability test as well
including the “Multi-step web test” and “Custom track availability
test.” These require creating the Tests from Visual Studio and
uploading to execute on the Azure portal. These are primarily
used for advanced scenarios.

- Monitor application for failures using Portal.

SQL database - Query performance insight
- Azure SQL Analytics
- Metrics and Diagnostics logging

Application - Application gateway Diagnostic Settings
gateway - Bac-End Pool health
- Endpoint metrics

(continued)
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Network - Network Watcher
connectivity - Virtual network diagnostic logs
- Connection troubleshooter if required.

VPN Gateway - Gateway connectivity status check

- Gateway Metrics
Health of all Azure Services health; Trigger alert if resource not healthy in the
resources region

Others/Misc Azure Status,
Azure Monitor Status

We have already looked at the configuration of Virtual Machine, App
service Application gateway, network metrics, and its monitoring, alerting
details in Chapter 4 for most of the components. We are not drilling into
the configuration step-by-step process of configuration here. In any case,
we will now touch upon some other additional aspects and concepts
specific to this scenario.

You can leverage Application Map to identify the end-to-end
connectivity. This can be accessed from Application Insight. Here is an
example output shown in Figure 5-25.
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Figure 5-25. Application Map

Monitoring Application Availability
Application Service Availability with URL Ping Test

One of the easiest ways to identify if an application is accessible is by
testing the application access itself. To do so in an automated way, a
URL ping test can be used from Application Insight. A URL ping test uses
advanced HTTP request-response mechanisms to check the application
availability, response time, or performance associated and capability to
add advanced custom validation criteria. For this you need to go to the
Application Insight » Investigate section » Availability page, and then
create a new test as shown in Figure 5-26.
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" AzApplnsight - Availability

Application Insights

s
‘ 0 Search (Ctri+/)

@ Overview

B Activity log

am Access control (IAM)
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X Diagnose and solve problems

Investigate
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d Smart Detection
4~ Live Metrics Stream
AP Ssearch

& Availability

Figure 5-26. Application Insight Availability monitoring

You then provide the Application URL you wish to monitor and all
possible locations from where your user base is located. These locations
will be used for monitoring. You can choose a maximum of 5 locations.
Also mention the HTTP response code you expect, for example, 200, and
test the timeout period in seconds, etc. Figure 5-27 shows the create test
page for availability testing.
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Figure 5-27. Application insight availability test configuration

The automated testing is done based on Test frequency. The minimum
value you can specify here is 5 minutes. You show the overall count of
success and failure and the failure region so that appropriate action
can be taken for that location. Figure 5-28 is a sample output for such a

INTEGRATION AND HYBRID MONITORING

Create test

~ Basic Information

* Test name

| Availability Test

Learn more about configuring tests against applications hosted behind a firewall

Test type

|_ URL ping__test

*URL @

| http:f{cdcloudwebapp‘i,azurewebsétes.net,l

Parse dependent requests @

O

Enable retries for availability test failures. @
21
v

Test frequency @

| 5 minutes

v Test locations
5 location(s) configured

v Success criteria
HTTP response: 200, Test Timeout: 120 seconds

v Alerts
Enabled

monitoring.
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I Availability Test

Availability results

Successful

Failed

Drill into...

COUNT

I S

0U00%

»
0%:30 0545 10AM
0830 0945
Select availability test [ L Search to fiter items...
AVAILABILITY TEST T 20 MIN AVAILABILITY DURATION [AVG)
Overall 80.00% 94.64% 1.25 sec
I ~ A\ Availability Test 80.00% 94.64% 1.25 sec _I’ | |
A Central US 66.67% 91.67% 1.90 sec
@ EastUS 100.00% 100.00% 264 ms
4\ North Central US B86.67% 90.91% 1.95 sec
A South Central US 66.67% 90.91% 1.98 sec
@ West US 100.00% 100.00% 857 ms
Add action group
* Action group name @
*# Shert name @
* Subscription @
* Resource group @ Default-ActivityLogAlerts (to be created)
Actions
ACTION NAME ACTION TYPE 51
._ ! Select an oction type ~
Privacy Statement Automation Runbook |
Pricing Azyre Function
Email Azure Resource Manager Role
Ernail/Sh5,Push/Vioice
0 Have a format in emails. and other irras) [TSM
LogicApp
Secured Webhook
Webhook

Figure 5-28.

Configuring Action groups
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You can analyze a failure from the same location and try to identify
the cause.

Click on any of the failures and drill down to identify the cause.
Figure 5-29 is an example when the connection string variable contains
an incorrect value.

Q Searchresults & Learnmore (Y Copylink  (© Feedback

End-to-end transaction » - - .
Operation ID: 2ee1b82ef29f4d51800b108c07eedef | Credteworkitem L Download web st result
=R o .
= Availability Test
EVENT RES « South Central US
v f Availability Test South Central US Custom Pmperﬁes
& http://cdcloudwebapp.azur ites.net/

. FullTestResultAvailable true
& Failed  South Central US

WebtestArmResourceN  availability test-azappinsight
ame

Synthetichonitorld default_availability test-azappinsight_us-tx-sn1-azr
WebtestLocationld us-tx-gn1-azr
Sourceld sid://fc44076d-7757-4351-858b-

of2fafigag2Qvisualstudio.com/applications/azappin
sight/Teatures/availability test-
azappinsight/locations/us-tx-sn1-azr

Figure 5-29. Availability test failure analysis

Also, we can set up an availability test to see the response code
either 4xx or 5xx and create an alert, thereby identifying if any failure had
occurred on the application. But the point to note is that this is only the
availability of the endpoint. There are circumstances where the endpoint
could be working; however, the functionality could be broken. Such
scenarios cannot identified by such platform-level monitoring. For such
cases, we either need a custom transactional monitoring mechanism that
could initiate any synthetic transaction to ensure if the functionality is all
fine. In other cases, the application can be coded with AppInsight SDK to
log the necessary events based on failures. The second part requires it to
be part of the application design and code.

Depending on the failure, you will also be able to open the entire stack
in Visual Studio and track down to the point of failure.
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So, are there other ways to monitor application availability in advanced
scenarios? Yes, we can also create and upload a multistep scenario using
Visual Studio and upload the scenario to be run in Application Insight. It
executes the steps at regular intervals and records the response. Another
way to achieve an advanced scenario is to use the TelemetryClient.
TrackAvailability method in the code and report availability.

Application Gateway — Back-End Pool Health

Since the application is hosted behind an application gateway, the back-
end health is another place that can show the health of the endpoint. The
back-end health of the application gateway is based on the httpprobe
defined by the rule. Figure 5-30 represents an unhealthy endpoint of an
Application Gateway.

U Refresh

Last updated at 5:44:16 PM

I O frearch backend health

SERVER (BACKEND FOOL) PORT (HTTP SETTING) STATUS DETAILS

cdcloudwebappi.azurewebsites.net (bepool) 80 (httpsettings1) 0 Unhealthy Cannot connect to server. Check whether a...

Figure 5-30. Unhealthy Applcation Gateway back-end pool

Application Gateway Endpoint Metrics

The same is also available in the metrics of the Application Gateway. The
Unhealthy Host Count can be set up to trigger an alert if the value becomes
a positive count.

Application Gateway Diagnostic Settings

An application gateway generates a huge amount of transactional-,
access-, performance-, and health-specific data in the form of logs and
data. These can be set up, using Monitoring blade in the App Gateway
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Diagnostic Settings configuration. These logs and data can be routed

to our Log Analytics workspace to be analyzed. The logs include
ApplicationGatewayAccessLog, ApplicationGatewayPerformanceLo
g, ApplicationGatewayFirewallLog. For metrics, AllMetrics should be
enabled to gather all necessary performance data.

Monitor Application Failures and Performance
Logs for Application Services

You can enable logging either by Enabling Agents using the portal or
manually instrumenting the application through code with Application
Insight SDK.

Logs and metrics created by Application Service also depend on
the plan it is hosted in. For example, Free and Shared plans use quotas
whereas Basic, Standard, and Premium Plans use Size (small, medium, or
large) and instance count (1,2,3 ...) of the plan. For the shared plan, you
can monitor usage based on quotas as shown in Figure 5-31.

@ File system usage
Cpra tirw Dy Qs Cpna i ihord Qucta
B0 ssiustes 3 Minates
fretsin Rrwtiin
18 hot.gs 44 minutes 56 57 minutes 56 seconds
seCconds
1 . 5 5MInum 0.01 Minutes

Cpu Time (Day) Cpu Time (Short)
Memsry Liage Quets Dus &t Queta
1024 we 146675 ms
famta i Rt i
44 minutes 56 seconds m%%s 44 minutes 56

0.75us
Memory Usage Data Qut

Figure 5-31. App service Quota usage

194



CHAPTER 5  INTEGRATION AND HYBRID MONITORING

Failure Investigation Using Application Insight

Application Insight contains detailed information for all failures and
exceptions for the application. You can drill based on Operations,
Exceptions, Dependencies and Roles, or failure on the Server or browser.
You can drill deeper into the event to identify what level of failure it
encountered. A failure at the browser, server level, or any operational or
code-level, failure, etc. Figures 5-32 and 5-33 help to visualize one such
failure when the application did not return any response.

st 0cwys | Roes Al | |y Srowsar ? Select a sample operation

. Fimered on  cllent_Type te...
Operations Dependencies  Exceptions  Roles
. st st Suztess = = false

Failed request count #+ I Qv ral Suggested

Top 3 response codes T252019, 121650 AN
COUNT  PRTEMNG  posT sdsin/host
204 - o Duration: 179 ms Response code:404

500 L I

i\ y Y b Sart by
All Ralevarce
Regquest count w
o T/25/2019, 12:16:50 AM
—’;’;/ POST adein/host
I e re - Top 3 exceplion types COUNT  FILTERING Curation: 179 ms Response code 404
i Hitplxception L TAB019, 121800 AM
: o | POST admin/host
. - — — = Duration: 201 ms Response code404

TR0V, 120300 AM

Select operation S Search te S e GET admin/functions
Duration: 212 ms Response code: 404
OPLRATION NAME COUNT FAILLD) PIN
Tap 3 dependency 'a:lurséum fr— TAS2019, 12:27:28 AM
I Overall 20 POST adein/host
Durstion 207 m3 Responde code: 404

GET adminyfunctions

POST adminghost

GET Todos/index L

-

/232018, 121310 AW

POST admin/host
Drill inte... Duration: 208 ms Response code: 404

B 20 operations 772172019, 121112 AN
POST_aduinihast

Figure 5-32. Application failure analysis based on response code

For errors, you can select the failures and open the sequence of events
to identify what happened before or after the exact failures - User flows.
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What happens before and after GET Todos/Index ?
B @ & Predoussieps:| 3 Next stegs: | 3

Step 1 b4

50U tepeodcloudwebappidbse
rverdatabase.windows...

Step 1 witial Event 156 Operations Step 2
Operation Stated GET Todos/Index Operation Ended
254 Cperations 254 Operations ] Step 1 196 Operations

‘Operation Ended

Figure 5-33. Application failure analysis based on operational event
before and after

Application Service Diagnostic Logs

The diagnostics logs of App Services contain details that can be used to
debug and diagnose an issue or exception. The logs can be categorized as
web server logs and Application logs. App logs and Web Server logs can
be streamed to a storage account to analyze at a later time. Figure 5-34
explains the various log configurations.

196



CHAPTER 5  INTEGRATION AND HYBRID MONITORING
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Figure 5-34. Configuring Application Service Logs

Web Server Logs

Web Server logging contains, in overall HTTP transactions, site metrics
details.

o This includes detailed error logging for 4xx and 5xx
response codes. It created html files containing detailed
information.
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o Failed request tracing contains information related to
each failed request, including an IIS trace log. This is
helpful in performance analysis.

Application Logs

These are diagnostic logs that help to identify any runtime issues. The files
can be downloaded using the FTP locations and through Azure CLI as ZIP.

SQL Database: Query Performance Insight

Since our application depends on an SQL database, it is imperative that
the performance of SQL queries also impacts our database performance.
Other factors such as SQL exceptions, access, or availability of SQL
database equally impacts our application’s availability and performance.
As part of the solution SQL database, queries, availability, health,

and analytics can also be included to have a complete picture of each
transaction if required. SQL database query performance insight provides
insight into SQL DTU consumptions, resource utilization such as CPU and
executions, and also views performance utilization.

You can access it using the SQL server resource dashboard under
“Intelligent Performance.” The type of queries is categorized either by
Resource consumption, Long running, or Custom.

You may also view the Performance overview and recommendations
based on scenarios as shown in Figure 5-35.
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O Reset settings () Refresh P4 Recommendations (8 Getting started W Feedback
ﬂ[ Resource consuming queries _/‘ Custom
TOP 1 queries by:
DURATION
Aggregation type: $ms
Sum $ms
Tms
Time period: e
9/8/2019 03:02 PM - -
9/9/2019 11:06 AM e
ams
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Oms
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BFM Sep 9
Click on a row below to get the details for the selected query. &
QUERY ID cPU%] DATA 10[%] LOG 107%] DURATION[HH:MM:55]]
0 0 1] 00:00:00.20

Figure 5-35. SQL database query insight

Metrics and Diagnostics Logging

The SQL server also generates relevant logs for analysis. It supports either
streaming to a storage account, Event Hub, or Log Analytics. The list of logs
includes the following:

e SQL Insights

¢ AutomaticTuning

e QueryStoreRuntimeStatistics
e QueryStoreWaitStatistics

o Errors

o DatabaseWaitStatistics

¢ Timeouts
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e Blocks

e Deadlocks

e Audit

e SQLSecurityAuditEvents

e Basic Metrics

Azure SQL Analytics

Azure SQL Analytics Management Solution can be enabled from within
Azure Monitor and by selecting Add Management solution from Azure
Marketplace for the log analytics workspace. Once enabled, you can
enable Diagnostic logging (to be discussed) to generate deeper insight
into the Solution. It provides Resource utilization; Error/issues; timeouts;
and Blocking issues based on SQL diagnostics logs, query durations, and
automatic recommendations, just to name a few.

Figure 5-36 depicts the solution page once SQL Analytics is enabled
using Management Solution in Azure Monitor.

Azure SQL Analytics (Preview) *
@Azure SQL Elastic E Azure SQL
Pools Databases
N, %) >
sad Managed M| Managed instance
instances databases

Figure 5-36. SQL database analytics management solution
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Monitor for Virtual Network Service

Network is a core foundational service without which no solution,
application, or environment is complete. For identifying any failure,
performance, reliability, and availability issues, the network and its
associated components such as gateways and devices are required to be
monitored too.

Azure Monitor includes Network Watcher that enables you to do the
following:

o Network monitoring with packet capture
e Deep insight into network traffic
e Analyze VPN connectivity issues

¢ VM communications and VPN network
communication

e View various resource’s relationship in a virtual
network

It has arich set of tools to identify any failures and issues, including
VM to VM communication, routing and NSG traffic issues, and VPN
troubleshooting. As shown in Figure 5-37, you can enable a network
watcher for your region of deployment, for example, East US 2 from Azure
Monitor » Insights » Network.
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NAME REGION
¥ 31 regions
@ West US
@ EastUS
# North Europe
# West Europe
¢ East Asia
© Southeast Asia
@ North Central US
¥ South Central US
@ Central US

@ EastUS2

STATUS

Partially enabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled

Enabled

Figure 5-37. Enabling Network Watcher

Network Watcher includes Network performance Monitoring, which

helps to do the following:

e Monitor network connectivity from Azure to on-

premises including latency, path, health, and any other

in-time or transient failures;

o Datacenters and various user locations;

o Application subnets containing various system and

end-to-end connectivity;

o Expressroute circuits topology including Dynamics,

Office365, and other network paths.

VPN connectivity can be troubleshooted and analyzed using Network
Watcher. In addition, you can also use an automation script to check the
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health of the VPN gateway and trigger an alert in the event of any issues.
In addition, we can monitor the VPN gateway for necessary bandwidth
utilization, etc., using Azure Monitor Alerts.

There are lot of other ways and options that can be explored to achieve
the various networking scenarios. In our case here, however, this should
suffice.

Summary

With the details discussed so far, we have come to the end of this chapter.
We looked at various integration scenarios with on-premises and Azure
services, Azure tenant services (Azure Active Directory), Integration with
on-premises SIEM systems, and a complete walkthrough of an application
that has a presence on Azure and on-premises. In the example scenario,
we tried to explore how to approach a solution with the set of requirements
at hand: what questions to ask, how to approach, what additional details
to gather, and how to identify what configurations could help achieve the
objective. The scenario will work as a tool to understand the approach and
break it down to create the solution. There will be additional questions
depending on the scenario. However, we tried to cover the items that are
common to a majority of the scenarios. Also, it should be easy to add new
questions and identify a solution if we divide the architectural constructs
as we did in this case.
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CHAPTER 6

Continuous
Monitoring and
Changes

The constructs of monitoring keep evolving at a rapid pace, especially in
cloud and hybrid architectures. It is important to remain updated about
changes on the monitoring front to ensure that you are using the latest and
greatest of the tools and services available at your disposal. With DevOps
culture being absorbed in all aspects of IT management, monitoring
cannot be far behind. This chapter will focus on the aspects on continuous
monitoring and upcoming new features and changes in Azure monitoring.

Continuous Monitoring

In an environment where DevOps processes and tools are used for end-
to-end deployment of infrastructure and applications, it is important

to incorporate monitoring in all phases of the IT life cycle. This is

often referred to as Continuous Monitoring aligned with the DevOps
terminology of Continuous Integration and Continuous Deployment. The
goal is to identify issues early on during the application life cycle and take
necessary remedial actions.
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Full Stack Visibility

Azure Monitor can be integrated with your application from the initial
phase of development through IDEs like Visual Studio and Visual Studio
code. When the code is deployed, it can be used with DevOps tools to
identify possible issues based on monitoring information. For ongoing
maintenance and management after deployment, you could use the
out-of-the-box monitoring features available through Azure Monitor or
integrate it with your inhouse tools as discussed in Chapters 4 and 5 of
this book. Full stack visibility of your business-critical applications can
be achieved through components like Azure DevOps, Release pipeline
integration with Azure monitoring, Application Insights, and Live Metrics.
Figure 6-1 tries to draw the overall picture in this regard.

Establish the CI/CD pipelines for
vour application

Release

Application performance Application imlen Leverage continuous
management and analytics Insights - . 4 pipeline manitoring for gated

deployments

Real time performance
monitoring

Figure 6-1. Constructs of full scale visibility of continuous monitoring

As the diagram depicts, the full stack visibility configuration is linked
to the life cycle of the code starting from the repository it resides in
that can be linked to Azure DevOps to create a continuous integration
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and delivery pipeline. Quality gates in the Azure DevOps pipelines
enable monitoring of important health and performance metrics as the
application is deployed across multiple environments. Additionally, Live
Metrics and Application Insights take care of the monitoring once the
application is deployed to Azure.

Continuous Deployment and Monitoring

Azure pipelines can be used for continuous deployment of both your code
and applications. Monitoring can be integrated to your application release
pipelines so that the collected data can be used for decision-making, that
is, whether the code should be deployed to a target environment or if a
rollback should be triggered.

e The template “Azure App Service deployment with
continuous monitoring” available in Azure pipelines
can be used to configure application insights for your
App Service during deployment.

o The template has prebuilt alerts rules for the failed
requests, service availability, server response times,
and exceptions. These rules can be configured based
on your requirements during pipeline setup.

e Pre-deployment and post-deployment gates can be
configured to use “Query Azure Monitor alerts” so that
you can access both Azure Monitor as well as Azure
Application Insights alerts.

e Update evaluation option settings based on desired
business logic. For example, you can set a timeout for
the gate to fail based on the alert configuration.

o Post-configuration, you can review the release logs to
gain insights on the behavior of the gates.
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You can also use options like status monitor and live metrics to get
real-time information on your application performance. For historical
data, it is recommended that you leverage Application Insights.
Application Insights can also be used to learn the application behavior
over a period and fine-tune it accordingly. The key aspect is to identify
the integration point for monitoring from which you get the information
relevant to make right decisions.

Relevance of Infrastructure Monitoring

In previous chapters we covered the different ways to configure monitoring
for your infrastructure. Here let us summarize what we have learned

to reiterate the importance of monitoring infrastructure, which is the
lifeblood of your applications.

e The metrics available by default would be your starting
point to collect monitoring data. The relevant metrics
should be identified and used to create alerts or pinned
to Azure Dashboards for constant monitoring.

e Azure Monitor for VM or VM insights (Preview) offers
additional information about health, performance,
and automated dependency mapping. This feature
gives a holistic view about your VM as well as its
dependencies. Furthermore, the information is
streamed to Log analytics and can be used to run
custom queries to gainer deeper insights.

e Monitoring solutions in the Log analytics workspace
can be used to gain better visibility into the status of
your applications and virtual machines connected
to your workspace. Solutions like Antimalware
assessment, Azure activity logs, NSG analytics, and
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AD health check are available out of the box, where
information is represented in prebuilt graphs for
instant visibility to the service status.

Applications using microservices architecture through
services like AKS, ACI, etc., can use Azure Monitor for
containers as well as container monitoring solutions
available in Log analytics to keep an eye on the health
of a container-hosting infrastructure.

Deployment of Infrastructure using the Infrastructure
as Code approach will help you to incorporate
monitoring components from day 1 of the deployment.
This can be done using popular approaches like ARM
template or Terraform via DevOps pipelines.

Azure resource group monitor is a service that is in
preview that can be used to get a bird’s-eye view of
dependent components in a resource group. You
can view information on active alerts, health, and
performance issues, etc., for all resources in your
resource group using this service.

Continuous Changes

Microsoft Azure is an ever-evolving platform with over thousands of new

features being released across various services each year. It is expected that

some of the services, features, and options may change over period; get

better; or even getting deprecated. Hence it is of the utmost importance to

always review the Azure products by region (https://azure.microsoft.

com/en-us/global-infrastructure/services/) website every time

there is a new deployment. To that effect we will explore some of the latest
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and upcoming features in this chapter. Although these may change, no
conversation is complete without looking at “What’s new?” Let us now put
this another way.

e Ifyoudo not want to use a “preview” feature for your
production workloads and since you are unsure of
how long it might take to be globally available (GA)
as well, check the Azure products by region site for a
region and its services. You may however, at times get a
confirmation from the Azure product team if any of the
public preview features are available with production
support. This may help in considering the new service
or feature to be included in the project or solution.

e Should you wish to keep a track of what is new and
evaluate features for your solution and change the way
itis currently configured, you may want to bookmark
the Azure updates website: https://azure.microsoft.
com/en-us/updates/.

Now let’s look at some of the interesting enhancements.

Azure Monitor Status Blog

Monitor Azure Monitor using Azure Monitor status blog (Figure 6-2), if you
are experiencing service issues, keeps you updated on the developments.
The current URL is: https://techcommunity.microsoft.com/t5/
Azure-Monitor-Status/bg-p/AzureMonitorStatusBlog. It not only
provides ongoing issues and developments but also tries to suggest any
workarounds that can be implemented by customers to provide relief.
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Migrate from Classic Alerts Easily

The new Azure Monitor alerts are better with added granularity and
multiple filter capability. You can also create a single rule that spans
across multiple resources in various resource groups in one Azure region.
This will help with the ease of rules management and quick deployment
of alerts. All existing classic rules will be migrated by Microsoft starting in
July 2019 if it has not already done so, using the tools provided to existing
Azure customers.

Azure Monitor Now Supports Containers in China

Microsoft recently rolled out support for Azure Monitor for containers in
Azure China. It provides end-to-end Kubernetes monitoring for AKS from
infrastructure to workloads.

Identify Open or Bound Ports on Your Virtual
Machines

This has always been a point of focus for security and operational teams
from the security and troubleshooting aspects. With Azure Monitor you
can now easily analyze which ports are open and active. The Microsoft
Azure Monitor product team has also included an Azure VM workbook
that includes active ports, failed connections, open ports, connections
overview, traffic, etc. You can access this workbook once you enable

the Insights (preview) monitoring from the Virtual machine settings
pane. Once done, go to the Log analytics workspace, select Virtual
Machines(preview) » Map » view workbooks. Figure 6-2 depicts the
various network-related workbooks from Azure Monitor Virtual Machines
Insights (preview).

211



CHAPTER6  CONTINUOUS MONITORING AND CHANGES

‘E] View Workbooks v | Azure

Network Dependencies B |
E| Connections

{5 Active Ports

{5] Open Ports

E Failed Connections -
4

Figure 6-2. Virtual machine workbook in Azure Monitor

Alternatively, you can use a Log analytics query and list the open
ports. Here is a simple example to list the number of open ports. Figure 6-3
presents a chart of a sample query and the possible outputs.

« DefaultWorkspace- |- Logs

mmm  Log Analytics workspace

#® New Query 1*

DefaultWorkspace-4474bBee-ae0... =5 m Time range: Last 24 hours

Schema Filter «  VMBoundPort

| where Ip I= "127.8.6.1"

| summarize by Computer, Machine, Port, Protocol

| summarize OpenPorts=count() by Computer, Machine
| order by OpenPorts desc

Filter by name or type...

¥ Collapse all
Active Completed. Showing results from the last 24 hours.

v [@ DefaultWorkspace-4474b8... ¥r ZZTABLE  alICHART  Columns v
Infrastructurelnsights

Drag a column header and drop it here to greup by that column

» LogManagement % =
Lomputer e OpenPorts
v Security
" » CacloudD| | m-gtdeq ] 27
v SecurityCenterfree
» ServiceMap > SCOMSt| | m-0doed ] 2

Figure 6-3. Log analytics query and output for Virtual machine
open ports
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Advanced Scoping with Additional Resources

Azure Monitor now includes advanced scoping for additional resources by

embedding a “Logs” search from the resource menu. Users will not have to

choose any specific Log analytics workspace, as all logs are automatically
aggregated from various workspaces that include logs that are associated

with the resource selected. Figure 6-4 represents the Log analytics

workspace scoped to Virtual network. You can simply navigate to it by
selecting the resources (Virtual Network in this case) and then Logs under

the Monitoring section.

:® vNet-Cloud - Logs |

«
W% New Query 1

* Connected devices = viMet-Cloud

Subnets

Schema Filter

@ DDoS protection
o Firewall

O Security

B DNS servers Active
‘2 Peerings * viNet-Cloud

@ Service endpoints
! Properties

a Locks

E3 Export template

Monitoring
Diagnostic settings
| i® Logs l

[

= m Time range: Last 24 hours

& Type your query here...

1= Collapse all

Get started with sample queries

History Activity logs Azure diagnostics

* You have no recent queries

Figure 6-4. Advanced scoping for Virtual Network

However, for this to work, Access control mode of the workspace has to

be set to “Use resource or workspace permissions.”
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Application Change Analysis with Azure Monitor

It is difficult to track and identify which changes cause a failure when
multiple teams work together. App services Diagnose and Solve Problems
now contains several traces and rules that can help you to identify a failure
of the application, including IP configuration rule changes, incorrect
connection strings, any binary modifications, or any web configuration
file modifications. You can navigate by clicking on “Diagnose and solve
problems” of your App Service as shown in Figure 6-5.

Home

App Service Diagnostics

App Servce Diagnostics to investigate how your 2pp is performing, disgnose issues,
and discover how to improve your application. Select the problem category that best
matches the infarmation or taal that you're interasted in:

Availability and Performance Confi ion and Manag t S5L and Domains

Is your app experiencing downtime or slowness?
Click here to run a health checkup to discover

Are you having issues with semething that yeu
configured spexifically for your app? Find out if

Having trouble with certificates and custom
domains? Discover any issues related to S5L

imsues that may be affect your app’s high
availability, by either platform or app issues.
Keywords

Health Check | | Downtime | | Six Errors

Axx Errors || CPU | | Memory

Best Practices

Are you running your apgplication in production?
Review best practice recommendations to best
ensure that you running your preducticn
application with the optimal configurations and
suggestions.

Keywords

AutoSeae | Traffic Mansger | AlwaysOn

ARR Affinizy

you misconfigured App Service features, such ag
backups, deployment slots, and scaling.
Keywerds

Scaling | Swaps | Faled Bactups | IPs

Migration

Mavigator

Are you having issues after making changes on
your app and its dependencies? Review
Navigator to investigate the recent changes in
your agp and dependencies.

Keywords

Depengency Map | Changes  Degendency

Change Analysis

certificates, authentication, and damain
management.

Keywceds

4 Erroes | | S5L| | Domaing | | Permissions

Autr | | Cert

Diagnostic Tools

5 deeper ] y
With Diagnostic Tools, you can run language-
specific tools to profile your app, collact
aces, memory dumpgs, and more,

Profiler | | Memory Dump | | Daas || AutoHes

Metrics | | Security

Figure 6-5. Diagnose and solve problems of your App Service

Figure 6-6 is an output of a failure where the client failed to access the

website since it was restricted by a Networking rule in the App Service
configuration.
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Which client IPs got rejected due to IP restriction?

1P addresses rejected due 1o | addiess restrictions configured on the app

¥ @  List of IP addresses rejected due to IP address restrictions - FrontEnd 6] 'Q

Description Below is the list of Top 50 client IP addresses (based on the number of requests) that got rejected due ¢ |5ﬂ") Service Static IP Restrictions
configured on the app. Kindly note that the last octect of the IP Address field is not shown due to prvacyressoms
rumber of requests that were denied and sent a HTTP 403 error message.

Clientlp Requests
38.64.243.° 28

Additional Info For more details, refer to the detailled decumenation on Azure App Senvice Static IP Restrictions.

Figure 6-6. App Service IP restriction in Diagnose and solve
problems

Similarly, you can identify various failure scenarios, including
application changes or various HTTP 4xx errors, as depicted in Figure 6-7.

HTTP 4xx Errors

iy all the HTTP 43X requests for your app and provides insights on common solutions that you can take ta further investigate and resolve these errors

45 2
HTTP - 403 HITF - 404

¥ A HTTP 4XX requests detected 0 R

Description The below table shows you the count of all HTTP dioc errors that happened for your app. The ermors are categorized as Front End or Worker
based on the instance that returned the enor, Front End in Azure App Service is a layer seven-load balancer, acting as a prowy, distributing
incoming HTTP requests between different applications and their respective Workers. Web Workers are the backbone of the App Service
scale unit and they run your application code.

HttpStatus ~ HttpSubStatus  Instance  Ermors  Description
The request failed due to IP Address restrictions configured on the Apg.

403 T4 FrontEnd 45 Scrall below to the Refected Client IP section to check the [t of rejected
client IP Addresses.

404 o Warker 2 Mot Feund. The resource that you are requesting does not exist

Mare Information To krow more about Front Ends, Workers and to understand intemals of Azure App senice Architecture, please read the article Azure - Inside

Figure 6-7. HTTP 4xx errors in Diagnostics and solve problems
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Summary

The items discussed in this chapter are merely a fraction of the vast

flow of feature releases. There are continuous improvements in terms

of new services supporting new regions, new features of the services
being released in additional regions, and more and more capabilities are
made globally available every other week. With the pace at which Azure
is expanding its services and features, it opens up new scenarios of how
a solution is designed, planned, and implemented. The same goes with
Azure Monitor. In the coming days, expect to see several changes that
make this scalable, multi-cloud, highly available, reliable monitoring
platform even more agile and robust.
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