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Developmental psychopathologists often seek to 
explain change over time in psychiatric syn-
dromes and behavioral constructs. Because the 
rate and form of change may be unique to particu-
lar children, complex interactions among person-
level characteristics, environmental characteristics, 
genetic/biological characteristics, and time are 
often hypothesized and investigated (e.g., Petersen 
et  al., 2012). However, before we can assess 
change over time in such constructs and before we 
can investigate how change differs across chil-
dren, we must consider how to conceptualize the 
psychiatric constructs themselves, and we must 
consider what assumptions are required for quan-
tifying change. In order to address these issues, 
we first briefly discuss preliminary statistical and 
conceptual issues involving the categorical versus 
continuous representation of psychopathological 
constructs at a given time point. Second, we dis-
cuss some preconditions for quantifying change 
in such constructs across development. The third 
and fourth sections of this chapter focus on meth-
ods for  describing and predicting longitudinal 
change in psychopathological constructs; these 
methods allow recovery of interactions between 

person characteristics and time. We conclude with 
extension topics relevant to the longitudinal mod-
eling of psychopathology and some design and 
data considerations for such studies.

�Conceptualizing Psychiatric 
Syndromes as Categorical  
or Continuous

Symptoms such as anhedonia, weight change, 
and depressed mood covary or co-occur in the 
population at large. At certain severities, frequen-
cies, and durations, the joint presence of these 
symptoms, along with several others, is conven-
tionally considered to define an (unobserved) 
depression syndrome in the Diagnostic and 
Statistical Manual of Mental Disorders V 
(American Psychiatric Association, 2013). More 
generally, a psychiatric syndrome may be concep-
tualized as a dimensional or a categorical under-
lying construct. Dimensional models of 
psychopathology posit that associations among 
such depression symptoms occur because they 
mutually depend on the same underlying dimen-
sional syndrome (i.e., a depressogenic liability 
distribution). Categorical models of psychopa-
thology posit that there are homogeneous groups 
with unique symptom profiles and furthermore 
that observed associations among such depres-
sion symptoms arise due to the mixing together of 
groups with different mean profiles. For instance, 
one group might have a mean profile with high 
anhedonia and insomnia and moderate levels of 
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other symptoms, whereas another group might 
have a mean profile with high depressed mood 
and concentration problems but moderate levels 
of other symptoms.

There have been attempts to discriminate 
statistically between categorical and continuous 
representations of psychiatric constructs (for 
reviews, see Helzer, van den Brink, & Guth, 
2006; Kraemer, Shrout, & Rubio-Stipec, 2007; 
Krueger, Markon, Patrick, & Iacono, 2005; 
Widiger & Samuel, 2005). Recent approaches 
(e.g., Brown & Barlow, 2005; Conway, Hammen, 
& Brennan, 2012; Gillespie, Neale, Legrand, 
et al., 2011; Hallquist & Pilkonis, 2012; Lubke, 
Muthén, & Moilanen, et al., 2007; Muthén, 2006; 
Trull & Durrett, 2005; Walton, Ormel, & Krueger, 
2011; Witkiewitz et al., 2013) involving analyses 
of symptom-level data have often involved 
comparing the fit of alternative statistical models 
that explain associations among symptoms 
using either latent dimensions—factor analysis 
models—or categories—mixture models such 
as latent class or latent profile models. 
Representations that combine both categories 
and continua have also been considered and have 
received attention in DSM-V (Regier, Kuhl, & 
Kupfer, 2013). Although there is no guarantee 
that the better fitting model corresponds to the 
true nature of psychiatric syndromes in the 
population (Bollen, 1989; Lubke et  al., 2007), 
this assumption often seems to be employed. The 
ability to accurately discriminate between these 
categorical and continuous representations of 
psychopathology has been shown to depend on, 
for instance, sample size and the separation 
among classes, if classes exist (Lubke, 2012; 
Lubke & Neale, 2006, 2008). Historically, taxo-
metric methods have also been used for discrimi-
nating classes from continua for psychiatric 
constructs (see Haslam, Holland, & Kuppens, 
2012; Waller & Meehl, 1998), though these 
approaches have recently been shown to have key 
limitations compared to mixture models for this 
purpose (see Lubke & Tueller, 2010).

Ongoing interest in representing psychiatric 
constructs categorically often stems from the fact 
that ultimately categorical decisions will need to 

be made regarding who will get treatment (cases) 
and who will not (Costello & Angold, 2006; 
Zachar, 2000). However, syndromes may still be 
treated as dimensional in statistical models even 
if ultimately categorical treatment decisions will 
be made. In fact, dimensional models of psycho-
pathology can have advantages in terms of statis-
tical power (i.e., the chance of detecting an effect 
when there is one) and in terms of prediction 
accuracy (e.g., Bergman, von Eye, & Magnusson, 
2006; MacCallum, Zhang, Preacher, & Rucker, 
2002; Markon, Chmielewski, & Miller, 2011). 
On the flip side, syndromes may still be treated as 
categorical in statistical models even if ultimately 
theory considers them as continuous constructs. 
One rationale for doing so is that assumptions 
imposed by dimensional models of psychopa-
thology (e.g., that the underlying liability distri-
bution for depression is normal) may be violated, 
and categorical representations of psychopathol-
ogy can avoid restrictive distributional assump-
tions. However, preliminary empirical 
examinations of such latent syndrome liability 
distributions (van den Oord, Pickles, & Waldman, 
2003) have not evidenced profound nonnormality 
to date (see also Schmitt, Mehta, Aggen, 
Kubarych, & Neale, 2006; Sterba, Baldasaro, & 
Bauer, 2012).

In sum, there may be, but does not need to be, 
an exact match between how the psychopathologi-
cal construct is conceptualized theoretically (as a 
discrete or continuous syndrome) and how the 
psychopathological construct is treated in statis-
tical models. In statistical models, it may be treated 
as categorical—a binary depression diagnosis vari-
able or a nominal depression class membership 
variable—versus continuous—a continuous score 
on a depression factor or a sum of depression 
items, or a combination.

�Are We Measuring the Same 
Syndrome Construct Over Time?

There were relatively few explicit developmen-
tal modifications of DSM-IV Axis I psychiatric 
syndromes for particular age groups (see 
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Costello & Angold, 2006, for review). This was 
a topic of discussion in the revisions for DSM-V 
(e.g., Pine et al., 2011; Rutter, 2011) resulting in 
several more modifications for DSM-V (see 
Regier et al. (2013) for a review.) Historically, 
there has been an assumption that psychiatric 
syndromes manifest similarly across develop-
mental time, though they may differ in rate (e.g., 
tendency for higher levels of a disruptive behav-
ior latent construct in toddlers, higher levels of 
an anxiety latent construct in middle childhood, 
and higher levels of a depression latent construct 
in adolescence). In fact, in order to assess quan-
titative longitudinal change in a behavior or 
syndrome (a topic considered in detail shortly), 
we must be able to make this assumption that we 
are measuring the same thing over time—i.e., 
that our construct displays measurement invari-
ance. Specifically, in the context of psychiatric 
syndromes, this means each symptom should 
relate to the underlying latent syndrome in the 
same way, regardless of age.

The popular theoretical concept of develop-
mental pathways of psychopathological behavior 
(Loeber, Keenan, & Zhang, 1997; Pickles & Hill, 
2006) is not inconsistent with the existence of 
measurement invariance of psychiatric con-
structs. For instance, in one common example of 
such pathways, some children with oppositional 
defiant behavior in middle childhood desist by 
adolescence. However, among the children with 
persistent oppositionality, some develop conduct 
disorder problems in adolescence. This phenom-
enon is also called successive comorbidity 
(Angold, Costello, & Erkanli, 1999). So long as 
oppositional defiant symptoms consistently rep-
resent that syndrome over time and so long as 
conduct disorder symptoms consistently repre-
sent that syndrome over time, measurement 
invariance could still hold. An example of a 
theory that suggests violation of measurement 
invariance is that of Patterson (1993) who sug-
gests that there is one underlying liability for 
antisocial behavior that he likens to a chimera; 
it manifests qualitatively differently over time 
depending on the cognitive level and develop-
mental milestones of a given developmental 

period. Whereas biting could be an indicator of 
the antisocial behavior construct in toddlerhood, 
it would not be an equally valid indicator in 
adolescence. Another theory that suggests viola-
tion of measurement invariance posits develop-
mental differentiation of psychopathology 
(Knapp & Jensen, 2006; Lilienfeld, Waldman, & 
Israel, 1994) in which psychiatric syndromes are 
thought to be undifferentiated in early childhood. 
With advances in cognitive and emotional capa
city, distinct syndromes like those described in 
the DSM are thought to be eventually capable of 
manifesting.

It is possible to statistically evaluate whether 
measurement invariance holds, presuming the 
availability of multivariate, longitudinal, 
symptom-level data. The particular statistical 
method for doing so will depend on whether psy-
chopathology is being represented dimensionally 
(i.e., using syndrome factors) or categorically 
(using discrete classes with differing symptom 
patterns). Using the dimensional representation, 
measurement invariance can be evaluated using a 
longitudinal factor analysis framework (e.g., 
Tisak & Meredith, 1990). A factor analysis 
model is specified at every time point, and 
increasingly restrictive constraints are tested 
regarding the stability of the relationship between 
symptom indicators and syndrome factors across 
time points. Instead of using the categorical rep-
resentation, measurement invariance can be eval-
uated using a latent transition model framework 
(Collins & Wugalter, 1992). In this framework, a 
latent class model is specified at every time point, 
and classes at times t−1 and t are related; increas-
ingly restrictive constraints are tested regarding 
the stability of symptom endorsement probabili-
ties within-class across-time (see Collins & 
Lanza, 2010 for an example).

One possible manifestation of measurement 
noninvariance in the form of developmental dif-
ferentiation would be if the number of factors or 
number of classes representing a construct 
increased over time. In one illustrative analysis 
that used a dimensional representation of Axis I 
DSM-IV syndromes, the factor structure repre-
senting these syndromes in preschoolers (Sterba, 
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Egger & Angold, 2007; see also Strickland et al., 
2011) remained largely similar in a separate sam-
ple across middle childhood to adolescence, with 
little evidence of developmental differentiation 
except with respect to generalized anxiety and 
depression in later adolescence (Sterba et  al., 
2010). If measurement invariance is partially 
supported (e.g., most but not all items retain the 
same relationship to their respective construct 
over time), longitudinal change in the construct 
can still be quantified so long as (a) some items 
display measurement invariance (called anchor 
items) and (b) a longitudinal model is chosen that 
explicitly allows for noninvariant symptom-to-
syndrome relationships over time. Quantifying 
change with partially invariant constructs is dis-
cussed in Edwards and Wirth (2009), and costs of 
assuming full invariance when only partial invari-
ance holds are described in Wirth (2008). New 
Bayesian methods for more flexibly imposing 
partial measurement invariance are described in 
Muthén and Asparouhov (2013). In the subse-
quent sections, we assume measurement invari-
ance of psychological constructs and focus 
instead on alternative approaches for quantifying 
change.

�Describing Growth  
in a Psychological Construct

A common objective of developmental psycho-
pathology applications is describing and pre-
dicting growth in a target psychopathology 
construct over time (e.g., Curran & Willoughby, 
2003; Dougherty, Klein, & Davila, 2004; 
Lenzenweger, Johnson, & Willett, 2004). Later 
we consider quantifying multivariate change in 
multiple constructs at once. For simplicity, sup-
pose that we have an observed outcome repeat-
edly measured for N persons (i = 1…N) across 
t = 1…T time points. Our observed repeated 
measure itself  could be categorical or continu-
ous. In the running example in this and the next 
section, our repeated measure is a binary physi-
cal aggression indicator recorded at T = 3 time 
points spaced approximately one year apart. 

This measure was collected from N = 428 young 
adults who were recruited in 2002 at age 17–181 
as they were transitioning out of Midwestern 
state-run or foster care facilities (Courtney & 
Cusick, 2007). This repeated measure will exhibit 
a particular mean trend over time, and its scores 
will be correlated over time. We can also expect 
that there will be heterogeneity around the 
sample mean trend in individual patterns of 
change over time—these individual patterns are 
often called individual trajectories of change.

Statistically, we have alternatives for model-
ing this heterogeneity. As two examples, we 
could account for this heterogeneity by assum-
ing that individual trajectories vary continuously 
around a population mean trajectory, and then 
we could estimate a mean trend and continuous 
variability around this trend. This approach is 
often called random coefficient growth model-
ing (RCGM), hierarchical linear modeling, or 
latent curve modeling (Bollen & Curran, 2006; 
Singer & Willett, 2003). Figure  6.1 Panel (a) 
depicts a decreasing marginal mean trajectory 
(bold solid line) from a RCGM for our running 
example, superimposed upon a continuous dis-
tribution of individual trajectories implied by the 
model (thin grey lines). An alternative is to 
account for individual heterogeneity in change 
over time by assuming that it can be described 
by a finite number of prototype trajectories and 
that we can statistically select an optimal num-
ber of prototype trajectories. Children following 
the same prototype trajectory are considered 
members of their own latent trajectory class. 
Specifically, within a class, individuals are 
assumed to follow the same trend apart from 
random noise, although the functional form of 
the trend can differ between classes. This 

1 Exact ages for participants in this Crime during the 
Transition to Adulthood dataset, at www.icpsr.umich.edu, 
were not available to the public. A physically aggressive 
conduct offense was considered to have occurred if an 
adolescent over the past 12 months participated in a group 
fight, shot or stabbed someone, pulled a knife or gun, 
badly injured someone, or threatened someone with a 
weapon. Other representations of this aggression con-
struct would be possible.
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approach is often called latent class growth mod-
eling (LCGM) or semiparametric group-based 
trajectory modeling (Muthén, 2001; Nagin, 
1999); a related model not considered in detail 
here is called a growth mixture model (e.g., 
Muthén & Shedden, 1999). Figure 6.1 Panel (b) 
depicts the results of fitting a LCGM to the run-
ning example dataset. The best-fitting2 3-class 
solution is shown. These classes are seen to dif-
fer qualitatively in functional form (e.g., a high-
chronic, low-stable, vs. decreasing shape). They 
also differ in probability of class membership 
(i.e., class proportions: 0.11 vs. 0.37 vs. 0.52, 
respectively).

Hundreds of applications of RCGMs and 
LCGMs (and closely related models) in the 
developmental psychopathology field have been 
published in the last decade alone (for reviews, 
see Nagin & Odgers, 2010; Sterba et al., 2012). 
Many of these applications have been in areas 
of substance abuse, delinquent behaviors, and 
internalizing behavior. Although there has been 

2 The best-fitting number of classes was determined using 
Akaike’s information criterion and the Lo-Mendell-Rubin 
adjusted likelihood ratio test.

some discussion of which model is best to apply 
under certain conditions (e.g., Maughan, 2005; 
Nagin & Tremblay, 2005b; Raudenbush, 2001, 
2005; Sampson & Laub, 2005), this has remained 
unresolved because even when both models are 
fit to the same data, it is difficult to statistically 
tell if extracted LCGM trajectory classes truly 
exist or whether they are approximating an 
underlying continuous distribution of individ-
ual differences in change (Bauer & Curran, 
2003a, 2003b).

Instead, there has been increasing interest in 
synthesizing LCGM and RCGM results across 
and within studies (e.g., Connell, Dishion, & 
Deater-Deckard, 2006; Hirsh-Pasek & Burchinal, 
2006; Reinecke, 2006; Romens, Abramson, & 
Alloy, 2009). One obstacle to this synthesis has 
been the perception that a RCGM implies only one 
trajectory (the mean trend) and thus is not compa-
rable to LCGM results that extract multiple class 
trajectories. Even efforts to synthesize LCGM 
results across studies have encountered obstacles. 
Many researchers expected that if classes literally 
correspond to population subgroups, the number 
of best-fitting class trajectories in LCGM should 
be replicable across studies using the same outcome 
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Fig. 6.1  Unconditional RCGM versus LCGM aggres-
sion trajectories for the empirical example. (a) RCGM 
mean trajectory (bold solid line) & 150 model-implied 

individual trajectories (thin gray lines) and (b) LCGM 
with 3 class trajectories. Notes. RCGM random coefficient 
growth model, LCGM latent class growth model
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(e.g., antisocial behavior). Such replicability has 
not been found (e.g., Fontaine, Carbonneau, 
Vitaro, Barker, & Tremblay, 2009; Horn, 2000; 
Nandi, Beard, & Galea, 2009; Skardhamar, 2010; 
van Dulmen, Goncy, Vest, & Flannery, 2009). 
For instance, in Fontaine et al.’s (2009) review of 
21 applications of LCGM to girls’ antisocial 
behavior, 5 % of studies had >5 classes, 29 % had 
5 classes, 28 % had 4, 28 % had 3, and 10 % had 
2. The proportions and shapes of these classes also 
differed widely [e.g., chronic (4  %), escalators 
(12  %), desistors (35  %), late onsetters (17  %), 
nonoffenders (32 %) vs. high rising (35 %), low 
(65 %) vs. high decreasers (4 %), low decreasers 
(15 %), near zero (81 %)]. Statistically, however, 
these findings are not surprising; the best-fitting 
number of LCGM trajectory classes extracted 
depends to some extent on N and T, just as the 
amount of continuous variability detectable in 
RCGM (e.g., continuous variation in just inter-
cepts or also in linear and quadratic slopes of time) 
is known to depend on N and T (Fitzmaurice, 
Laird, & Ware, 2011; Hedeker & Gibbons, 2006). 
Other factors, such as measurement/distributional 
properties of the outcome and sampling character-
istics, also affect the amount of heterogeneity that 
can be accounted for with either trajectory classes 
or continua (Bauer & Curran, 2003a; Eggleston, 
Laub, & Sampson, 2004; Jackson & Sher, 2008). 
Even if we could equate across-study characteris-
tics when comparing LCGM applications within a 
given topic area (e.g., antisocial behavior), how-
ever, we still face the inability to integrate descrip-
tive results across studies when LCGM is fit in one 
study and RCGM is fit in another study.

We can circumvent the latter impasse by shift-
ing from focusing exclusively on description of 
individual change over time to focusing on the 
more concrete and arguably more clinically rele-
vant objective of explaining and predicting indi-
vidual patterns of change over time (Butler & 
Louis, 1992; Cudeck & Henly, 2003; Raudenbush, 
2005; Sterba & Bauer, 2013). We will later see 
that considering prediction of change over time 
yields opportunities for comparing and synthe-
sizing LCGM and RCGM results within and 
across developmental psychopathology studies.

�Predicting Growth  
in a Psychological Construct

Both RCGM and LCGM allow prediction of 
growth trajectories, using either time invariant 
covariates (TICs, e.g., gender, race, presence of 
birth trauma, presence of a particular gene) that 
are measured once or time-varying covariates 
(TVCs, e.g., whether an adolescent became 
homeless at time t, joined a gang at time t, or was 
pregnant at time t) that are measured at multiple 
repeated time points. The effect (i.e., slope) of 
time may differ across values of a TIC, such as if 
rate of change in the antisocial behavior outcome 
is more positive for boys than girls. The effect of 
a TVC could also differ across time (e.g., if peer 
victimization at t = age 13 had a larger effect on 
antisocial behavior than did peer victimization at 
t = age 18). When the effect of a predictor differs 
across the levels of another predictor (here, for 
instance, time), this is statistically termed an 
interaction. Higher order interactions involve 
more than two variables. Nonlinear interactions 
imply that the effect of a predictor depends 
nonlinearly on the levels of another variable (see 
Aiken & West, 1991 for examples). It is also 
possible for TICs to interact with each other or to 
interact with particular TVCs, but our illustration 
here focuses on interactions involving time.

Recovery of potentially complex interactions 
involving person-level variables, environmental/
contextual variables, and biological/neurological 
variables over time is central to many research 
traditions in the developmental psychopathology 
field, including the person-oriented research para-
digm (Bergman & Magnusson, 1997; Cairns, 
Bergman, & Kagan, 1998; Muthén & Muthén, 
2000; Sterba & Bauer, 2010a, 2010b; Von Eye & 
Bergman, 2003) and the holistic-interactional 
research paradigm (e.g., Gottleib & Halpern, 
2002; Magnusson, 1985). The latter paradigm, for 
instance, calls for investigating “how person fac-
tors and environmental factors—independently 
and jointly in interaction—operate and influence 
the course of development from childhood to ado-
lescence” (Magnusson, 1985, p. 119). Put simply, 
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incorporating interaction relationships allows for 
conclusions to be made about change over time in 
a psychological construct with a greater degree of 
individual specificity. One could conclude that 
children with a particular constellation of charac-
teristics may have differently shaped trajectories 
(with different rates of change over time in the 
outcome) than children with another constellation 
of characteristics.

Methods like LCGMs which classify children 
into classes or clusters are thought to have a 
distinct advantage for recovering complex 
potentially nonlinear interactions, compared to 
regression-based methods which do not extract 
classes, such as RCGM (e.g., Bergman, 2001; 
Bergman & Trost, 2006; Connell et  al., 2006; 
Laursen & Hoff, 2006; Moffitt, 2006, 2008; 
Muthén, 2001, 2004; Nagin & Tremblay, 2005b; 
Segawa, Ngwe, Li, Flay, & Coinvestigators, 
2005). The anticipated advantages of 
classification-based methods such as LCGMs 
may be based on the perspective that models like 
RCGMs can only accommodate linear predictive 
relationships (Hill, White, Chung, Hawkins, & 
Catalano, 2000; Shaw & Liang, 2012; Torppa, 
Poikkeus, Laakso, Eklund, & Lyytinen, 2006)—
despite the fact that procedures exist for incorpo-
rating nonlinear and/or interactive predictor 
relationships in models such as RCGMs (Aiken & 
West, 1991; Curran, Bauer, & Willoughby, 2004). 
Anticipated advantages are also attributed to clas-
sification methods’ greater flexibility in account-
ing for predictor relations (e.g., Laursen & Hoff, 
2006; Pastor, Barron, Miller, & Davis, 2007).

However, Sterba and Bauer (2013) showed 
that, rather than one model being inherently 
superior at recovering such relationships, LCGMs 
and RCGMs accommodate interactions in differ-
ent ways, and if specified appropriately both 
models can approximately equally well recover 
the same interactions—even higher-order nonlin-
ear interactions. For instance, to accommodate 
interactions between TICs and time, RCGMs 
require explicitly including product terms (e.g., 
TIC × time, TIC × time2, TIC2 × time) as predic-
tors of the outcome. In contrast, LCGMs accom-
modate interactions between TICs and time by 

including the TIC as a main effect predictor of 
class membership. The class trajectories, which 
differ in functional form of time, are then 
weighted by the probability of class member-
ship—which is now conditional on the TIC. This 
specification intrinsically accommodates interac-
tions between TIC and time. Thus, for recovering 
complex interactions involving TICs and time, 
these models require different things. RCGMs 
require entering higher-order product terms as 
covariates, whereas LCGMs require more 
classes, higher-order functional forms of time 
within class, and class-varying predictor effects 
(Sterba & Bauer, 2013). Yet for other kinds of 
interactions, both models require the same proce-
dures. For instance, both models can account for 
an effect of a TVC that differs over time, by either 
including an explicit product term TVC × time as 
a covariate or by specifying different slopes of 
the TVC at each time point.

We now use our running example on physical 
aggression to illustrate how our RCGM and our 
3-class LCGM each account for similar patterns 
of change for adolescents with particular TIC and 
TVC characteristics. In other words, despite the 
fact that marginally the RCGM implies one mean 
trajectory and the LCGM implies 3 class-specific 
mean trajectories, both models will be able to 
recover approximately the same predicted trajec-
tories of change conditional on chosen person-
level characteristics. For our example, TICs of 
interest are: presence of an alcohol or substance 
abuse diagnosis at time 1 (alci), male gender 
(malei), level of social support (supi, a standard-
ized scale score from Sherbourne and Stewart’s 
[1991] inventory), and presence of a prior arrest 
record (arri). TVCs of interest are whether an 
adolescent was in school at time t (schit) and 
whether the adolescent was selling drugs at time 
t (sellit). An i subscript for a predictor denotes 
that it can have a unique value for every person, 
and an it subscript denotes that it can have a 
unique value for every person at every time point.

Though key results are shortly presented in 
graphical format, for interested readers, we briefly 
present the formulas for predicted trajectories—
expected values of the outcome at each time point 
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given chosen values of the covariates. For the 
logic behind calculating predicted trajectories to 
convey conditional relationships over time, see 
Bauer and Shanahan (2007), Curran et al. (2004), 
Nagin and Tremblay (2005a), or Sterba and Bauer 
(2013). Importantly, although predicted trajecto-
ries are not often presented in LCGM applica-
tions, Nagin and Tremblay (2005a) recommend 
their use because “even if the groups [i.e., latent 
trajectory classes] are thought of as real entities, it 

is not possible to assign individuals definitively to 
a specific trajectory ex ante based on number of 
risk factors. It is possible to construct only an 
expected trajectory” (p. 885).

Since our outcome is binary, our focus is on 
the predicted probability of physically aggressing 
at time t (i. e., yit = 1) given covariates, which we 
refer to as p̂it . For RCGM, we can calculate p̂it  
for person i at time t from the following equation 
for the log-odds:

	

log ( (1  ))ˆ ˆ supp pit it/ - = g g g g g

g
00 01 02 03 04+ + + + +alc male arri i i i

110 11 12 13 14 2 30+ + + +( ) + +g g g g g galc male arr time selli i i i it t itsup sschit 	

(6.1)

γ‘s are estimated model coefficients. Note that 
the fact that time is multiplied by all quantities 
inside the parentheses implies interactions of 
time with each alci, malei, supi, and arri. Finally, 
note that sellit was allowed to interact semipara-

metrically with time because it has a different 
effect per time point (γ2t for t = 1–3). For LCGM, 
we can calculate p̂it  for person i at time t from 
the following equation for the log-odds:
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K is the number of classes (in our example, 3). 
A k superscript for a model coefficient implies 
that coefficient varies across latent classes 
k = 1…K. In Eq. (6.2), β s are estimated coeffi-
cients for time and for TVCs in the within-class 
trajectory. Note that sellit is again allowed to 
interact with time as in Eq. (6.1) via a different 
effect per time point (β2t

(k)  for  t = 1 … 3). πi
(k) is 

person i’s probability of membership in class k. 
In Eq. (6.3), person i’s probability of class mem-
bership is shown to be predicted by the TICs 
using a multinomial logistic specification. δ ‘s are 
multinomial logistic coefficients and are fixed to 
0 in the last class for identification.

For illustrative purposes, we chose to plot 
predicted trajectories of physical aggression 

propensity from each fitted model (RCGM and 
LCGM) at four chosen combinations of covariate 
values. Figure  6.2 depicts predicted trajectories 
for males with no baseline alcohol diagnosis, low 
social support, and a prior arrest record who quit 
school at time 2; these males either did (dashed 
line) or did not (solid line) begin to deal drugs. We 
can see that both the RCGM and LCGM predict 
that males with such multiple risk factors will 
likely start with high aggression at age 17–18 but 
rapidly decrease over time in their probability of 
physical aggression even if they quit school 
without a college degree. However, starting to 
deal drugs at approximately age 18–19 (time 2) 
stabilizes the probability of continued clinically 
meaningful aggression. Correspondingly, there 
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was statistically significant evidence of a drug 
dealing by time interaction in both models. 
Figure 6.3 depicts predicted trajectories for both 
fitted models at a different combination of covari-
ates: adolescents who have a baseline alcohol 
diagnosis, stay in school, do not deal drugs, have 
no arrest record, have high social support, and are 
either female (dashed line) or male (solid line). 
These adolescents have multiple contextual pro-
tective factors such as strong social support, 
though they do still have the risk factor of a prior 
substance abuse disorder. Nonetheless, particu-
larly for females with these characteristics, we see 

a relatively low probability of physical aggression 
over time; for males we see a moderate and 
decreasing propensity.

In sum, when we only talk about describing 
change over time with categorical versus 
continuous variation growth models (Fig.  6.1 
Panels a vs. b), it is difficult to reconcile results 
across models. Nevertheless, when we move on 
to talk about predicting and explaining individual 
change over time using covariates, similar pre-
dictive patterns can emerge from both kinds of 
models given equivalently flexible specification 
of both. Still, flexible specifications of either 
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Fig. 6.2  Predicted aggression trajectories for males with no baseline alcohol diagnosis, low social support, and a prior 
arrest record who drop out of school at time 2. At time 2 these males start dealing drugs (dotted line) versus do not 
start dealing drugs (solid line)
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Fig. 6.3  Predicted aggression trajectories for participants who have a baseline alcohol diagnosis but stay in school, do 
not deal drugs, have no arrest record, have high social support, and are female (dotted line) versus male (solid line)
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model can potentially run into practical problems 
recovering interactions of TICs or TVCs and 
time, particularly in small samples. For RCGMs, 
many product terms could induce estimation 
problems due to multicollinearity; for LCGMs, a 
sufficient number of classes to allow full varia-
tion of the predictor effect across time may not be 
estimable. Additionally, each kind of model pres-
ents unique conceptual challenges involving 
interpretation. Because TICs predict the entire 
trajectory as a whole in the LCGM (Eq. 6.3), we 
lack information about whether a TIC’s effect 
entails a main effect or interaction with time. On 
the other hand, although the RCGM conveys 
whether particular main or interaction effects of 
predictors are statistically significant, the 
researcher is tasked with conceptually reintegrat-
ing this information to obtain a holistic under-
standing of predictive relations (Magnussan, 
1998). For instance, from the running example 
LCGM, we learn that gender significantly differ-
entiated class membership between each class 1 
versus 3 and 2 versus 3, whereas from the RCGM 
we learn that there was a significant main effect 
of gender on intercepts, but not an interaction of 
gender with time.

Other interactions could have been investi-
gated in our running example; for instance, if 
we posited that the amount by which predicted 
trajectories change across levels of social sup-
port differs by gender, RCGM would require 
inclusion of a three-way product term 
malei × supi × timeit predictor, whereas LCGM 
would require inclusion of a two-way product 
malei × supi predicting class membership, with 
its effect allowed to vary across class. This 
empirical dataset was limited in the kinds of 
nonlinear interactions with time that could be 
investigated due to the relatively small number 
of time points (T = 3); to see examples of recov-
ery of higher-order nonlinear predictive rela-
tionships recovered with both RCGM and 
LCGM, see Sterba and Bauer (2013). Finally, 
note that predicted trajectories can be calcu-
lated, plotted, and compared using estimates 
from already-published RCGM and LCGM 
applications (regardless of the number of 
classes) so long as similar predictor sets were 
used. Doing so would facilitate refining of 

theories about longitudinal predictor-outcome 
relationships, in the context of methodological 
pluralism.

�Modeling Psychopathology Across 
Developmental Time: Extension 
Topics

The earlier sections “Describing Growth in a 
Psychological Construct” and “Predicting 
Growth in a Psychological Construct” of this 
chapter focused on methods for describing and 
predicting change in univariate models for one 
behavioral or psychiatric construct over time. 
Many extensions are possible, a few of which are 
highlighted here. Addressing questions about 
whether the course of one behavior or syndrome 
(e.g., depression) concurrently or sequentially 
affects the course of another behavior or 
syndrome (e.g., separation anxiety) requires 
multivariate longitudinal models (e.g., Farrell, 
Sullivan, Esposito, Meyer, & Valois, 2005). 
Multivariate extensions of LCGM models that 
relate class membership on multiple behaviors 
are reviewed in Nagin and Tremblay (2001) and 
Nagin (2005). Multivariate extensions of RCGMs 
that relate aspects of change on multiple behav-
iors are reviewed in MacCallum, Kim, Malarkey, 
and Kiecolt-Glaser (1997) and Duncan, Duncan, 
and Stryker (2006). If repeated measures on 
behavior A were collected before repeated mea-
sures on behavior B, these models can capture 
sequential relations among the behaviors’ pat-
terns of change. If repeated measures on behavior 
A were collected simultaneously with repeated 
measures on behavior B, these models capture 
parallel relations among each behavior’s 
pattern(s) of change. Using such models, it may 
be of interest to examine whether the effects of 
TICs (say, treatment) on the slopes of one syn-
drome are mediated by the intercept (or slope) of 
the other syndrome (e.g., von Soest & Hagtvet, 
2011). Also, in the case of multiple-informant 
data (e.g., parent, child, teacher report), it would 
be possible to specify a parallel process RCGM 
or LCGM, interrelating change in maternal report 
(process A), child report (process B), and teacher 
report (process C), for example (e.g., Kobor, 
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Takacs, Urban, & Csepe, 2012; Obrien & 
Fitzmaurice, 2005). Other options for modeling 
change in multiple-informant data include fitting 
one change trajectory to a superordinate latent 
construct that is itself defined by repeated mea-
sures from multiple informants (Hancock, Kuo, 
& Lawrence, 2001; Petersen et al., 2012).

Additionally, although prior sections have 
focused on the description and prediction of 
change, another common goal is to use aspects of 
change themselves to predict a distal outcome, 
such as whether at a follow-up assessment a hos-
pitalization, suicide attempt, psychiatric diagno-
sis, college graduation, employment, or 
incarceration had occurred (e.g., Rudolph, Troop-
Gordon, Hessel, & Schmidt, 2011). LCGMs and 
RCGMs can be extended to include distal out-
comes which are often predicted, in the former 
case, by class membership and, in the latter case, 
by the continuously distributed aspects of change, 
i.e., intercepts and/or slopes of time (see, e.g., 
Bollen & Curran, 2006; Muthén, 2004). For 
instance, if two latent trajectory classes of mark-
edly different initial levels and functional forms 
had equivalent rates of a psychiatric diagnosis 
distal outcome, this would be an example of 
equifinality (Cicchetti & Rogosch, 1996).

�Design and Data Considerations  
for Longitudinal Modeling  
of Psychopathology

We have thus far focused on alternative model 
specifications that may be of use in answering 
particular research questions in developmental 
psychopathology. New design and data collection 
features can expand these modeling possibilities. 
For instance, developmental psychopathology 
research is enriched by increasingly multimodal 
data collection methodologies. Neuroimaging 
data and/or DNA sequencing data collected on 
existing longitudinal samples provides new pre-
dictors of psychopathology trajectories and new 
avenues for investigating gene-environment 
interactions (for methodological reviews, see 
Dodge & Rutter, 2011; Lindquist, 2008). 
Developmental psychopathologists also have 
increasing possibilities for individual-specific 

number, spacing, and timing of data collection 
occasions using technology developed for inten-
sive longitudinal designs, also called daily diary 
studies (see Walls & Schafer, 2008 for review; 
see also Mehta & West, 2000; Sterba, 2013).

Additionally, it is now more feasible for devel-
opmental psychopathologists to conduct second-
ary data analyses of large-scale, and often 
publicly available, complex probability samples 
involving clustering, stratification, and known 
but unequal probabilities of selection (e.g., the 
National Comorbidity Survey). The use of such 
probability samples has long been recommended 
by developmental epidemiologists (e.g., Costello 
& Angold, 2006), and recent statistical develop-
ments allow for their complex design features to 
be accommodated in popular statistical models 
(Muthén & Satorra, 1995; Sterba, 2009; Wu & 
Kwok, 2012). New statistical developments in 
the area of integrative data analysis (IDA), 
involving pooling more than one sample in a sin-
gle analysis (Curran, 2009), can help to alleviate 
persistent problems involving underpowered 
studies in the field. See Bauer and Hussong 
(2009) for an IDA application in the area of inter-
nalizing behavior. Finally, recent advances in sta-
tistical estimation involving nonnormal and 
categorical data in latent variable modeling 
frameworks (Bandalos, 2013; Wirth & Edwards, 
2007) provide new possibilities for the analysis of 
symptom-level data using more complex models 
than were feasible even 10 years ago.

�Summary

The increasing availability of repeated measures 
data and rapidly advancing statistical modeling 
techniques suitable for addressing longitudinal 
research questions present exciting opportuni-
ties for developmental psychopathologists. We 
began by identifying background conceptual and 
statistical issues involving the representation of 
individual differences in psychopathological 
constructs as continuous or discrete (using mul-
tiple symptom indicators at a single time point). 
This topic has received increased attention in 
DSM-V with respect to representing not only 
individual sysndromes but also relations among 
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them (as higher-order dimensions and/or catego-
ries; Regier et al. 2013). Then, in the second 
section we discussed preconditions necessary for 
studying quantitative change in such constructs. 
In the third section we discussed alternative 
models (namely, RCGMs and LCGMs) for 
describing and predicting change; these models 
posit that individual differences in change are 
continuous or discrete (using repeated measures 
of a single construct). It was illustrated in the 
fourth section that, even when LCGMs and 
RCGMs give fundamentally different results 
regarding the description of change, they can pro-
vide convergent results regarding the prediction 
of change—which is often of ultimate interest to 
developmental psychopathologists. As such, the 
fourth section described new opportunities for 
investigating substantive convergence of pub-
lished findings on prediction of individual change 
across studies using very different statistical 
modeling strategies. Finally, we concluded with 
modeling extension topics as well as several data 
collection and design considerations particularly 
relevant to developmental psychopathologists. 
Developmental psychopathologists are encour-
aged to seek models suited to emerging research 
questions and designs—while at the same time 
remaining familiar with the assumptions, limita-
tions, and interconnections among new and exist-
ing models.
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