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Preface

There are many kinds of nanostructures, including the extensively studied quantum
dots, nanowires, nanotubes, and graphenes. Most of them are solid-state nano-
materials. Nanodroplets in liquid form offer a unique platform for nanoscience
and nanotechnology. Their liquid drop dynamics plays an important role in the
formation, characterization, and application of related nanostructures. This book,
with 15 chapters from 38 authors, combines experimental studies and theoretical
analysis of nanosized droplets, with the aim of establishing collective effects
as a promising research field of nanodroplets science and technology. Because
nanodroplets may offer their own particular valuable properties, such as confined
environment for nanomaterial synthesis, a venue to carry other nanomaterials, or
subsequent novel nanostructures through liquid transition, nanodroplets science and
technology finds a broad spectrum of applications in electronics and optoelectronics.

The first five chapters cover the formation of several kinds of nanodroplets.
Charged nanodroplets and ion clusters are of great interest for the manipulation
and fabrication of complex and adjustable nanostructures. In Chap. 1, a method
to generate charged nanodroplets and its underlying mechanism based on the
Thomson theory of ion-induced nucleation are discussed together with several suc-
cessful applications of charged nanodroplets in nanotechnology and biotechnology.
Chapter 2 shows that by thermally annealing electrospun fibers of immiscible
polymer blends, the ribbon- or fiber-like dispersed phase can offer polymeric
nanodroplets, which in turn can be used to study the fractionated crystalliza-
tion and homogeneous nucleation of multifarious semicrystalline polymers. The
latter include poly(ethylene oxide), poly(vinylidene fluoride), polyethylene, and
polypropylene. Chapter 3 highlights dynamics studies of nanodroplet nucleation
and growth using a wet scanning transmission electron microscope detector in
environmental scanning electron microscopy. Chapter 4 reviews physical, chemical,
and hybrid methods and mechanisms to assemble nanoscale metallic structures
in suspensions, on two-dimensional substrates, and in 3-dimensional matrices,
respectively. Chapter 5 provides a way to assemble ordered Ga metal nanodroplets
by low-energy ion sputtering on GaAs surfaces.

v
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The intrinsic properties of nanodroplets and their reactions with the surround-
ing environment are discussed in Chaps. 6–9. Chapter 6 investigates molecular
dynamics simulations of the crystallization of a nanometer-sized Au droplet and the
coexistence of liquid and solid phases in a nanometer-sized Ag droplet. Chapter 7
focuses on the static and dynamic peculiarities of nanodroplets on structured sur-
faces with special emphasis on theory. Chapter 8 reports the fragmentation behavior
of pure nanodroplets and of polymer-loaded droplets using molecular dynamics
simulation. Chapter 9 reveals light properties, such as light extinction, polarization,
and phase, of polymer films containing nanosized liquid crystal droplets.

Chapters 10–15 review recent experimental and theoretical advances in various
aspects of nanodroplet applications. Chapter 10 introduces fundamental properties
of helium droplets and their applications to the study of clusters and nanoparticles,
which shows new possibilities for using helium droplets as a powerful tool in
nanoparticle synthesis. Chapter 11 focuses on reactive dynamics and confinement
effects of Auramine O in confined water environment by reversed micelles. Methods
and simulation of Brownian deposited nanodroplets and carbon nanofiber growth
via the “vapor–liquid–solid” route are presented in Chap. 12. In Chap. 13, molecular
dynamics simulations of water nanodroplets and drag phenomena of nanodroplets
on carbon nanotubes by vibrations and by coupling to distantly solvated ions are
presented. Chapter 14 then introduces atomistic pseudopotential theory and related
investigations on nanodroplet epitaxial GaAs/AlGaAs quantum dots by molecular
beam epitaxy using this methodology. The Ga nanodroplets are transformed into
GaAs quantum dots in this case. Chapter 15 concentrates on the local droplet
etching nanofabrication technique which is applied in situ during molecular beam
epitaxy and shows great advantages in growing strain-free, highly uniform, and size
adjustable nanostructures like quantum dots and quantum pillars.

Finally, the editor would like to express great appreciation for the chapter
authors’ thoughtful contributions and hopes that this book will encourage greater
interest in our research community in the promising field of nanodroplets science
and technology. The editor is also grateful to Mr. Lei Gao for providing helpful
editorial assistance and is pleased to acknowledge financial support from 111 project
No. B13042.

Chengdu, People’s Republic of China Zhiming M. Wang
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Chapter 1
Generation of Nanodroplets and Its Applications

Motoaki Adachi and Takuya Kinoshita

Abstract The generation mechanism of charged nanodroplets is explained here
using Thomson theory for ion-induced nucleation. Also described are the charged
nanodroplet generator (CNDG) based on this theory and the method to measure the
size of charged nanodroplets. The CNDG can generate charged nanodroplets with
a geometric mean diameter Dpg = 1.3–1.8 nm for TEOS and Dpg = 1.3 nm for H2O
in O2 gas and with Dpg = 5.0–5.5 nm for Co(CO)3NO in H2 gas. Four successful
applications of these charged nanodroplets are also described as the following: (1)
synthesis of non-agglomerated SiO2 nanoparticles with a diameter smaller than
10 nm, (2) patterning on a substrate by selectively depositing nanoparticles onto
a charged line pattern, (3) fabrication of a high-performance magnetoresistance
device, and (4) sterilization of bacteria (yeast fungi and Escherichia coli) by
negatively charged H2O nanodroplets.

1.1 Introduction

Nanodroplets are an underdeveloped research area. Some scientists even doubt
their existence. The reason for such lack and misunderstanding is the difficulty
in measuring the size of nanodroplets due to their instability. Their instability is
caused by their large diffusivity and high evaporation rate. Recently, numerous
atmospheric aerosol researchers have reported that the development of measurement
instruments such as the differential mobility analyzer (DMA) now enables the
observation of atmospheric nanoparticles a few nanometers in diameter (see Special

M. Adachi (�) • T. Kinoshita
Department of Chemical Engineering, Graduate School of Engineering, Osaka Prefecture
University, 1-1 Gakuen-cho, Naka-ku, Sakai, Osaka 599-8531, Japan
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2 M. Adachi and T. Kinoshita

Issue of Aerosol Sci. Technol. Vol. 45, No. 3, 2011). These observed nanoparticles
are actually nanodroplets because their main component is water. Such observations
confirm the existence of nanodroplets in nature.

Nanodroplets potentially have widespread applications in biotechnology and
nanotechnology. However, such applications require equipment or techniques by
which nanodroplets at high concentration can be stably generated. In this chapter,
we focus on nanodroplets that have a charge, which we call “charged nanodroplets,”
because charged nanodroplets are more stable and their high concentration genera-
tion is easier than uncharged nanodroplets. Here, “charged nanodroplets” comprise
cluster ions in which molecules agglomerate because one does not define the
limit of both numbers of agglomerate molecules in “charged nanodroplets” and
“cluster ions.” We describe (1) the theory behind their generation, (2) a charged
nanodroplet generator (CNDG) based on this theory, (3) the method to measure
the size distribution of the charged nanodroplets, (4) measurement results, and
(5) four successful applications of charged nanodroplets in nanotechnology and
biotechnology.

1.2 Theory of Charged Nanodroplet Generation [1]

Figure 1.1 shows a schematic of a charged nanodroplet in which dozens or possibly
hundreds of vapor molecules have condensed around a primary ion generated by
the ionization of gas. The size of a charged nanodroplet can range from 1 to several
tens of nanometers in diameter, although gaseous ions are smaller than 1 nm. The
generation mechanism of nanodroplets can be explained as follows based on the ion-
induced nucleation theory proposed by Thomson [2]. Gibbs free energy ΔG induced
by ion-induced nucleation can be expressed as

ΔG =−4
3

πrp
3 kT

vl
lnS+4πrp

2σ +
q2

2

(
1− 1

ε

)(
1
rp

− 1
r0

)
, (1.1)

where rp is the radius of a droplet generated by the condensation of vapor molecules
on an gaseous ion, k is Boltzmann constant, T is temperature, vl is volume of a liquid
molecule, S is saturation ratio, σ is surface tension of the liquid, q is charge of a
droplet, ε is specific dielectric constant of the liquid, and r0 is radius of a gaseous ion

1~several tens of nm

negative or
positive primary ion

condensablevapor
molecule

Fig. 1.1 Schematic of a
charged nanodroplet
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Fig. 1.2 Change in Gibbs free energy ΔG by ion-induced nucleation and homogeneous nucleation
at different saturation ratio S as a function of droplet radius rp [1]

(a primary ion). The first term in the right-hand side of Eq. (1.1) shows the energy
change due to the phase change from gas to liquid, the second term is the surface
energy, and the third term is the electrostatic energy. Figure 1.2a–c show changes in
ΔG with respect to rp by ion-induced nucleation at different S [solid line; Eq. (1.1)]
and by homogeneous nucleation [dotted line; at q= 0 in Eq. (1.1)]. At S≤ 1
(Fig. 1.2a), ΔG for the homogeneous nucleation increases with increasing rp, indi-
cating that a nanodroplet shrinks due to evaporation of the liquid. In contrast, ΔG for
the ion-induced nucleation has a minimum at rp = r0, indicating that a nanodroplet
reaches the size of gaseous ions r0 because gaseous ions do not grow to nanodroplets
when rp > r0 and do not evaporate when rp < r0. Therefore, gaseous ions can exist
steadily in an atmospheric environment. At S> 1 (Fig. 1.2b), ΔG for homogeneous
nucleation has a maximum at rp = r*, where r* is called the critical radius or Kelvin
radius. This maximum indicates that droplets with rp > r* grow by condensation,
whereas nanodroplets with rp < r* shrink by evaporation. Also at S> 1, the ΔG
for ion-induced nucleation has a minimum at rp = r0 and a maximum at rp = r*,
indicating that further growth of nanodroplets with rp < r* will require that the
nanodroplet exceed this maximum ΔG. Furthermore, at S> 1, the maximum ΔG
for ion-induced nucleation is much smaller than that for homogeneous nucleation,
suggesting that growth of nanodroplets by ion-induced nucleation occurs easier than
that by homogeneous nucleation. At S� 1 (Fig. 1.2c), ΔG for the ion-induced nucle-
ation decreases with increasing rp, and all gaseous ions grow to charged droplets.

1.3 Charged Nanodroplet Generator [3]

Figure 1.3 shows the charged nanodroplet generator (CNDG), which consists of an
evaporator, a high-pressure ionizer (HPI), and a nucleation tube [4]. The meaning of
high pressure used in this chapter is the pressure higher than an atmospheric pressure
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Fig. 1.3 Charged nanodroplet generator (CNDG) [3]

P> 0.1 MPa. The source vapor such as water and organic metals generated in the
evaporator is transported to the ionizer by a carrier gas (e.g., oxygen) compressed
to P= 0.1–0.3 MPa. The ionizer is kept at P> 0.1 MPa and thus creates a corona
discharge between a tungsten needle electrode and a stainless steel critical orifice
electrode. Free electrons generated by a negative corona discharge attach to the
source molecules and produce negative source-molecule ions. The sonic jet formed
by the critical orifice ejects source-molecule ions to the nucleation tube, which is
covered with a thermal insulator. In the nucleation tube, source-molecule ions grow
to nanodroplets because a supersaturation occurs due to adiabatic expansion.

The HPI has three advantageous characteristics: (1) stable ion generation in the
mixture containing vapor, (2) high ion-density production, and (3) low deposition
loss of ionized vapor in the ionizer. Advantages (1) and (2) are due to the discharge
at high pressure, and (3) is due to the sonic jet exiting the critical orifice.

The corona discharge current in O2 gas between the needle electrode and the
orifice electrode has been measured by connecting an electrometer to the orifice
electrode. Figure 1.4 shows this measured corona discharge current versus applied
discharge voltage (I–V) curves at different discharge distance (defined as the
distance between the needle and orifice electrodes) and O2 gas pressure P, revealing
that I increases with increasing V. When V <−12 kV, I does not arc when the
discharge distance is either 4 or 6 mm, but does when the distance is 2 mm,
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Fig. 1.4 I–V curves for corona discharge in HPI in CNDG [3]
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independent of O2 gas pressure. The transfer voltage from corona to arc increases
with increasing O2 gas pressure.

Figure 1.5 shows the measured effect of gas pressure and orifice size on I,
revealing that I decreases with P because ion mobility is slower under higher gas
pressure. I is affected by the orifice size at P= 0.1 MPa, but independent of the gas
pressure at P> 0.2 MPa. The cause of differences is that the gas flow in the orifice
does not reach sonic velocity (P= 0.1 MPa) or does it (P> 0.2 MPa).

Figure 1.6 shows the system to measure the current of ions Iion ejected from the
HPI. The system consists of two parallel electrodes working as an electro condenser,
a dc voltage power supply and an electrometer. The two parallel electrodes are
set inside a stainless steel chamber, which acts as an electrical shield. In the
measurements, when the dc voltage was increased from 0 to 500 V, all of the Iion–V
curves reached saturation at 80 V. Therefore, Iion was measured at 100 V.

Figure 1.7 shows the measured Iion at various V of the HPI, revealing that
Iion increased with increasing V and finally reached saturation. The saturation Iion

increased with increasing P. The ion concentration nion is calculated from Iion as
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nion =
Iion

eQHPI
, (1.2)

where e is elementary unit of a charge and QHPI is flow rate of carrier gas
exited from HPI. The ion concentration at saturation was 6.8× 109, 9.1× 109, and
1.1× 1010 cm−3 at P= 0.1 (circle key), 0.15 (square key), and 0.2 (diamond key)
MPa, respectively. These concentration values are 100–1,000 times higher than a
common corona discharge at an atmospheric pressure and were maintained longer
than 100 h of operation of the CNDG.
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1.4 Measurement of Charged Nanodroplets

1.4.1 Size Measurement Method

The size distribution of nanoparticles whose diameter is smaller than several tens
of nanometers suspended in the gas phase has been measured using a differential
mobility analyzer (DMA)/Faraday cup electrometer (FCE) system (Model DMA
III, Wyckoff Co.) when they are solid or amorphous such as SiO2 [5]. After here,
we call nanometer-sized solid or amorphous particles “nanoparticles.” Figure 1.8,
respectively, shows (a) schematics of a DMA and (b) the size classification in the
DMA. The DMA is composed of coaxial double-cylinder electrodes. A sampling slit
and an entrance slit are set on the inner and outer electrodes, respectively. A laminar
flow of charged nanoparticles travels down along the outer electrode, and a laminar
sheath flow (i.e., “clean” air in which particles have been removed by an air filter)
travels down along the inner electrode to prohibit the entry of nanoparticles into
the sampling slit. An external electric field is applied at a set voltage level V (dc
voltage is supplied to the inner electrode and the outer electrode is connected to
ground) so that only the charged nanoparticles with a specific electrical mobility Zp

can cross the sheath flow from the outer electrode to the inner electrode and thus
reach the sampling slit. The current Ip of these nanoparticles is then measured by
the FCE. The V is then changed to sample charged particles of different Zp. The Zp

of nanoparticles that reach the sampling slit at a set V is expressed as

Zp =

[
Qsh +0.5(Qnano +Qs)

2πLV

]
ln

(
R1

R2

)′
(1.3)

where R1 is the inner radius of the outer cylinder electrode, R2 is the outer radius of
the inner cylinder electrode, L is the distance from the entrance slit of nanoparticle
flow to the sampling slit, and Qsh, Qnano, and Qs are flow rates of the sheath air,
carrier gas of nanoparticles, and sampling flow, respectively.

The number concentration of charged nanoparticles classified by the DMA, np,
is calculated from the measured Ip as

np =
Ip

eQs
. (1.4)

Then, the Zp distribution based on np can then be calculated from the Ip–V curve
measured by the DMA/FCE system.

Furthermore, Zp can then be expressed as a function of particle diameter Dp as

Zp =
Cc pe

3πμDp

′
(1.5)
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Fig. 1.8 (a) Differential
mobility analyzer
(DMA)/Faraday cup
electrometer (FCE) system
and (b) size clarification of
charged nanoparticles in the
DMA (schematic in circle on
Fig. 1.8a is magnified)

where Cc is Cunningham coefficient, p is the number of charges on a particle, and
μ is the gas viscosity. Finally, the Dp distribution of the nanoparticles can then be
obtained from the Zp distribution when the particle charge is known.

If size changes of charged nanodroplets in the DMA can be ignored, above Eqs.
(1.3), (1.4), and (1.5) are used as the size classification theory for nanodroplets.
The size distribution of nanodroplets suspended in the gas phase can therefore be
measured by the DMA/FCE system. It should be noted that the humidity in the
DMA must be controlled by a humidifier and hygrometer (see Fig. 1.8a) to prevent
the size change of nanodroplets because Dp of nanodroplets is changed by the
humidity [1].
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1.4.2 Size Distributions [3, 6]

Figure 1.9 shows the Dp distributions of charged nanodroplets when tetraethy-
lorthosilicate (TEOS) is ionized by a negative discharge. In the absence of TEOS,
the peak size is 1.1 nm, whose Zp = 1.65 cm2 V−1 s−1 and is due to O2

− and/or
O2

−(H2O)n ions [7, 8]. For TEOS concentration of 8.95× 10−7 mol l−1, the peak
shifted to 1.3 nm, suggesting that the ion species changes to heavier molecules. As
the TEOS concentration increases from 8.95× 10−7 to 1.38× 10−5 mol l−1, the
peak intensity increased and the peak shifted to larger Dp. These results indicate
that negative TEOS and/or TEOS cluster ions produce and/or grow to nanodroplets.
TEOS molecules apparently are ionized by attached electrons because the mean
electron energy in the discharge field is lower than 3.2 eV [9, 10].

Figure 1.10 shows Dp distributions of negatively charged nanodroplets for H2O
vapor. The peak size of 1.1 nm when H2O vapor was not added (note that H2O
concentration was actually 100 ppm due to contamination as discussed in the next
paragraph) is due to O2

−(H2O)n ions as discussed for Fig. 1.9. When H2O vapor
concentration of either 6,000 or 12,000 ppm was added, the peak shifted to 1.3 nm.

For both Dp measurements (Figs. 1.9 and 1.10), O2 gas was the carrier gas. The
H2O concentration in the O2 gas cylinder was less than 5 ppm. The hygrometer,
however, showed that the carrier gas contained H2O vapor at a concentration of
100 ppm. The cause of the H2O contamination is that H2O molecules passed
through the wall of the vinyl tube used in the gas line. The result of this H2O
contamination was the generation of O2

−(H2O)n ions even when H2O vapor was
not added during these measurements [3]. In Figs. 1.9 and 1.10, the peak height
increased with increasing Dp. This increase has two possible explanations: (1) an
increase in the number of nanodroplets and/or (2) a decrease in particle losses by
Brownian diffusion. The Iion–V curves for the O2 gas to which either TEOS or
H2O vapor was added are similar to those in which neither was added, as shown in
Fig. 1.7. The total concentrations of ion and charged nanodroplets determined from
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nanodroplets in H2 gas [6]

the Iion–V results are apparently independent of the vapor concentration. If droplet
losses remain constant during the droplet growth from ions, the peak height should
also remain constant due to the constancy of the total concentration. In contrast, the
droplet losses by Brownian diffusion in the DMA and the sampling line decrease
with increasing droplet size. Therefore, this increase in peak height with increasing
size is apparently caused by the particle losses by Brownian diffusion.

Figure 1.11 shows the Zp distribution of positively charged nanodroplets for
Co(CO)3NO vapor in H2 gas. All of the distributions show a single peak at
around 6× 10−2 cm2 V−1 s−1, which encloses the mobility of 5.5-nm-diameter
nanoparticles. On the other hand, there is no peak due to water cluster ions which
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appear usually around 1.65 cm2 V−1 s−1. This suggests that carrier gas ions grow
to charged nanodroplets by condensation of the vapor. Although the Dp for the
peaks slightly increased with increasing vapor concentration, the height of the
peak remained unchanged. This constant peak height is apparently caused by a
decrease in particle losses due to particle sizes larger than either the TEOS or H2O
nanodroplets.

1.5 Application of Charged Nanodroplets

1.5.1 Synthesis of Non-agglomerated Nanoparticles [3]

A single-layer film of non-agglomerated nanoparticles has generated considerable
interest in electronic and optoelectronic applications ([11, 12], etc.). Figure 1.12
shows a non-agglomerated SiO2-nanoparticle generator using charged nanodroplets.
The generator consists of the CNDG, a tube reactor heated by an infrared furnace,
and a substrate-holder electrode. A dc voltage with the opposite sign to that
of the charged nanodroplets is applied to the substrate-holder electrode. TEOS
nanodroplets generated by the CNDG have size distributions shown in Fig. 1.9.
These nanodroplets are introduced into the tube reactor in which intermediate
nanodroplets react with oxygen molecules to form charged SiO2 nanoparticles.
Repulsive Coulombic forces between the charged particles reduce the Brownian
coagulation of these charged nanoparticles, thus maintaining the primary nanoparti-
cles [13, 14]. An external electric field is then applied to attract and then deposit the
charged nanoparticles onto a substrate.

Figure 1.13 shows scanning electron microscopy (SEM) images of SiO2 nanopar-
ticles produced at a TEOS concentration NTEOS = 3.51× 10−5 mol l−1 and a furnace
temperature Tf = 1,173 K and then deposited on an Si wafer using the system shown

Intermediates

Charged
nanodroplets Nanoparticles

Reaction

Electric field

Substrate

Electrostatic
deposition

Non-agglomerated
particles

CNDG

Infrared furnace

Substrate-
holder 
electrode

Tube reactor
Repulsion by

Coulombic force

Fig. 1.12 System to generate non-agglomerated SiO2 nanoparticles using charged
nanodroplets [3]
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Fig. 1.13 SEM images of SiO2 nanoparticles prepared using generator in Fig. 1.12 with ionization
(b) and without ionization (a) at TEOS concentration of 3.51× 10−5 mol l−1 and furnace
temperature of 1,173 K. Particles were deposited on a Si wafer [3]

in Fig. 1.12. When TEOS vapor was ionized by the corona discharge in the CNDG
(Fig. 1.13b), the nanoparticles produced by this generator were non-agglomerated
and had a geometric mean diameter of Dpg = 9.8 nm, a geometric standard deviation
of σg = 1.35, and a deposition density of 1.4× 1010 cm−2. When TEOS vapor was
not ionized (Fig. 1.13a), the nanoparticles were agglomerated and had Dp = 96 nm
and a deposition density of about 1× 107 cm−2. The electron diffraction patterns,
Fourier transform infrared spectra, and thermal desorption spectra indicate that both
sets of nanoparticles were amorphous silica that contained hydroxyl groups [3].

Figure 1.14 shows the Dp distribution of negatively charged nanodroplets
and nanoparticles measured by the DMA/FCE system. They were generated at
293≤ Tf ≤ 1,173 K and NTEOS = 3.51× 10−6 mol l−1. At Tf = 293 and 473 K,
the Dp distribution showed a single peak at around 1.6–2.0 nm, which is asso-
ciated with charged TEOS nanodroplets. At Tf = 673 K, a new peak appeared at
about 15 nm, which is associated with SiO2 nanoparticles. At Tf ≥ 873 K, the
“charged nanodroplet peak” disappeared, while the “nanoparticle peak” remained.
As Tf was increased from 873 to 1,173 K, the peak shifted to a larger Dp. The
appearance of a new peak at Tf = 673 K indicates that TEOS molecules react
and produce intermediates which have a lower vapor pressure at Tf = 673 K. The
temperature of Tf = 673 K is similar to the particle generation temperature in a
TEOS/O2-atmospheric CVD film formation process [15]. The increase in Dp at
873≤ Tf ≤ 1,173 K is caused by the large production of intermediates via the
thermal reaction. The disappearance of charged nanodroplet peak at Tf ≥ 873 K
suggests that nanodroplets act as nuclei in the nanoparticle formation. A previous
study on the particle formation mechanism in the ionization CVD process [5]
reported that (1) particle formation with ionization occurs at a sufficiently low TEOS
concentration at which particles are not generated without the ionization and (2) the
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nanodroplet peaks disappeared and the nanoparticle peaks appeared at Tf = 873 K
when NTEOS was increased. These results suggest that particles in ionization CVD
are formed by condensation of gas-phase intermediates on charged nanodroplets
(i.e., ion-induced nucleation).

1.5.2 Patterning of Nanoparticles on a Substrate [16]

Nanoparticles patterned on a substrate have generated considerable interest for
electronic, optoelectronic, and magnetic device applications (e.g., [17]). Numerous
methods for nanoparticle arrangement on a substrate by using a liquid-phase process
have therefore been developed ([18, 19], etc.). In contrast, methods using a gas-
phase process such as CVD have not yet been established because nanoparticles
have large Brownian motion in a gas. One such method that we developed involves
direct deposition of charged nanodroplets onto a substrate as follows [16].

Figure 1.15 shows the charged nanodroplet deposition reactor consisting of the
CNDG and a substrate-holder electrode heated by an electric heater. Nanoparti-
cle arrangement on a substrate using charged nanodroplets via this reactor was
experimentally validated as follows using TEOS as the reactant gas. Charged TEOS
nanodroplets with Dp = 1.5–2 nm and np = 1010 cm−3 were generated by the CNDG
at NTEOS = 3.75× 10−5 mol l−1. The flow rate of O2 gas containing the charged
TEOS nanodroplets was kept constant at 1.4 l/min. In this reactor, the flux of
charged nanodroplets was about 104 cm−2 s−1. These charged nanodroplets were
attracted to and then deposited onto the substrate-holder electrode by Coulombic
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Fig. 1.15 Charged nanodroplet deposition reactor [16]

force by applying a dc voltage to the substrate on the electrode in which the
sign of the applied voltage was opposite that of the charged nanodroplets. During
a 10-min deposition, the holder electrode was kept at a deposition temperature
(Tdepo = 491 K) lower than the reaction temperature of TEOS/O2 (723 K). Then, O2

flow was used to anneal the substrate with the deposited TEOS charged nanodroplets
at 873 K for 30 s. A Si (100) wafer (10–20 Ωcm, 1.4× 1.4 cm2) covered with a SiO2

film was used as the substrate. In the arrangement, a line of induced surface charges
was “drawn” on a SiO2 film on a substrate by contact charging [20]. For this contact
charging, a metal blade with a 5–10 μm edge and an applied voltage of 1 kV was
brought into contact with the SiO2 surface.

Figure 1.16 shows SEM images of nanodroplets and nanoparticles deposited
selectively on a one-line (a) and three-line (b) charge pattern drawn by contact
charging before and after annealing. The NTEOS = 3.75× 10−5 mol l−1. Independent
of annealing, nanoparticles were successfully deposited selectively along all of the
lines, and the line widths (27 μm for the one-line pattern and 37 μm in the three-line
pattern) were comparable to the edge width (5–10 μm) of the metal blade used in
the contact charging.

1.5.3 Fabrication of a Magnetoresistance Device [6]

Magnetic nanoparticles have led to new fundamental and technological
applications involving magnetoresistance response [21–24]. Methods to fabricate
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Fig. 1.16 SEM images of nanoparticles deposited selectively on a charge pattern before and
after annealing using the reactor in Fig. 1.15 with TEOS vapor concentration NTEOS of
3.75× 10−7 mol l−1 [16]

magnetoresistance devices using ferromagnetic nanoparticles have been developed
mainly involving a liquid-phase process and a nanoscale lithography process [11,
25–27].

Charged nanodroplets have been used to fabricate magnetoresistance devices.
In this fabrication, first, charged nanodroplets of a source vapor formed by the
CNDG are introduced into a furnace reactor, where they react and produce solid
nanoparticles by thermal decomposition reaction. These solid nanoparticles then
deposit electrostatically on an insulator substrate placed in the reactor. This insulator
substrate has two Au electrodes, and the gap between these electrodes is filled
by these nanoparticles. This nanoparticle device is then annealed under H2 gas to
deoxidize the deposited particles. After annealing, two Cu wires are then attached
to the two Au electrodes to respectively connect to a dc voltage supplier and an
ammeter.

Figure 1.17 shows the nanodroplet generation and deposition apparatus used in
this fabrication of magnetoresistance devices. The apparatus consists of a CNDG, a
quartz tube reactor heated by an infrared furnace, and a substrate-holder electrode
to which dc high voltage is applied. In the device fabrication, cobalt tricarbonyl
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Fig. 1.17 System to fabricate a magnetoresistance device by Co-nanoparticle generation and
deposition using charged nanodroplets [6]

nitrosyl [Co(CO)3NO] vapor has been used as the reactant gas and injected into the
HPI (via a syringe pump) using N2 gas as the carrier gas. The CNDG generates
charged Co(CO)3NO nanodroplets with Zp distributions shown in Fig. 1.11. They
resolve into a cobalt oxide (CoO), carbon oxides (COx)/monoxide/dioxide, and
nitrogen oxides (NOx)/monoxide/dioxide by thermal decomposition and form solid
nanoparticles in the reactor. Due to their charge, these nanoparticles are attracted to
and then deposited onto the substrate-holder electrode by Coulombic force by an
applied dc voltage.

In an actual device fabrication, the conditions were as follows: The Co(CO)3NO
concentration in the carrier gas was maintained at 3.04× 10−6 mol l−1. The gas
pressure in the HPI was 0.3 MPa. The applied voltage to the needle electrode in
the HPI was +7 kV. The flow rate of N2 gas containing nanometer-sized charged
droplets of Co(CO)3NO and the vapor exiting the HPI was 1.4 l min−1. The furnace
temperature was 623 K. The negative dc voltage applied to the substrate-holder
electrode was −10 kV.

Figure 1.18 shows a schematic of this actual fabricated magnetoresistance device
and the system used to measure its electro resistance R. A Si(100) wafer covered
with a 350-nm-thick thermal oxide (SiO2) film was used as an insulator substrate.
To measure R, an Au-film electrode was deposited on the substrate by a physical
vapor deposition method, and the area of the gap between the electrodes that was
then filled with nanoparticles was 25 μm× 3 mm.

Figure 1.19 shows the XRD patterns of the nanoparticles before (i.e., as
deposited) and after annealing in H2 gas at 623 K for 20 min. Comparisons with
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ICDD (International Centre for Diffraction Data) data (ε-Co; ICDD 15-0806, γ-Co;
ICDD 05-0727, CoO; ICDD 78-0431) reveal that the as-deposited particles (before
annealing) were deoxidized to Co nanoparticles by the annealing and that most of
the Co nanoparticles were hexagonal (γ-Co) and a portion was cubic (ε-Co).

The magnetoresistance of the device can be evaluated by measuring its elec-
trical resistance using a superconducting quantum interference device (SQUID)
magnetometer. Figure 1.20 shows the (a) magnetization electro resistance and (b)
magnetoresistance ratio ΔR/R0 of a Co-nanoparticle device measured at 5 K fabri-
cated using the system in Fig. 1.17. The magnetization M versus magnetic field H
plot (Fig. 1.20a) shows a clear magnetic hysteresis, indicating that Co nanoparticles
deposited on the device were also ferromagnetic. The electro resistance R versus
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H plot (Fig. 1.20b) shows that R increased with increasing H from 159 GΩ at
H = 0 T to 293 GΩ at H =−1 T, indicating that the Co-nanoparticle device had
magnetoresistance. The magnetoresistance ratio ΔR/R0 of the ordinate in Fig. 1.20b
was obtained as

ΔR/R0 =
R−R0

R0
, (1.6)

where R0 is the electric resistance absence of a magnetic field, respectively. The
result shows that ΔR/R0 of this device reaches 73 % at H =−1 T.

1.5.4 Sterilization of Bacteria [3, 28]

A negative ion comprising H2O molecules is called a “minus ion” in Japan and is
believed to have beneficial health effects. The only effect confirmed scientifically
is sterilization of bacteria. The effects of negatively charged H2O nanodroplets on
such sterilization have been examined as follows.
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Fig. 1.21 Experimental apparatus for sterilization of bacteria by negatively charged H2O
nanodroplets [3]

Table 1.1 Effect of charged H2O nanodroplets generated using H2O concentration
of 12,000 ppm on survival rate of yeast [3]

Colony number

Irradiation time (min) With discharge Without discharge Survival rate (%)

10 198 374 53
20 45 374 12
30 36 374 9.6
40 14 265 5.3
60 6 265 2.2

Figure 1.21 shows the experimental apparatus for sterilization using negatively
charged H2O nanodroplets. The culture dish in which yeast was suspended in
a medium was placed on an electrode to which positive voltage was applied.
Negatively charged H2O nanodroplets (see Fig. 1.10) produced by a CNDG were
deposited onto the culture dish by Coulombic force. The culture dish was then
exposed to the charged nanodroplets for an irradiation time of 10–60 min, and then
cultivated for 24 h in an incubator. The colonies that appeared on the dish were then
counted.

Table 1.1 shows the effects of negatively charged H2O nanodroplets on the
survival rates of yeast. As a reference for comparison, the colony number without
discharge was also counted. In that reference experiment, voltage was not applied to
the CNDG, and thus the carrier gas containing only the H2O vapor was introduced
onto the culture dish. The survival rate was defined as the colony number with
discharge divided by that without discharge. Results reveal that the survival rate
decreased with increasing irradiation time, reaching 2 % at 60 min. Similar results
were obtained for the survival rate of E. coli [28]. These results indicate that yeast
and E. coli can be killed by negatively charged H2O nanodroplets and/or O2

−(H2O)n

ions.
To clarify the sterilization mechanism by charged H2O nanodroplets, metabolic

heat during the growth stage of E. coli after nanodroplet irradiation was measured
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Fig. 1.22 Growth thermograms of Escherichia coli irradiated by negatively charged H2O
nanodroplets for different irradiation times using H2O concentration of 12,000 ppm [28]

by calorimetry in which the heat was detected by a thermoelectric element. The
measured growth thermograms of E. coli after different irradiation times are shown
in Fig. 1.22 in which the abscissa is incubation time t and the ordinate is voltage g(t)
measured by the thermoelectric element. These thermograms reveal that an increase
in g(t) at t= 8 h, reaching a maximum at t= 12 h with no irradiation by charged
H2O nanodroplets (irradiation time was 0 min). This increase in g(t) is due to the
growth of bacterial cells. The growth stage is delayed by the nanodroplet irradiation
(irradiation time of 10, 30, 60 min). The slope of each of the growth curves for
irradiation times of 10, 30, and 60 min is more gradual than that for irradiation time
of 0 min. This delay in the growth stage indicates that some of the bacterial cells
are killed by the nanodroplets, and the gradual slope of the growth curve indicates
that the activities of bacterial cells are weakened by the nanodroplets. These results
suggest that charged H2O nanodroplets have both bactericidal and bacteriostatic
effects.

Now, sizes of disinfectant droplets which are used to sterilize in a hospital are
a few millimeters because they are splayed by a duster or sprayer. A heavy use
of disinfectants causes sometimes the generation of tolerance bacteria. Charged
nanodroplets formed from disinfectsant vapor can be reduced by the disinfectant
consumption. Charged nanodroplets formed from ethanol, acetic acid, and essential
oil (Hiba) have been successfully generated using the CNDG. Electrical mobility
distributions of these charged nanodroplets are shown in Fig. 1.23a–c. In these
experiments, volatile disinfectant liquids were injected to the carrier gas by a syringe
pump. Measured results showed that charged nanodroplets were produced from
these disinfectant liquid by the CNDG.
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Fig. 1.23 Electrical mobility distributions of charged nanodroplets from (a) ethanol, (b) acetic
acid, and (c) essential oil (Hiba)

1.6 Conclusions

The charged nanodroplet generator (CNDG) using high-pressure ionizer (HPI) was
developed, and the I–V characteristics and size distributions of charged nanodroplets
generated were measured. The CNDG can produce O2

−(H2O)n ions at a high
concentration (109–1010 cm−3) by a corona discharge at 0.1–0.3 MPa when a
condensable vapor is not added to O2 gas. When TEOS or H2O vapor is added
to O2 gas, the CNDG can generate negatively charged nanodroplets that have an
average diameter of 1.3–1.8 and 1.3 nm, respectively. When Co(CO)3NO vapor is
added to H2 gas, the CNDG can generate nanodroplets with average diameter of
5.0–5.5 nm.

These charged nanodroplets were successfully applied to the (1) synthesis of
non-agglomerated nanoparticles, (2) patterning on a substrate, (3) fabrication of a
high-performance magnetoresistance device, and (4) sterilization of bacteria.

In application (1), SiO2 nanoparticles synthesized from charged TEOS nan-
odroplets were non-agglomerated and had a geometric mean diameter of 9.0 nm.
The size distributions measured at various furnace temperatures indicate that ion-
induced nucleation is the formation mechanism of the nanoparticles. In application
(2), charged TEOS nanodroplets were selectively deposited onto a charged line
pattern on a SiO2 surface, and SiO2-nanoparticle lines were formed on this pattern
by annealing. In application (3), a fabricated magnetoresistance device had a
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high magnetoresistance ratio that reached 73 % at H =−1 T. In application (4),
negatively charged H2O nanodroplets clearly reduced the survival rates of yeast
fungi and Escherichia coli.
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Chapter 2
Nanodroplet Formations in Electrospun Fibers
of Immiscible Polymer Blends and Their Effects
on Fractionated Crystallization

Ganji Zhong, Lei Zhu, and Hao Fong

Abstract A new and facile method to obtain polymeric nanodroplets was
developed by thermally annealing of electrospun fibers of immiscible polymer
blends. Through thermally annealing at a temperature slightly above the glass
transition temperature of the matrix, the ribbon- or fiber-like dispersed phase broke
up into nanodroplet with the diameter mainly in the range of 50–300 nm due to the
Plateau-Rayleigh instability. Our study shows that these nanodroplets can be used
to study the fractionated crystallization and homogeneous nucleation of almost any
semicrystalline polymers, such as poly(ethylene oxide), poly(vinylidene fluoride),
polyethylene, and polypropylene. We observed that the homogeneously nucleated
crystallization of PVDF took place at 55–60◦C for the first time. Additionally, this
method can be utilized to investigate the effect of nanoconfinement on crystalline
morphologies of semicrystalline polymers.
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2.1 Introduction

Nanostructured polymers have attracted growing attention because they are rec-
ognized as an efficient way to obtain novel polymeric materials with synergistic
and better mechanical, electrical, and optical properties due to nanoconfinement
effects. Recently, through electrospinning of immiscible polymer blends, various
nanostructures, such as core-shell structure [1–3] and co-continuous structure [4],
have been achieved, which provides a new approach to obtain nanostructured
polymer blends even without addition of any compatibilizers. By thermal processing
of these novel nanostructured polymer blends, other than common microstructured
polymer blends, new types of devices with improved properties and potential
electrical, optical, mechanical, and biomedical applications might be developed [1].

When polymers are confined in nanometer spaces in nanostructured polymers,
new physics and unprecedented properties can emerge, which is significant for
developing new applications and devices. For amorphous polymers with the absence
of long-range or quasi-long-range order, their glass transition temperatures (Tgs) can
be significantly altered when they are confined to the nanometer scales [5, 6]. This is
believed to originate from the polymeric nature of the amorphous materials, because
the confinement effect for glass-forming small molecules is much less significant
than that for polymers, i.e., a vast variety of chain conformations may be obtained
during the sample preparation processes [7], and a broad distribution of Tgs can
be resulted from the polymer interactions with the environment/substrate as far as
several tens of nanometers into the bulk material [6].

For ordered polymers with long-range or quasi-long-range order, including crys-
talline polymers, liquid crystalline polymer, and block copolymers, novel ordered
hierarchical superstructures are observed when they are confined in nanometer
spaces [8]. First, when block copolymers are confined to nanometer spaces,
single crystalline domains with specific orientations can be obtained [9–12]. These
single crystalline domains have good potentials for next-generation nanolithography
and microelectronics applications. Second, when liquid crystalline polymers are
confined to nanometer spaces, the ordered mesogens adopt a specific orientation
with respect to the confinement geometry [13]. In the above two kinds of ordered
polymers, the commensurability between the polymer long period and the confine-
ment dimension is key to the final domain (for block copolymers) and mesogen
(for liquid crystals) orientations. Third, when crystalline polymers are confined
to nanoscale spaces, crystallization behavior, crystal orientation, polymorphism,
phase transformation, and even melting behavior can be drastically changed. Finely
dispersed immiscible polymer blends [1], polymers in nanopores [14, 15], and
microphase-separated crystalline block copolymers [16] have been used to achieve
confined polymer crystallization with uniform crystal orientation.

Among the above nanoconfined effects on polymer crystallization, the most
pronounced effect observed is the crystallization behavior. Homogeneous nucle-
ation, which is rarely observed in bulk polymers and usually happens at a large
supercooling (ca. 60–100◦C) [17, 18], can occur when the confined geometry
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changes from three-dimensional (3D) to two-dimensional (2D), to one-dimensional
(1D), and finally to zero-dimensional (0D), and confined space decreases from the
bulk to nanometer scales. Closely related to the crystallization behavior, uniform
crystal orientation can be achieved by confining the crystal growth in nanoscale
lamellae and cylinders [8]. Moreover, polymorphic phases and phase transformation
may also be affected by confined crystallization, although the effects are much
less pronounced. For example, when nylon 6 is confined in the form of nanofibers
(200 nm diameter), the Brill transition (i.e., from the monoclinic α-form to a high-
temperature monoclinic form) is observed at 180–190◦C, which is at least 20◦C
higher than that (160◦C) in the bulk sample [19].

In this chapter, we illustrate the nanostructure development in electrospun
polymer blend fibers during thermal treatment. Nanodroplets can be formed easily
by thermally annealing the co-continuous polymer blend fibers via the Plateau-
Rayleigh instability [20–22]. In Plateau-Rayleigh instability, a falling or flowing
stream breaks up into smaller droplets with the same volume but less surface area
as driven by the surface tension of the liquid. Subsequently, the confinement effects
on the crystallization behavior as well as crystalline structure are introduced.

2.2 Nanodroplet Formation and Exclusive Homogenously
Nucleated Crystallization in Confined Electrospun
Immiscible Polymer Blend Fibers of Polystyrene
and Poly(ethylene Oxide)

We chose the electrospun immiscible polymer blend fibers of polystyrene (PS) and
poly(ethylene oxide) (PEO) as a model system for investigation of nanostructure
development during thermal treatment, because the crystallization of PEO has been
intensively studied [23] and PS has a higher Tg (∼100◦C) than melting point of
PEO (∼63◦C) for good confinement of the PEO nanodroplets. Electrospinning of
binary immiscible blend solutions using a single nozzle has been reported in the lit-
erature, including polyoxymethylene/thermoplastic polyurethane blends [2], poly-
lactide/polyvinylpyrrolidone blends [24], poly(vinyl chloride)/polyurethane blend
[25], and poly(methyl methacrylate)/polyacrylonitrile blends [26]. The solution
viscosity, mainly depending on concentration of polymer solution (assuming the
solvents are the same), is a key factor for the formation of bead-free and uniform
electrospun fibers. To obtain well-defined electrospun fibers of PS/PEO bends, the
mixed solution for electrospinning was obtained by dissolving polymers (15 wt%)
of PS and PEO in a mixture solvent of tetrahydrofuran (THF)/N,N-dimethyl for-
mamide (DMF). A uniform milk-like suspension was obtained by strong agitation at
80◦C. Fibers of the PS/PEO (70/30 wt/wt) blend were prepared via electrospinning
under optimum conditions. From the scanning electron microscopy (SEM) image
(Fig. 2.1a), the as-spun PS/PEO blend fibers appeared uniform and bead-free, and
the diameter ranged from 0.4 to 1.0 μm. The electrospun PS/PEO blend fibers were
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Fig. 2.1 (a) SEM and (b) TEM (microtomed thin section) micrograph of as-spun PS/PEO blend
fibers. (c–e) TEM micrographs of thin sections of P4tBS-coated PS/PEO blend fibers annealed at
different temperatures for 15 min, (c) 85◦C, (d) 105◦C, and (e) 150◦C, respectively. The fibers
were sputter-coated with gold before being embedded into standard epoxy

further coated with a high Tg polymer, poly(4-t-butylstyrene) (P4tBS) (Tg ∼143◦C),
in order to study the confinement effect on the evolution of phase morphology during
thermal treatment in details. The as-spun PS/PEO fibers were dipped into a 3 wt%
P4tBS/hexane solution followed by being dried at ambient temperature.

2.2.1 Nanodroplet Formation During Thermal Annealing
of Electrospun PS/PEO Blend Fibers

The evolution of phase morphology upon thermal annealing at different tempera-
tures for the P4tBS-coated PS/PEO blend fibers is shown in Fig. 2.1. The phase
morphology can be revealed clearly through the transmission electron microscopy
(TEM) image on a microtomed thin section (Fig. 2.1b–e), since PEO was dissolved
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into water during microtoming, and floating the thin sections onto the water surface,
the morphology of PEO phase appeared bright in TEM. As shown in Fig. 2.1b, PEO
domains (or fibers) were encapsulated in the PS matrix. When the P4tBS-coated
PS/PEO blend fibers were annealed below the Tg of the PS matrix (e.g., at 85◦C for
15 min), there should not be any changes in the shape and size of the PEO domains
confined within the PS matrix as compared with the as-spun blend fibers, although
the PEO crystals had melted. From Fig. 2.1c, it was evident that the elongated PEO
domains were mostly confined in the PS matrix, forming more or less core-shell
morphology.

After annealing the P4tBS-coated PS/PEO blend fibers at 105◦C, which was
above the Tg of the PS matrix but below the Tg of P4tBS, the overall shape of the
PS/PEO blend fibers was retained due to the P4tBS confinement. However, a portion
of the continuous PEO domain in the PS fibers broke up into smaller droplets (ca.
150–300 nm, see the middle broken part of the PEO fiber in Fig. 2.1d) due to the
Plateau-Rayleigh instability [20, 22]. When the P4tBS-coated PS/PEO blend fibers
were annealed slightly above the Tg of the P4tBS coating (e.g., 150◦C), as shown
in Fig. 2.1e, they started to break into short pieces. Intriguingly, large PEO domains
further broken into smaller domains (with sizes from slightly less than 50 nm to ca.
300 nm) inside the PS matrix.

2.2.2 The Crystallization Behavior of Nanodroplets
in Thermally Annealed Electrospun PS/PEO
Blend Fibers

After annealing the P4tBS-confined PS/PEO blend fibers at different temperatures,
the nonisothermal crystallization results are shown in Fig. 2.2. When the annealing
temperature was below the Tg of the PS matrix (e.g., at 85 and 95◦C), a major crys-
tallization peak was observed at ca. 40◦C, and a small broad crystallization peak was
observed at about −20◦C. On the basis of previous studies, homogeneous nucleation
of poly(ethylene oxide) (PEO) was observed at ca. −23◦C in miniemulsions, which
is much lower than that of heterogeneous nucleation in the bulk PEO (ca. 40◦C)
[27, 28]. Therefore, we assumed that the high- and low-temperature crystallization
processes were induced by (unconfined) heterogeneous and homogeneous nucle-
ation, respectively. When the annealing temperature increased to slightly above the
Tg of PS (e.g., at 105◦C), the heterogeneously nucleated crystallization peak at
40◦C decreased its intensity, whereas the intensity of the homogeneously nucleated
crystallization peak at −20◦C significantly increased. With further increasing the
annealing temperature, the crystallization peak at 40◦C continuously decreased
its intensity while the crystallization peak at −20◦C gradually increased. Finally,
after annealing at 150◦C, which is slightly above the Tg of the confining P4tBS
(∼143◦C), the heterogeneously nucleated crystallization at 40◦C completely disap-
peared, and the PEO crystallization became exclusively homogeneously nucleated.
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Fig. 2.2 DSC cooling curves
for nonisothermal
crystallization of
P4tBS-coated electrospun
PS/PEO blend fibers annealed
at different temperatures. The
cooling rate was −5◦C/min

By combining TEM and differential scanning calorimetry (DSC) results, we can
conclude that the homogeneous nucleation is directly related to the formation of
PEO nanodroplets.

To confirm the above assumption for heterogeneous and homogeneous nucle-
ation, we studied the crystallization kinetics for the P4tBS-coated PS/PEO blend
fibers annealed at 85 and 150◦C, respectively. For the study of crystallization
kinetics by heterogeneous nucleation, samples were melted at 85◦C for 15 min
before fast cooling at −80◦C/min to a preset crystallization temperature (Tc).
The crystallization kinetics could be directly extracted from the exothermic peak
as a function of the crystallization time because the crystallization rate was fast
enough. For the study of crystallization kinetics by homogeneous nucleation, the
crystallization was too slow to show a well-defined exothermic peak in DSC.
Instead, the sample was melted at 150◦C for 15 min and then quickly cooled
at −80◦C/min to a preset Tc for isothermal crystallization. The crystallinity (xt)
at different crystallization times was obtained from the melting enthalpy during
a subsequent heating process to 100◦C at a heating rate of 10◦C/min. The final
crystallinity (x∞) was obtained by isothermally annealing the sample at the Tc for
a long time. For comparison, the crystallization kinetics of pure PEO at Tc of
53◦C was also studied (see Fig. 2.3), and the Avrami index (n) was 3.0, revealing
the unconfined 2D crystal growth after heterogeneous nucleation. For the P4tBS-
coated PS/PEO blend fibers annealed at 85◦C, the Avrami index for isothermal
crystallization at Tc of 48◦C was 2.1, smaller than that (3.0) for the unconfined
PEO isothermal crystallization. The decreased Avrami index could be attributed to
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Fig. 2.3 Avrami plots for the
isothermal crystallization of
P4tBS-coated PS/PEO blend
fibers annealed at different
temperatures. Result for the
pure PEO isothermal
crystallization is also
included for comparison

Fig. 2.4 Schematic
representation showing the
nanosized PEO droplet
formation in P4tBS-coated
electrospun PS/PEO blend
fibers upon annealing at high
temperatures (e.g., 150◦C for
15 min)

the confinement effect because the annealing temperature of 85◦C was below the
Tg of the PS matrix (100◦C). The Avrami index of 2.1 indicated the 1D crystal
growth confined in the electrospun blend fibers after heterogeneous nucleation.
When the P4tBS-coated PS/PEO blend fibers were annealed at 150◦C for 15 min,
the Avrami index for isothermal crystallization at Tc of −10 and 0◦C decreased to
1.0, confirming the homogeneous nucleation mechanism [27, 29].

On the basis of the above TEM and DSC results, the nanostructure evolution in
P4tBS-coated electrospun PS/PEO blend fibers and the subsequent crystallization
are proposed, as schematically shown in Fig. 2.4. Submicron-sized fibers of immis-
cible PS/PEO blends are obtained via electrospinning with the minor component
(PEO) forming elongated domains along the fiber axis. Through annealing at
temperatures above the Tgs of the PS matrix and the P4tBS coating, nanosized
PEO droplets are formed as a result of the Rayleigh breakup of the elongated
PEO domains. When there was no heterogeneity in the PEO droplets, homogeneous
nucleation will occur at a large supercooling. Here, we consider that the viscoelas-
ticity contrast between molten PEO and the PS/P4tBS matrix plays an important
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role for the Rayleigh breakup of the elongated PEO domains. For example, when
the PS/PEO blend fibers are coated with P4tBS, the high viscosity of the P4tBS
coating can effectively promote the breakup of the elongated PEO domains inside
the PS matrix and prevented the coalescence of the small PEO droplets. As a result,
small PEO domains (50–300 nm) can exist for a long enough time, and thus only
homogeneously nucleated crystallization is observed at −20◦C upon cooling from
the melt.

It is envisioned this method can be generalized to other immiscible polymer
blends in order to achieve nanodroplet. If the diameter of electrospun blend fibers
can be further decreased to 100–200 nm, even smaller polymer nanodroplets can be
obtained. It is noteworthy that small polymer droplets can also be obtained by adding
a compatibilizer into the blend system [1]. However, the advantage of the reported
method is the absence of a large amount of compatibilizers and the potential to
achieve smaller droplet sizes.

2.3 Evolution of Nanodroplets and Crystallization
in Thermally Annealed Electrospun Blend Fibers
of Poly(vinylidene Fluoride) and Polysulfone

2.3.1 Blend Morphology of As-Spun PVDF/PSF Blend Fibers

For the Poly(vinylidene fluoride) (PVDF)/polysulfone (PSF) blend, we found that
bead-free and uniform fibers could be obtained when the blend concentration was as
high as 29 wt% in the mixture solvent of DMAc/THF 80/20 (wt/wt) [30]. Figure 2.5
shows electrospun blend fibers with various PVDF/PSF weight ratios of 5/95, 10/90,
20/80, and 30/70. The insets show the corresponding diameter distributions for
these blend fibers. It was found that the diameter distributions did not change much
with the weight fraction of PVDF, and the diameters of most fibers were in the
range of 1.0–1.5 μm. In contrary to conventional polymer blends, whose phase
morphology is either island and sea or co-continuous depending on the composition,
the phase morphology in electrospun fibers of immiscible polymer blends is either
co-continuous [24, 31] or sometimes core shell [2, 3, 26], nearly regardless of
the blend composition. This is because of the tremendous elongation force during
electrospinning and the small diameter of the resulting fibers. From our recent
study [30], the electrospun PVDF/PSF blend fibers in Fig. 2.5 contained a co-
continuous fibrillar morphology, despite that macrophase separation (the domain
size is about tens of microns) occurred in the blend solution, from which the fibers
were electrospun. Thermodynamically, the co-continuous fibrillar morphology in
electrospun blend fibers should be far away from equilibrium because of its fast
formation kinetics.
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Fig. 2.5 SEM micrographs of electrospun blend fibers with the PVDF/PSF weight ratio of
(a) 5/95, (b) 10/90, (c) 20/80, and (d) 30/70. Corresponding fiber diameter distributions are shown
in the insets

2.3.2 Morphology Evolution of Electrospun PVDF/PSF
Blend Fibers After Thermal Treatment

In this study, we investigated how thermal annealing above the melting temperature
of PVDF would affect the blend morphology and subsequent crystallization of
PVDF. First, the as-spun blend fibers were annealed at 180◦C for 5 min, followed by
a fast cooling (at 10◦C/min) at room temperature. This annealing temperature is just
below the Tg of PSF (185◦C). Chloroform, a good solvent for PSF but a poor solvent
for PVDF, was used to extract the PSF matrix to reveal the morphology of the PVDF
phase. As shown in Fig. 2.6, despite different PVDF/PSF weight ratios, the leftover
PVDF remained as ribbon-like fibers, similar to that in the as-spun samples etched
by chloroform [30]. This result indicated that annealing slightly below the Tg of PSF
for a short period of time (5 min) could not change the co-continuous morphology
formed by electrospinning. In Fig. 2.6, the fibrillar PVDF appeared coarsened with
rough surfaces when the PVDF content increased.

When the PVDF/PSF blend fibers were annealed at 220◦C, the glassy PSF matrix
became liquid, and the molten PVDF fibers in the PSF matrix started to break
up due to the Plateau-Rayleigh instability [22, 32], leading to the formation of
spherical nanosized PVDF domains, as shown in Fig. 2.7. Because the electrospun
fiber diameter was about 1–1.5 μm, most droplets of PVDF were fairly small.
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Fig. 2.6 SEM micrographs showing the representative morphology after electrospun PVDF/PSF
blend fibers were annealed at 180◦C for 5 min followed by etching with chloroform: (a) PVDF/PSF
5/95, (b) PVDF/PSF 10/90, (c) PVDF/PSF 20/80, and (d) PVDF/PSF 30/70

Fig. 2.7 SEM micrographs showing the morphology of the PVDF phase after electrospun
PVDF/PSF blend fibers were annealed at 220◦C for 5 min followed by etching with chloroform:
(a) PVDF/PSF 5/95, (b) PVDF/PSF 10/90, (c) PVDF/PSF 20/80, and (d) PVDF/PSF 30/70.
Corresponding droplet diameter distributions are shown in the insets
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Fig. 2.8 SEM micrographs showing the morphology of the PVDF phase after electrospun
PVDF/PSF blend fibers were annealed at 240◦C for 5 min followed by etching with chloroform:
(a) PVDF/PSF 5/95, (b) PVDF/PSF 10/90, (c) PVDF/PSF 20/80, and (d) PVDF/PSF 30/70.
Corresponding droplet diameter distributions are shown in the insets

Occasionally, a hole was observed in a PVDF sphere, which might be attributed to
a nanosized PSF droplet entrapped in the PVDF phase. The diameter distributions
of PVDF domains formed in the annealed PVDF/PSF fibers with different PVDF
contents were shown in the insets of Fig. 2.7. For all samples, the most frequent
diameters fell nearly in the same range, i.e., between 200 and 300 nm. However, the
population of domains larger than 500 nm increased as the PVDF content increases.
Note that for the PVDF/PSF 30/70 fiber after annealing at 220◦C for 5 min, some
domains reached a diameter greater than 2.0 μm, which was even larger than
the maximum diameter of as-spun fibers. This result suggested that breakup was
dominant when the PVDF content was less than 20 wt% in the blend fibers annealed
at 220◦C for 5 min, whereas coalescence of small PVDF domains happened when
the PVDF content reached 30 wt%. Our results showed that a prolonged annealing
time at 220◦C (over a few hours) could also enhance coalescence and thus resulted
in larger domain sizes.

The effect of annealing temperature on the PVDF domain size was further
investigated by annealing the as-spun PVDF/PSF blend fibers at 240◦C for 5 min.
Figure 2.8 shows the corresponding PVDF phase morphology and diameter distribu-
tions for blend fibers annealed at 240◦C followed by etching with chloroform. When
the PVDF contents were 5 and 10 wt%, the most frequent diameter still remained
at 200–300 nm, indicating that breakup was dominant at 240◦C because of the low
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PVDF content in the blend fibers. However, when the PVDF contents were 20 and
30 wt%, the most frequent diameter obviously increased, indicating that significant
coalescence of small PVDF domains took place due to the high PVDF content in
the blend fibers. Annealing at even higher temperatures led to even more severe
coalescence of PVDF domains.

2.3.3 Fractionated Crystallization in PVDF Nanodroplets

On the basis of the above studies, we have learned that the competition between
the breakup of PVDF nanofibers into submicron-sized droplets and subsequent
coalescence of these nanodroplets inside the PSF matrix (without any compatibi-
lizers) determined the final size and size distribution of spherical PVDF domains.
To avoid coalescence of small PVDF droplets, the annealing temperature should
not exceed 220◦C and the annealing time should not be long (e.g., ∼5 min). In
addition, electrospun fibers of immiscible blends containing a crystalline polymer
as the minor component can provide a unique way to fabricate a smaller domain
size (∼200–300 nm) than the conventional melt blending without any compatibi-
lizers. Actually, these nanosized domains are ideal for the study of homogeneous
nucleation and fractionated crystallization for PVDF. Many interesting scientific
questions are still outstanding. For example, where is the homogenous nucleation
temperature for PVDF? How does homogeneous nucleation or confined (fraction-
ated) crystallization affect the polymorphism formation in PVDF and subsequent
electrical properties?

The first attempt to study fractionated PVDF crystallization was achieved in
finely dispersed PVDF/nylon 6 blends. At a PVDF-to-nylon 6 volume ratio of 15/85,
the PVDF crystallization split into two steps at 140 and 116◦C, respectively [33].
The fractionated crystallization behavior was attributed to the small domain sizes of
PVDF in the range of 0.1–0.6 μm after an intense melt mixing. The crystallization at
140◦C was attributed to the heterogeneously nucleated crystallization [34], whereas
the crystallization at 116◦C was speculated to be the homogeneously nucleated
crystallization. Similar Tc depression (down to the 110–120◦C range) was also
observed in PVDF/nylon 6 blends with a fine dispersion of the PVDF domains (0.2–
0.7 μm) [35]. In addition to the polymer blend method, PVDF and its copolymers
were also entrapped in the nanopores of ordered anodic aluminum oxide (AAO) [14,
15, 36, 37]. For example, when the pore diameter of the AAO decreased to 15 nm,
the nonisothermal Tc of a poly(VDF-co-trifluoroethylene) [P(VDF-TrFE)] 70/30
(mol.%) sample decreased from 130◦C for the bulk sample to 91◦C. Meanwhile,
the Curie temperature slightly increased from 45◦C for the bulk sample to 60◦C
upon cooling [15, 37].

Figure 2.8a shows the nonisothermal crystallization behaviors for electrospun
PVDF/PSF blend fibers after annealing at 180◦C for 5 min. From the above results,
PVDF still largely remained as co-continuous fibers inside the PSF matrix (see
Fig. 2.6). In addition to the major crystallization peak around 121–133◦C, a broad
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Fig. 2.9 DSC cooling curves for electrospun PVDF/PSF blend fibers after annealing at different
temperatures: (a) 180 ◦C for 5 min, (b) 220◦C for 5 min, and (c) 240◦C for 5 min, respectively

and weak crystallization peak was observed around 64–69◦C for all samples. The
high-temperature crystallization could be attributed to the heterogeneously nucle-
ated crystallization in fibrillar PVDF domains. Compared with the heterogeneous
Tc (136◦C) for the neat PVDF [30], the slightly decreased Tc (133◦C) for the
PVDF/PSF 30/70 blend fibers could be attributed to their small diameters confined
in the PSF matrix. The further decrease in Tc (121–124◦C) for PVDF/PSF blend
fibers with the PVDF content less than 20 wt% could be attributed to even smaller
diameters of the PVDF fibers confined in the PSF matrix. The low-temperature
crystallization could be attributed to the homogeneously nucleated crystallization in
small isolated PVDF domains. Observation of this low-temperature crystallization
peak in both as-spun blend fibers and blend fibers annealed at 180◦C indicated that a
small fraction of isolated PVDF domains must coexist with the fibrillar domains in
all electrospun fibers regardless of different PVDF contents. However, these small
isolated PVDF domains might have been washed away by chloroform and were not
observed in Fig. 2.6.

From the results in Fig. 2.9a, we for the first time observed that the homogeneous
nucleation temperature for PVDF could be around 60◦C. However, this crystal-
lization peak was too weak for studying the crystallization kinetics to confirm the
mechanism of homogeneous nucleation crystallization. After annealing the as-spun
PVDF/PSF blend fibers above the Tg of PSF (i.e., at 220◦C for 5 min), the PVDF
fibers broke up into submicron-sized droplets and the corresponding crystallization
behaviors are shown in Fig. 2.9b. For PVDF/PSF 5/95, the heterogeneously
nucleated crystallization peak at 121◦C became very weak and a clear crystallization
peak took place at 55◦C. For the annealed PVDF/PSF 10/90 and 20/80 blend
fibers, two crystallization peaks were observed (i.e., fractionated crystallization)
with a high-temperature peak at 105–113◦C and a low-temperature peak at 57–
59◦C. For the PVDF/PSF 30/70 sample, three crystallization peaks were observed
with two high-temperature peaks at 130 and 110◦C and a low-temperature peak
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at 60◦C. Further annealing the blend fibers at 240◦C for 5 min showed similar
low crystallization peaks around 56–60◦C (see Fig. 2.8c). However, the high-
temperature crystallization peak shifted to a higher temperature (110◦C) for the
PVDF/PSF 20/80 sample. For the PVDF/PSF 30/70 sample, three crystallization
peaks were observed at 103, 118, and 135◦C at high temperatures. These results
indirectly suggested that annealing at 240◦C caused significant coalescence of the
broken PVDF nanodroplets. From the above nonisothermal crystallization studies
for the annealed PVDF/PSF blend fibers, we attribute the low-temperature crystal-
lization peak between 55 and 60◦C to the homogeneously nucleated crystallization
of PVDF. The temperatures of homogeneous nucleation for other semicrystalline
polymers have also been reported for PEO at ca. −20◦C [17, 18, 38, 39], isotactic
polypropylene at ca. 45◦C [40, 41], high-density polyethylene at ca. 74◦C [42], and
nylon 6 at ca. 90◦C [43–46]. Generally speaking, the homogeneous nucleation tem-
perature is about 60–100◦C lower than the heterogeneous nucleation temperature
for the bulk polymer. Therefore, it is reasonable to attribute the crystallization peak
at 55–60◦C to the homogeneously nucleated PVDF crystallization.

To determine the homogeneous nucleation mechanism of PVDF, PVDF crystal-
lization kinetics in electrospun PVDF/PSF blend fibers was studied via isothermal
crystallization at preset temperatures. The PVDF/PSF 20/80 blend fibers were
chosen for the kinetics study because (1) it had two well-defined crystallization
peaks upon cooling at −10◦C/min (see Fig. 2.9b) and (2) the heat of transition for
each crystallization peak was large enough to minimize experimental errors. Using
DSC, the Avrami analysis was adopted to investigate both homogeneously and
heterogeneously nucleated crystallization processes. Because the heterogeneously
nucleated crystallization was relatively fast and the heat of transition was large,
the crystallization kinetics could be recorded using the conventional isothermal
crystallization procedure. For PVDF/PSF 20/80 blend fibers annealed at 180◦C
for 5 min, the preset isothermal Tc was chosen at 142–146◦C. For the isothermal
crystallization kinetics study on the homogeneously nucleated crystallization of the
PVDF/PSF 20/80 blend fibers annealed at 220◦C for 5 min, a different procedure
was used because the crystallization processes were slow and the heat of transition
was not high enough. First, the sample was melted at 180◦C for 5 min and then
fast cooled at −80◦C/min to a preset temperature for isothermal crystallization. The
preset temperature was chosen to be slightly (5–10◦C) higher than the nonisothermal
crystallization peak temperatures (59 and 105◦C, respectively). Second, the xt was
obtained by the melting enthalpy during a subsequent heating process to 180◦C at
10◦C/min at different crystallization times. Finally, the x∞ (5.25 J/g) was obtained
by isothermally annealing the sample at the Tc for a long enough time (12 h).

For the isothermal crystallization of the PVDF/PSF 20/80 blend fiber annealed
at 180◦C, the Avrami index, n, was around 2.7–3.3 at Tc = 142–146◦C (see
Fig. 2.10a), indicating two-dimensional (2D) growth of crystallites due to the
ribbon- or fiber-like PVDF morphology when the thermal nucleation mechanism
was assumed. For the high-temperature (around 115–118◦C) isothermal crystalliza-
tion of the PVDF/PSF 20/80 blend fibers annealed at 220◦C, the Avrami index n
decreased to ca. 2.1 (see Fig. 2.10b) because of the confined crystallization in large
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Fig. 2.10 (a) Avrami plots of isothermal crystallization at 142, 144, and 146◦C for electrospun
PVDF/PSF 20/80 fibers annealed at 180◦C for 5 min. (b) Avrami plots of isothermal crystallization
at 115 and 118◦C for electrospun PVDF/PSF 20/80 fibers annealed at 220◦C for 5 min. (c) Avrami
plots of isothermal crystallization at 65 and 70◦C for electrospun PVDF/PSF 20/80 fibers annealed
at 220◦C for 5 min

spherical domains. These high Avrami index values (∼2.0) suggested that the high-
temperature crystallization should be heterogeneously nucleated. However, when
the same sample was isothermally crystallized at 65◦C (close to the low-temperature
crystallization peak in Fig. 2.9b), the Avrami index became 0.86 (see Fig. 2.10c).
These low Avrami index values around 1.0 suggested that the low-temperature
crystallization should be homogeneously nucleated, similar to the results observed
for PEO homogeneous nucleation [29, 47]. From this crystallization kinetics
study, we concluded that the high-temperature crystallization was heterogeneously
nucleated in large PVDF droplets, while the low-temperature crystallization was
homogeneously nucleated in PVDF nanodroplets.

2.3.4 Understanding Polymorphism Formation in Electrospun
Fibers of Immiscible Poly(vinylidene Fluoride) Blends

It is well known that PVDF has polymorphic crystalline phases, namely, α, β,
γ, and δ [48]. It would be interesting to understand the polymorphism formation
induced by the homogeneous nucleation, which usually has a fast crystallization
rate. Figure 2.11 shows the wide angle X-ray diffraction (WAXD) profiles of various
PVDF/PSF blend fibers annealed at different temperatures (i.e., 180, 220, and
240◦C) after etching with chloroform to remove the PSF matrix. Only α-crystal
reflections, (100)α, (020)α, (110)α, and mixed (021/111/120)α, were seen at 12.65,
13.04, 14.25, and 18.9 nm−1, respectively, for all samples. No obvious β-crystal
reflections, (110/200)β, were seen at 14.7 nm−1. Therefore, homogeneously nucle-
ated PVDF crystallization confined in nanosized droplets had no significant effect
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Fig. 2.11 WAXD profiles of electrospun PVDF/PSF blend fibers annealed at different tempera-
tures (180, 220, 240◦C) after etching with chloroform to remove the PSF matrix. (a) PVDF/PSF
5/95, (b) PVDF/PSF 20/80

on the formation of ferroelectric β or γ phases. However, it was reported that nearly
a pure β phase was observed in electrospun PVDF composite fibers with nanoclays
[49], magnetic nanoparticles [50], or even carbon nanotubes [51]. These phenomena
really draw our attention to investigate polymorphism formation in electrospun
fibers of immiscible PVDF blends.

To understand the mechanism of polymorphism formation in electrospun PVDF
blend fibers, a comparative study in electrospun fibers of PVDF blends with
nonpolar and polar matrices was carried out. The nonpolar polymer matrix was
polysulfone (PSF) and the polar matrix was polyacrylonitrile (PAN). PAN has
polar cyano side groups, which have a large dipole moment of ca. 13.4× 10−30

C m or 4.0 Debye [52, 53]. Instead, PSF is a nonpolar polymer with a nearly
net zero dipole moment perpendicular to the chains. The polarity of the matrix
polymer had significant influence on the crystalline morphology of PVDF in its
as-electrospun blend fibers, as shown in Fig. 2.12. For PVDF/PAN blend fibers,
only the characteristic β phase reflection, (110/200)β, was observed at 14.7 nm−1

in the WAXD profiles in Fig. 2.12A. Note that the (100)PAN reflection for the
hexagonal PAN crystalline phase [54, 55] was observed at 11.9 nm−1. The absence
of the α phase in as-electrospun PVDF/PAN blend fibers was further confirmed by
Fourier transform infrared spectroscopy (FTIR) results in Fig. 2.12B because only
β absorption bands at 840 and 1,273 cm−1 and the γ absorption band at 1,233 cm−1

were observed. For as-electrospun PVDF/PSF blend fibers, as shown in the WAXD
profiles (Fig. 2.12A, curve e and f), distinctive α-form reflections were observed.
The existence of the β phase in as-electrospun PVDF/PSF fibers was evidenced
by the absorption bands at 840 and 1,273 cm−1 in the FTIR spectra in Fig. 2.12B.
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Fig. 2.12 (A) WAXD profiles and (B) FTIR spectra for electrospun fibers of PVDF/PAN blends
and PVDF/PSF blends from 80/20 (wt/wt) DMAc/THF; (a) PVDF/PAN 20/80, (b) PVDF/PAN
30/70, (c) PVDF/PSF 20/80, (d) PVDF/PSF 30/70, (e) PVDF/PSF 20/80 washed by CHCl3, and
(f) PVDF/PSF 30/70 washed by CHCl3

Using Eq. (2.1), F(β) values of as-electrospun PVDF/PSF 20/80 and 30/70 fibers
were calculated to be ca. 0.43 and 0.49, respectively, significantly lower than those
(∼1) of electrospun PVDF/PAN fibers:

F (β) =
Aβ

1.3Aα+Aβ
, (2.1)

where Aα and Aβ are the absorbance at 765 and 840 cm−1, respectively.
Crystalline polymorphism in the melt-recrystallized samples was studied by in

situ temperature-dependent synchrotron WAXD studies during the nonisothermal
crystallization, as shown in Fig. 2.13. For the melt-recrystallized PVDF/PSF
blend fibers, only nonpolar α phase was observed at the initial stage (the green
curves at 140◦C) of crystallization (Fig. 2.13a,b). With continuously decreasing
the temperature, the (110)α reflection gradually increased its intensity (see insets
in Fig. 2.13a,b), indicating the growth of the nonpolar α phase in the samples.
For melt-recrystallized PVDF/PAN blend fibers, only the α phase [see the (110)α
reflection in the insets of Fig. 2.13c,d] was observed in the beginning of crys-
tallization (the green curves at 130◦C). Note that the sharpening of the (100)PAN

reflection at 11.9 nm−1 was a direct result of thermal annealing at 180◦C, which
either enhanced the crystallinity or made the as-electrospun PAN crystals more
perfect. With decreasing the temperature, ferroelectric (β and/or γ) phases started
to appear. It was interesting to note that the temperatures, where the ferroelectric
phases started to appear, were different for PVDF/PAN 20/80 and 30/70 blends. For
PVDF/PAN 20/80, the ferroelectric phases appeared at 125◦C (the blue curve in
Fig. 2.13c), whereas they appeared at 120◦C for PVDF/PAN 30/70 (the magenta
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Fig. 2.13 Temperature-dependent WAXD profiles during the nonisothermal crystallization after
melting at 180◦C for 5 min for electrospun fibers of PVDF/PSF (a) 20/80 and (b) 30/70 (wt/wt)
and PVDF/PAN (c) 20/80 and (d) 30/70 (wt/wt) blends. Insets show a magnified q range between
13.5 and 15 nm−1. The cooling rate is 5◦C/min. The start temperatures (the first black curve) for
PVDF/PSF and PVDF/PAN are 150 and 140◦C, respectively, and each curve is 5◦C apart

curve in Fig. 2.13d). This phenomenon could be explained by the fact that during
a moderate cooling from the melt, the α phase was kinetically favored and thus
had a faster nucleation/growth rate than the β phase [56]. Meanwhile, the content
of the ferroelectric phases was higher in PVDF/PAN 20/80 than in PVDF/PAN
30/70 (compare Fig. 2.13c,d), suggesting that the higher surface-to-volume ratio
in PVDF/PAN 20/80 than that in PVDF/PAN 30/70 favored the nucleation of
ferroelectric phases in PVDF near the PAN/PVDF interfaces.
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Fig. 2.14 Polarized FTIR
spectra between 450 and
1,500 cm−1 for as-stretched
and 130◦C recrystallized
PVDF/PAN 20/80 blend
fibers at different polarization
angles

Crystal orientation and polymorphism formation in electrospun PVDF/PAN
blend fibers during melt-recrystallization can be further revealed by polarized
FTIR, which can give more information on the interface-induced polymorphism
mentioned above. In order to obtain aligned fibers for investigation of crystal
orientation, a bundle of nonwoven PVDF/PAN 20/80 blend fibers was mechanically
stretched at 110◦C by fixing its one end and then hanging a constant weight (1–
5 g depending on the amount of fibers) at the other end in a Blue M G01300A
gravity oven. Figure 2.14 shows the polarized FTIR spectra for the as-stretched and
130◦C recrystallized PVDF/PAN 20/80 blend fibers between 450 and 1,500 cm−1

when the polarization changed from 0◦ (parallel to the drawing direction) to 90◦
(perpendicular to the drawing direction). In this region, the absorption bands at
840 and 1,278 cm−1 were attributed to pure β-PVDF crystals, and the absorption
bands at 1,070 and 1,400 cm−1 were attributed to both α- and β-PVDF crystals.
With increasing the polarization angle, the absorbance in crystalline sensitive
bands varied and detailed analyses are shown in Fig. 2.15. For the as-stretched
PVDF/PAN blend fibers, the absorption in bands at 840 and 1,278 cm−1 increased
with increasing polarization angle from 0◦ to 90◦, whereas the absorption in bands
at 1,070 and 1,400 cm−1 decreased with increasing polarization angle from 0◦ to
90◦. The band at 840 cm−1 was assigned, in terms of potential energy distribution
(PED), to r(CH2)(60)—νa(CF2) (31), and the band at 1,278 cm−1 was assigned to
νs(CF2)(40)—νs(CC)(22)+ δ (CCC)(15) [57]. Here, va stands for antisymmetric
stretching, vs symmetric stretching, r rocking, and δ scissoring. The numbers in
parenthesis represent the PED obtained by the normal coordinate treatment for a
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Fig. 2.15 Absorbance at 840 and 1,278 cm−1 as a function of polarization angle for (a)
as-stretched and (b) 130◦C recrystallized PVDF/PAN 20/80 blend fibers

Fig. 2.16 Schematic representation of the polymorphism formation in melt-recrystallized
PVDF/PAN blend fibers. The left panel shows possible dipolar and hydrogen bonding interactions
between PAN and PVDF

single chain. Because the major contributions for the 840 cm−1 band [i.e., r(CH2)]
and the 1,278 cm−1 band [i.e., vs(CF2)] were perpendicular to the PVDF chains,
polarized FTIR results indicate that the degree of orientation of ferroelectric β-
PVDF crystals along the fiber axes was higher than that of nonpolar α-crystals.
Therefore, it was concluded that the β-PVDF crystals should be formed at the
PVDF/PAN interfaces (see the zigzag chain conformation at position I in Fig. 2.16)
because of strong dipolar and hydrogen bonding interactions between VDF and AN
units. The α-PVDF crystals should form in the center of the PVDF domain (or far
away from the PVDF/PAN interface, see the helical chain conformation at position
II in Fig. 2.15).

Finally, from the above results as well as studies in literature, we propose a
possible universal mechanism for the formation of ferroelectric phases in the PVDF
homopolymer, whose chain conformation is fairly adaptable to different crystalline
forms. Note that PVDF random copolymers, including P(VDF-co-TrFE), P(VDF-
co-tetrafluoroethylene), and P(VDF-co-vinylfluoride), should be excluded because
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their chain conformation favored the ferroelectric β phase [48]. First, nucleation of
ferroelectric phases should be strongly influenced by the interactions between the
local electric field and PVDF dipoles. Note that we refer the local electric field to the
field among atoms and molecules, not the macroscopic electric field in the sample.
These local field–dipole interactions can be in different forms, including ion–dipole,
dipole–dipole, hydrogen bonding, and external electric field–dipole interactions.
Generally speaking, the stronger the interactions between the local electric field
and PVDF dipoles, the easier the nucleation of the ferroelectric phases. Second,
the growth rate of ferroelectric phases after nucleation with respect to the rates of
nucleation and growth of the nonpolar α phase determines the relative amount of
ferroelectric phases in PVDF. If the nucleation of the α phase can be suppressed,
a pure ferroelectric phase will be obtained. In the following, we will discuss the
ferroelectric phase formation using this proposed mechanism in different situations:

1. Ferroelectric Phase Formation from a Heterogeneous Phase. This situation refers
to PVDF crystallization in the presence of preexisting heterogeneous interfaces.
These interfaces can be either nonpolar or polar. Nonpolar interfaces include
glasses, metals, and (nonpolar) polymers. For example, transcrystallization of
PVDF is observed from the surfaces of several nonpolar polymers, namely,
poly(ethylene terephthalate), polytetrafluoroethylene, and polyimide; however,
only the nonpolar α phase was observed [58]. This is consistent with our result
for melt-recrystallized PVDF/PSF blend fibers. Polar interfaces can be either
inorganic or polymeric. Inorganic polar interfaces include those from inorganic
salts (e.g., (001) surfaces in KBr and NaCl [59–62]), charged nanoplatelets
(e.g., mica and layered silicates [63–66]), or even electron-rich carbon nanotubes
[67, 68]. The strong local electric field near these inorganic interfaces can effec-
tively induce the nucleation of polar (ferroelectric) phases in PVDF. However,
at locations far away from these polar interfaces, nonpolar α phase will be
nucleated, leading to the coexistence of both nonpolar and ferroelectric phases in
the composites. Therefore, the amount of induced ferroelectric phases depends
on the content of these inorganic fillers or the surface-to-volume ratio in the
system. For polar polymer interfaces such as in nylon 11 and PAN, ferroelectric
phases will be nucleated with their c-axes parallel to the interface [69, 70].
Again, for locations away from the polar polymer interfaces, the α phase can be
nucleated, leading to the coexistence of both nonpolar and ferroelectric phases
in PVDF. Generally speaking, the lower the PVDF content (or the smaller PVDF
domains) in these blends, the higher the surface-to-volume ratio and thus the
higher the ferroelectric phase content. This is exactly observed in our melt-
recrystallized PVDF/PAN blend fibers (see Fig. 2.12a,b). Intriguingly, only the α
phase is observed when polar nylon 11 is replaced by nonpolar nylon 6 [35, 71,
72]. Therefore, hydrogen bonding may not be a necessary requirement for the
formation of ferroelectric PVDF phases. Instead, we consider that the polar local
crystalline phases in nylon 11 and PAN should be responsible for the nucleation
of ferroelectric phases in PVDF.
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2. Ferroelectric Phase Formation from a Homogeneous Single Phase. This situa-
tion includes PVDF crystallization from homogeneous solutions and miscible
polymer blends. In most miscible blends with PVDF, hydrogen bonding between
the carbonyl groups in the counterpart polymer and PVDF may induce local
ordering in the single phase, as suggested by light-scattering and dielectric
studies [73–75]. We speculate that the local ordering of polymer chains may
effectively suppress the nucleation of the nonpolar phase and, meanwhile, induce
the nucleation and growth of the ferroelectric phases in miscible PVDF blends.
Currently, it is still not clear how the ferroelectric phases form in polar solvents,
although we speculate that certain local ordering might also occur due to strong
dipolar interactions between PVDF and the solvent molecules. More experiments
should be dedicated to understand the underlying mechanism.

3. Electrospinning Effect. During electrospinning, both fast stretching and external
electric field-dipole interaction will help the ferroelectric phase formation in
PVDF. When polar inorganic or polymeric interfaces are present, the nucleation
and growth of the nonpolar α phase will be completely suppressed, and pure
ferroelectric phases will be obtained in PVDF blend fibers (e.g., PVDF/PAN).
For nonpolar polymer interfaces (e.g., PVDF/PSF), ferroelectric phases will
coexist with the α phase in electrospun PVDF blend fibers.

2.4 Conclusions

By taking advantage of the Plateau-Rayleigh instability in the electrospun co-
continuous immiscible polymer blend fibers, nanosized droplets of 50–300 nm were
successfully prepared via thermal annealing at an appropriate temperature above
the Tg of the matrix for a short period of time without any help of compatibilizers.
The competition between nanofiber breakup and subsequent droplet coalescence
determined the final droplet size and size distribution. This technique is very simple
and easy and, moreover, can be applicable to various polymeric materials. Our study
shows that these nanodroplets can be used to study the fractionated crystallization
and homogeneous nucleation of almost any semicrystalline polymers, such as PEO,
PVDF, polyethylene, and polypropylene. By using this method, we observed the
homogeneously nucleated crystallization of PVDF took place at 55–60◦C for the
first time. Additionally, this method can be utilized to investigate the effect of
nanoconfinement on crystalline morphologies of semicrystalline polymers. Through
this study, we obtained more insight into the polymorphism formation of PVDF
through extensive investigation of crystalline structure formed in electrospun fibers
of immiscible blends.

Acknowledgments The authors would acknowledge the Chinese Scholarship Council, startup
fund of Sichuan University (Grant No. 2011SCU11072), and NSF (DMR-0907580) for financial
support. The authors are also grateful to Mr. Linghui Meng and Professor Gary Wnek at Case



2 Nanodroplet Formations in Electrospun Fibers of Immiscible Polymer. . . 47

Western Reserve University for providing electrospinning instrument and technical assistance.
The authors also acknowledge the assistance of synchrotron XRD experiments from Dr. Lixia
Rong at Brookhaven National Laboratory and the work of Dr. Run Su.

References

1. Harrats, C., Thomas, S., Groeninckx, G.: Micro- and Nanostructured Multiphase Polymer
Blend Systems: Phase Morphology and Interfaces. Taylor & Francis, New York (2006)

2. Peng, P., Chen, Y.Z., Gao, Y.F., Yu, J., Guo, Z.X.: Phase morphology and mechanical properties
of the electrospun polyoxymethylene/polyurethane blend fiber mats. J. Polym. Sci. Part B:
Polym. Phys. 47, 1853–1859 (2009)

3. Wei, M., Lee, J., Kang, B., Mead, J.: Preparation of core-sheath nanofibers from conducting
polymer blends. Macromol. Rapid Commun. 26, 1127–1132 (2005)

4. Sun, X.-Y., Nobles, L.R., Börner, H.G., Spontak, R.J.: Field-driven surface segregation of
biofunctional species on electrospun PMMA/PEO microfibers. Macromol. Rapid Commun.
29, 1455–1460 (2008)

5. Forrest, J.A., Dalnoki-Veress, K., Dutcher, J.R.: Interface and chain confinement effects on the
glass transition temperature of thin polymer films. Phys. Rev. E. 56, 5705–5716 (1997)

6. Ellison, C.J., Torkelson, J.M.: The distribution of glass-transition temperatures in nanoscopi-
cally confined glass formers. Nat. Mater. 2, 695–700 (2003)

7. Reiter, G., Napolitano, S.: Possible origin of thickness-dependent deviations from bulk
properties of thin polymer films. J. Polym. Sci. Part B: Polym. Phys. 48, 2544–2547 (2010)

8. Zhu, L.: Polymer ordering in nanoconfined spaces. In: Nalwa, H.S. (ed.) Polymeric Nanostruc-
tures and Their Applications, vol. 2. American Scientific Publishers, Stevenson Ranch (2007)

9. Huang, E., Rockford, L., Russell, T.P., Hawker, C.J.: Nanodomain control in copolymer thin
films. Nature 395, 757–758 (1998)

10. Kim, S.O., Solak, H.H., Stoykovich, M.P., Ferrier, N.J., de Pablo, J.J., Nealey, P.F.: Epitaxial
self-assembly of block copolymers on lithographically defined nanopatterned substrates.
Nature 424, 411–414 (2003)

11. Cheng, J.Y., Mayes, A.M., Ross, C.A.: Nanostructure engineering by templated self-assembly
of block copolymers. Nat. Mater. 3, 823–828 (2004)

12. Park, S., Lee, D.H., Xu, J., Kim, B., Hong, S.W., Jeong, U., Xu, T., Russell, T.P.: Macroscopic
10-terabit-per-square- inch arrays from block copolymers with lateral order. Science 323,
1030–1033 (2009)

13. Abeysekera, R., Bushby, R.J., Caillet, C., Hamley, I.W., Lozman, O.R., Lu, Z.B., Robards,
A.W.: Discotic liquid crystalline triblock copolymers: interplay of liquid crystal architecture
with microphase separation. Macromolecules 36, 1526–1533 (2003)

14. Steinhart, M., Goring, P., Dernaika, H., Prabhukaran, M., Gosele, U., Hempel, E., Thurn-
Albrecht, T.: Coherent kinetic control over crystal orientation in macroscopic ensembles of
polymer nanorods and nanotubes. Phys. Rev. Lett. 97, 027801 (2006)

15. Serghei, A., Lutkenhaus, J.L., Miranda, D.F., McEnnis, K., Kremer, F., Russell, T.P.: Density
fluctuations and phase transitions of ferroelectric polymer nanowires. Small 6, 1822–1826
(2010)

16. Loo, Y.-L., Register, R.A.: Crystallization within block copolymer mesophases. In: Hamley,
I.W. (ed.) Developments in Block Copolymer Science and Technology. Wiley, Hoboken (2004)

17. Taden, A., Landfester, K.: Crystallization of poly(ethylene oxide) confined in miniemulsion
droplets. Macromolecules 36, 4037–4041 (2003)

18. Muller, A.J., Balsamo, V., Arnal, M.L., Jakob, T., Schmalz, H., Abetz, V.: Homoge-
neous nucleation and fractionated crystallization in block copolymers. Macromolecules 35,
3048–3058 (2002)



48 G. Zhong et al.

19. Liu, Y., Cui, L., Guan, F.X., Gao, Y., Hedin, N.E., Zhu, L., Fong, H.: Crystalline morphology
and polymorphic phase transitions in electrospun nylon-6 nanofibers. Macromolecules 40,
6283–6290 (2007)

20. Rayleigh, L.: On the capillary phenomena of jets. Proc. R. Soc. Lond. 29, 71–97 (1879)
21. Elemans, P.H.M., Janssen, J.M.H., Meijer, H.E.H.: The measurement of interfacial tension in

polymer/polymer systems: the breaking thread method. J. Rheol. 34, 1311–1325 (1990)
22. McGraw, J.D., Li, J.F., Tran, D.L., Shi, A.C., Dalnoki-Veress, K.: Plateau-Rayleigh instability

in a torus: formation and breakup of a polymer ring. Soft Matter 6, 1258–1262 (2010)
23. Zhong, G.J., Wang, K., Zhang, L.F., Li, Z.-M., Hao, F., Zhu, L.: Nanodroplet formation

and exclusive homogeneously nucleated crystallization in confined electrospun immiscible
polymer blend fibers of polystyrene and poly(ethylene oxide). Polymer 52, 5397–5402 (2011)

24. Bognitzki, M., Frese, T., Steinhart, M., Greiner, A., Wendorff, J.: Preparation of fibers with
nanoscaled morphologies: electrospinning of polymer blends. Polym. Eng. Sci. 41, 982–989
(2001)

25. Lee, K.H., Kim, H.Y., Ryu, Y.J., Kim, K.W., Choi, S.W.: Mechanical behavior of electrospun
fiber mats of poly(vinyl chloride)/polyurethane polyblends. J. Polym. Sci. Part B: Polym. Phys.
41, 1256–1262 (2003)

26. Bazilevsky, A.V., Yarin, A.L., Megaridis, C.M.: Co-electrospinning of core-shell fibers using a
single-nozzle technique. Langmuir 23, 2311–2314 (2007)

27. Massa, M.V., Dalnoki-Veress, K.: Homogeneous crystallization of poly(ethylene oxide) con-
fined to droplets: the dependence of the crystal nucleation rate on length scale and temperature.
Phys. Rev. Lett. 92, 255509 (2004)

28. He, Y., Zhu, B., Kai, W., Inoue, Y.: Nanoscale-confined and fractional crystallization of
poly(ethylene oxide) in the interlamellar region of poly(butylene succinate). Macromolecules
37, 3337–3345 (2004)

29. Massa, M.V., Lee, M.S.M., Dalnoki-Veress, K.: Crystal nucleation of polymers confined to
droplets: memory effects. J. Polym. Sci. Part B: Polym. Phys. 43, 3438–3443 (2005)

30. Zhong, G.J., Zhang, L.F., Su, R., Wang, K., Fong, H., Zhu, L.: Understanding polymorphism
formation in electrospun fibers of immiscible poly(vinylidene fluoride) blends. Polymer 52,
2228–2237 (2011)

31. You, Y., Youk, J.H., Lee, S.W., Min, B.-M., Lee, S.J., Park, W.H.: Preparation of porous
ultrafine PGA fibers via selective dissolution of electrospun PGA/PLA blend fibers. Mater.
Lett. 60, 757–760 (2006)

32. Zhong, G.J., Su, R., Zhang, L.F., Wang, K., Li, Z.M., Hao, F., Zhu, L.: Evolution of
nanodroplets and fractionated crystallization in thermally annealed electrospun blend fibers
of poly(vinylidene fluoride) and polysulfone. Polymer 53, 4472–4480 (2012)

33. Frensch, H., Jungnickel, B.J.: Some novel crystallization kinetic peculiarities in finely dispers-
ing polymer blends. Colloid Polym. Sci. 267, 16–27 (1989)

34. Liu, Z., Maréchal, P., Jérôme, R.: Melting and crystallization of poly(vinylidene fluoride)
blended with polyamide 6. Polymer 38, 5149–5153 (1997)

35. Na, B., Xu, W., Lv, R., Li, Z., Tian, N., Zou, S.: Toughening of nylon-6 by semicrystalline
poly(vinylidene fluoride): role of phase transformation and fibrillation of dispersed particles.
Macromolecules 43(8), 3911–3915 (2010)

36. Steinhart, M., Senz, S., Wehrspohn, R.B., Gosele, U., Wendorff, J.H.: Curvature-directed
crystallization of poly(vinylidene difluoride) in nanotube walls. Macromolecules 36,
3646–3651 (2003)

37. Lutkenhaus, J.L., McEnnis, K., Serghei, A., Russell, T.P.: Confinement effects on crystalliza-
tion and curie transitions of poly(vinylidene fluoride-co-trifluoroethylene). Macromolecules
43, 3844–3850 (2010)

38. Muller, A.J., Arnal, M.L., Lopez-Carrasquero, F.: Nucleation and crystallization of PS-b-PEO-
b-PCL triblock copolymers. Macromol. Symp. 183, 199–204 (2002)



2 Nanodroplet Formations in Electrospun Fibers of Immiscible Polymer. . . 49

39. Hsiao, M.S., Zheng, J.X., Leng, S.W., Van Horn, R.M., Quirk, R.P., Thomas, E.L., Chen, H.L.,
Hsiao, B.S., Rong, L.X., Lotz, B., Cheng, S.Z.D.: Crystal orientation change and its origin
in one-dimensional nanoconfinement constructed by polystyrene-block-poly(ethylene oxide)
single crystal mats. Macromolecules 41, 8114–8123 (2008)

40. Langhe, D.S., Keum, J.K., Hiltner, A., Baer, E.: Fractionated crystallization of alpha- and beta-
nucleated polypropylene droplets. J. Polym. Sci. Part B: Polym. Phys. 49, 159–171 (2011)

41. Arnal, M.L., Muller, A.J., Maiti, P., Hikosaka, M.: Nucleation and crystallization of isotactic
poly(propylene) droplets in an immiscible polystyrene matrix. Macromol. Chem. Phys. 201,
2493–2504 (2000)

42. Arnal, M.L., Matos, M.E., Morales, R.A., Santana, O.O., Muller, A.J.: Evaluation of the
fractionated crystallization of dispersed polyolefins in a polystyrene matrix. Macromol. Chem.
Phys. 199, 2275–2288 (1998)

43. Tol, R.T., Mathot, V.B.F., Groeninckx, G.: Confined crystallization phenomena in immiscible
polymer blends with dispersed micro- and nanometer sized PA6 droplets, part 3: crystallization
kinetics and crystallinity of micro- and nanometer sized PA6 droplets crystallizing at high
supercoolings. Polymer 46, 2955–2965 (2005)

44. Tol, R.T., Mathot, V.B.F., Groeninckx, G.: Confined crystallization phenomena in immiscible
polymer blends with dispersed micro- and nanometer sized PA6 droplets, part 1: uncompatibi-
lized PS/PA6, (PPE/PS)/PA6 and PPE/PA6 blends. Polymer 46, 369–382 (2005)

45. Tol, R.T., Mathot, V.B.F., Groeninckx, G.: Confined crystallization phenomena in immiscible
polymer blends with dispersed micro- and nanometer sized PA6 droplets, part 2: reactively
compatibilized PS/PA6 and (PPE/PS)/PA6 blends. Polymer 46, 383–396 (2005)

46. Tol, R.T., Mathot, V.B.F., Reynaers, H., Goderis, B., Groeninckx, G.: Confined crystallization
phenomena in immiscible polymer blends with dispersed micro-and nanometer sized PA6
droplets part 4: polymorphous structure and (meta)-stability of PA6 crystals formed in different
temperature regions. Polymer 46, 2966–2977 (2005)

47. Massa, M.V., Carvalho, J.L., Dalnoki-Veress, K.: Confinement effects in polymer crystal
nucleation from the bulk to few-chain systems. Phys. Rev. Lett. 97, 247802 (2006)

48. Tashiro, K.: Crystal structure and phase transition of PVDF and related copolymers. In: Nalwa,
H.S. (ed.) Ferroelectric Polymers: Chemistry, Physics, and Applications, 1st edn, pp. 63–182.
Dekker, New York (1995)

49. Yu, L., Cebe, P.: Crystal polymorphism in electrospun composite nanofibers of poly(vinylidene
fluoride) with nanoclay. Polymer 50, 2133–2141 (2009)

50. Andrew, J.S., Clarke, D.R.: Enhanced ferroelectric phase content of polyvinylidene difluoride
fibers with the addition of magnetic nanoparticles. Langmuir 24, 8435–8438 (2008)

51. Huang, S., Yee, W.A., Tjiu, W.C., Liu, Y., Kotaki, M., Boey, Y.C.F., Ma, J., Liu, T.,
Lu, X.: Electrospinning of polyvinylidene difluoride with carbon nanotubes: synergistic
effects of extensional force and interfacial interaction on crystalline structures. Langmuir 24,
13621–13626 (2008)

52. Blythe, A.R.: Electrical Properties of Polymers. Cambridge University Press, Cambridge
(1979)

53. Tasaka, S.: Cyanopolymers. In: Nalwa, H.S. (ed.) Ferroelectric Polymers: Chemistry, Physics,
and Applications, 1st edn, pp. 325–352. Dekker, New York (1995)

54. Colvin, B.G., Storr, P.: Crystal-structure of polyacrylonitrile. Eur. Polym. J. 10, 337–340 (1974)
55. Liu, X.D., Ruland, W.: X-ray studies on the structure of polyacrylonitrile fibers. Macro-

molecules 26, 3030–3036 (1993)
56. Gregorio, R., Cestari, M.: Effect of crystallization temperature on the crystalline phase content

and morphology of poly(vinylidene fluoride). J. Polym. Sci. Part B: Polym. Phys. 32, 859–870
(1994)

57. Kobayashi, M., Tashiro, K., Tadokoro, H.: Molecular vibrations of three crystal forms of
poly(vinylidene fluoride). Macromolecules 8, 158–171 (1975)

58. Benkhati, H., Tan, T.T.M., Jungnickel, B.J.: Transcrystallization kinetics of poly(vinylidene
fluoride). J. Polym. Sci. Part B: Polym. Phys. 39, 2130–2139 (2001)



50 G. Zhong et al.

59. Lovinger, A.J.: Crystallization of the beta-phase of poly(vinylidene fluoride) from the melt.
Polymer 22, 412–413 (1981)

60. Lovinger, A.J.: Unit-cell of the gamma-phase of poly(vinylidene fluoride). Macromolecules
14, 322–325 (1981)

61. Lovinger, A.J.: Conformational defects and associated molecular motions in crystalline
poly(vinylidene fluoride). J. Appl. Phys. 52, 5934–5938 (1981)

62. Miyazaki, T., Takeda, Y., Akasaka, M., Sakai, M., Hoshiko, A.: Preparation of isothermally
crystallized gamma-form poly(vinylidene fluoride) films by adding a KBr powder as a
nucleating agent. Macromolecules 41, 2749–2753 (2008)

63. Priya, L., Jog, J.P.: Poly(vinylidene fluoride)/clay nanocomposites prepared by melt intercala-
tion: crystallization and dynamic mechanical behavior studies. J. Polym. Sci. Part B: Polym.
Phys. 40, 1682–1689 (2002)

64. Buckley, J., Cebe, P., Cherdack, D., Crawford, J., Ince, B.S., Jenkins, M., Pan, J., Reveley, M.,
Washington, N., Wolchover, N.: Nanocomposites of poly(vinylidene fluoride) with organically
modified silicate. Polymer 47, 2411–2422 (2006)

65. Dillon, D.R., Tenneti, K.K., Li, C.Y., Ko, F.K., Sics, I., Hsiao, B.S.: On the structure and
morphology of polyvinylidene fluoride-nanoclay nanocomposites. Polymer 47, 1678–1688
(2006)

66. Shah, D., Maiti, P., Gunn, E., Schmidt, D.F., Jiang, D.D., Batt, C.A., Giannelis, E.P.: Dramatic
enhancements in toughness of polyvinylidene fluoride nanocomposites via nanoclay-directed
crystal structure and morphology. Adv. Mater. 16, 1173–1177 (2004)

67. He, L., Xu, Q., Hue, C., Song, R.: Effect of multi-walled carbon nanotubes on crystallization,
thermal, and mechanical properties of poly(vinylidene fluoride). Polym. Comp. 31, 921–927
(2010)

68. Kim, G.H., Hong, S.M., Seo, Y.: Piezoelectric properties of poly(vinylidene fluoride) and
carbon nanotube blends: beta-phase development. Phys. Chem. Chem. Phys. 11, 10506–10512
(2009)

69. Li, Y., Kaito, A.: Mechanistic investigation into the unique orientation textures of
poly(vinylidene fluoride) in blends with nylon 11. Macromol. Rapid Comm. 24, 603–608
(2003)

70. Li, Y., Kaito, A.: Crystallization and orientation behaviors of poly(vinylidene fluoride) in the
oriented blend with nylon 11. Polymer 44, 8167–8176 (2003)

71. Kim, K.J., Cho, H.W., Yoon, K.J.: Effect of P(MMA-co-MAA) compatibilizer on the miscibil-
ity of nylon 6/PVDF blends. Eur. Polym. J. 39, 1249–1265 (2003)

72. Kaito, A., Iwakura, Y., Li, Y., Nakayama, K., Shimizu, H.: Unique orientation textures induced
by confined crystal growth of poly(vinylidene fluoride) in oriented blends with polyamide 6.
Macromol. Chem. Phys. 208, 504–513 (2007)

73. Saito, H., Matsuura, M., Inoue, T.: Depolarized light-scattering-studies on single-phase
mixtures of dissimilar polymers – evidence for local ordering. J. Polym. Sci. Part B: Polym.
Phys. 29, 1541–1546 (1991)

74. Saito, H., Matsuura, M., Okada, T., Inoue, T.: Short-range order in a miscible polymer blend.
Polym. J. 21, 357–360 (1989)

75. Aihara, T., Saito, H., Inoue, T., Wolff, H.P., Stuhn, B.: Dielectric studies of specific
interaction and molecular motion in single-phase mixture of poly(methyl methacrylate) and
poly(vinylidene fluoride). Polymer 39, 129–134 (1998)



Chapter 3
Dynamic Study of Nanodroplet Nucleation
and Growth Using Transmitted Electrons
in ESEM

Zahava Barkay

Abstract Experimental methods for wettability research are reviewed. A novel
method for quantitative wettability study at nanoscale is presented. It is based on
measuring transmitted electrons through nanodroplets using wet scanning transmis-
sion electron microscope (wet-STEM) detector in environmental scanning electron
microscope (ESEM). The quantitative information of the nanodroplet shape and
contact angle is obtained by fitting Monte Carlo simulation results for transmitted
electrons with experimental results. Dynamic in situ imaging has showed that
irregularities at the water film boundaries constituted nucleation sites for both
dropwise and filmwise condensation. The initial stages of nucleation, growth, and
coalescence have been studied as well as the growth power law dependence.
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2D Two dimensional
3D Three dimensional
AFM Atomic force microscope
BF Bright field
EM Electron microscope
ESEM Environmental scanning electron microscope
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FEG Field emission gun
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RTD Resistive temperature device
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SEM Scanning electron microscope
TEM Transmitted electron microscope
Wet-STEM Wet scanning transmission electron microscope

3.1 Introduction

The nanoscale wettability research explores theoretical aspects such as static contact
angle as well as nanodroplet dynamics including drop growth and coalescence,
which have been previously intensively studied at the macroscale. The liquid drop
dynamics has a major role in a range of scientific applications including emulsion
preparation, metallurgy, phase transitions in liquids or polymers, and atmospheric
science. The liquid drop macroscopic properties are averaged over nanoscale
inhomogeneities, which play a significant role for nanodroplets. In addition, the drop
macroscale physical properties change with reduction of size down to nanoscale.

The driving force for micro- and nanoscale wettability research stems from the
request of physical understanding of nucleation and growth processes. Techno-
logical research refers to device miniaturization and nanofluidic requirements in
biotechnology and materials sciences. Some examples are micro/nano lab-on-chip
devices, referring to integrating a miniature “laboratory” into a single chemical-
electronic device as well as micro/nanoelectromechanical systems (MEMS and
NEMS). Other nano-wetting topics refer to biological components composed
of nanofluidic ion channels, materials possessing by lithography or applications
involving miniature quantities of liquids. The demand for wettability detection
methods at the nanoscale poses technological challenges, which are here reviewed.

The introduction of this chapter is divided into two main subsections. The first
(Sect. 3.1.1) provides a comparable background on wetting phenomena charac-
terization at macro-, micro-, and nanoscales. The second (Sect. 3.1.2) reviews
experimental microscopic methods with emphasis on electron microscopy and
more particularly on the environmental scanning electron microscope (ESEM).
The experimental part (Sect. 3.2) focuses on the novel method of wettability
measurement, which uses wet-STEM detector in ESEM. The first part of results
(Sect. 3.3.1) refers to the principle of quantifying a two-dimensional (2D) STEM
image for obtaining the droplet three-dimensional (3D) shape and the corresponding
contact angle. The droplet spatial projected dimensions are measured on the 2D
STEM image. A Monte Carlo (MC) simulation for the interaction of electrons
with the specimen is used for quantifying the height dimension using a calibration
particle for image (offset/gain) setting. The characterization is demonstrated for
initial stages of water droplet condensation. The second part of results (Sect. 3.3.2)
refers to in situ wet-STEM imaging of droplet growth on a fluid self-supported
interface (instead of commonly studied fluid–solid interface) with nano-lateral
resolution and 1 s temporal resolution. The results demonstrate both dropwise and
filmwise growth and the possible role of irregularities around the self-supported
nano-thick water films. The droplet growth power law shows a distribution in values
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Fig. 3.1 (a) Young contact angle θ Y, (b) Wenzel apparent contact angle θ W, and (c) Cassie-Baxter
apparent contact angle θ C

and is compared with prior results for the micron and sub-mm scales. In situ imaging
has showed interaction between droplets at tens nm separation, which is followed
by coalescence events.

3.1.1 Wetting Phenomena at Macro-, Micro-, and Nanoscales

This section poses the following question, which has been already referred by D.
Quéré almost a decade ago [1]: “how do the macroscopic factors that shape a
drop change with the reduction in scale?” Macroscale drops are basically described
by Young and Laplace equations, while Wenzel and Cassie-Baxter equations
provide apparent contact angle on rough substrates [2]. On microscopic scale the
contact angle is formulated by the modified Young equation, while the modified
surface tension and the disjoining pressure are used for the nanoscale description.
A comparable description will thus be given for wettability at macro-, micro-, and
nanoscales. This enables the understanding of basic theoretical aspects as well as
the technological challenges for inspection of these phenomena.

Basic Definitions for Macroscale: Young and Laplace Equations

Capillary and wetting phenomena at the macroscale have been studied since the
nineteenth century as described in details elsewhere [2]. These phenomena are
basically attributed to surface tension, which is related to excess of surface energy
due to asymmetric liquid molecular interaction at the surface relative to the bulk
liquid. The surface tension, γ , is defined by the energy required to increase a liquid
unit area or by the force per unit length also named capillary force. These capillary
forces are well known from everyday life being responsible for insects walking on
water, capillary rise in a tube, or shower drops holding together. Surface tension is
defined for any two interfaces such as liquid–vapor, solid–vapor, or solid–liquid by
γ lv, γsv, γsl correspondingly. The wettability phenomenon describes the tendency of
liquid to spread on solid surface. It is quantitatively defined by the following Young
contact angle θ Y (Fig. 3.1a) using the surface energies [2]:

γlv cosθY = γsv − γsl (3.1)
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A solid interface is defined as hydrophilic for θ Y < 90◦, hydrophobic for
θ Y > 90◦, and superhydrophobic for θ Y > 150◦. Equation (3.1) refers to a static
case, i.e., where the droplet triplet (liquid–solid–vapor) line ceases, and is imple-
mented on planar, clean homogeneous surface. Physical and chemical defects
provide pinning of the triplet line, and therefore instead of the static Young angle,
advancing and receding angles are defined. Contact angle hysteresis is defined as
the difference between the advancing and receding angles and is relatively large for
high pinning and relatively low under superhydrophobicity.

The Young contact angle of a liquid drop on a solid surface depends on the
roughness and the chemical homogeneity of the surface, being correspondingly
characterized by Wenzel and Cassie-Baxter apparent contact angles [2, 3]. For scale
of inhomogeneity below the drop size, the Wenzel model applies to drop wetting the
whole textured region, while the Cassie-Baxter model applies to drop wetting the top
textured parts leaving below air pockets (Fig. 3.1b, c). According to Wenzel model,
the roughness amplifies the intrinsic surface wettability properties, i.e., hydrophilic
surfaces result with lower apparent contact angle and hydrophobic surfaces result
with higher apparent contact angle. According to Cassie-Baxter model, the air
pockets always strengthen water-repelling and increase the apparent contact angle,
which could result with superhydrophobicity and low contact angle hysteresis. The
transition between non-wetting Cassie-Baxter to wetting Wenzel situation has been
further considered [4, 5].

Surface tension is the origin of overpressure existing in the interior of drops and
bubbles. The pressure difference ΔP across the interface of a drop with radius r is
given by the following Laplace equation [2]:

ΔP =
2γlv

r
(3.2)

Equation (3.2) explains the spherical shape of droplets in free space or in
emulsion and the disappearance of small drops in favor of bigger ones while being
in contact.

At the macroscale both capillary forces and long-range forces such as gravity are
dominated. As a result, drop shape at the center tends to flatten under the force of
gravity. However, gravity is neglected, and capillary effects dominate for drop size,
r, below the capillary length κ−1, which is defined by [2]

κ−1 =

√
γlv

ρ ·g (3.3)

For water of γ lv = 72 mN/m, density ρ = 1 g/cm3, and Earth’s gravity
g= 9.8 m/s2, Eq. (3.3) provides κ−1 2 mm. For r < κ−1, following the Laplace
equation and the tendency to minimize the total surface area, the drop is of
symmetrical spherical cap geometry.
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Basic Definitions for Microscale: Modified Young Contact Angle

The physics of microdroplets has been described elsewhere [6]. The microscale
regime is defined by the action of capillary forces while neglecting gravity.
The drop shape on flat solid substrate is thus of spherical cap geometry as for
r < κ−1. However, the Young contact angle itself requires modification at the
microscale taking into account the molecules in vicinity to the triple line. These
molecules experience a different set of interactions than at the interface because
their environment is different from that in the bulk liquid or at the surface. The
modified Young’s law is given by introducing the line tension τ , which for droplet
of radius r obeys [2, 7]:

γlv cosθY = γsv − γsl − τ/r (3.4)

Equation (3.4) was evaluated for hydrophobic and hydrophilic surfaces, each
characterized by a typical line tension [7]. The correction term for cosine of Young
contact angle for water drop of r = 1 μm is of the order of 10−3–10−2 being
dependent on the line tension value [2, 6].

Following Laplace equation (3.2), a spherical water drop of r = 1 μm yields
ΔP comparable to the atmospheric pressure, and thus bubbles of this size would
rapidly disappear in liquid. A significant lower contact angle has been measured for
micro- and nanoscale drops relative to macro-drops on various solid substrates [8].
The reduction in contact angle and correspondingly increase of curvature explain
the stabilization of droplets and bubbles at small scales. The consideration about
the shape of immiscible liquid interfaces and drops is given in the framework of
Neumann’s construction [6].

Basic Definitions for Nanoscale: Modified Surface Tension

As the system size decreases, surface effects including capillary forces become
dominant [2, 6]. The thermodynamic parameters in small nanoscale systems depend
on the system size and geometry [9]. The theory of nanofluidic thin liquid films has
been elsewhere described [10, 11]. Nanofluidics refers to movement of liquids in
or around objects with at least one dimension below 10–50 nm. At nanoscale the
molecular interaction range, thermal fluctuations, fluid channel walls, microscopic
inhomogeneities, and electric charges become particularly important.

The most simplified nanofluidic system is a thin liquid film. A liquid film,
typically below tens nm thick at equilibrium on a flat solid, is subject to forces acting
perpendicular to the plane of the film named “disjoining pressure” as introduced by
Derjaguin [12]. The disjoining pressure is also relevant to nanoscale drops or drops
at nucleation state. The dependence of surface tension on the disjoining pressure
and drop radius has been explicitly shown elsewhere for nanoscale drops [9, 12].
The disjoining pressure is also relevant for the precursor film theory, which refers to
a nanometer thin film spreading ahead of a drop at the triple line. When one interface
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approaches the other, as for adjacent drops or bubbles, the surface tension and the
disjoining pressure dividing the two surfaces change, which affects the drop or the
bubble shape. The disjoining pressure is a sum of various types of interactions such
as van der Waals, electrostatic, and structural. Thus the dependence of drop surface
tension on radius is system specific at the nanoscale.

3.1.2 Experimental Methods for Micro- and Nanoscales

Macroscale imaging is usually carried out by optical microscopes including confo-
cal microscopes and goniometric devices for contact angle derivation. Micro- and
nanoscale imaging will require alternative methods, which overcome the submicron
Rayleigh resolution limit of far-field optical microscopes.

What are then the basic technological challenges for dynamic wettability study
at nanoscale? A suitable method should accomplish the following aspects:

• Nanoscale spatial resolution
• Fast recording for dynamic in situ imaging
• Study under environmental conditions (preserving sample humidity)
• A measurement which is free of detection perturbations

This section will be devoted to the atomic force microscope (AFM) method and
to the electron microscope (EM) method with emphasis on ESEM, in which current
experiments have been carried out.

Atomic Force Microscope

AFM can provide nanoscale lateral resolution but is rather slow with typical scan
time of a few min per frame [13]. AFM measurements of liquids are usually
conducted at non-contact or tapping modes by scanning with a tip on cantilever
a few nm above the sample to reduce the direct contact with the liquid, which is
unavoidable at contact mode. AFM measurements of contact angles for nanoscale
drops on various solid substrates have provided values 2–10 times lower than for
macro-drops on the same substrates [8]. Modification of the non-contact AFM
method in terms of the scanning polarization force microscope (SPFM) has used the
electrostatic forces to improve imaging of liquid films and the nanodroplet contact
angle as function of droplet height [14].

Electron Microscope

The electron microscope (EM) is known since the invention of M. Knoll and E.
Ruska at 1931. EM provides the required lateral resolution and fast imaging for
wettability study. EM operation is traditionally categorized either in transmission
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mode based on the transmitted electron microscope (TEM) [15] or reflection
mode based on the scanning electron microscope (SEM) [16]. However, electron
microscopes are usually incompatible with imaging of liquids due to the high
vacuum requirements for electron beam (e-beam) operation (the vacuum is usually
below 10−5 torr). Thus for wet environment, two directions in EM technology have
been evolved:

• Window technique
• Aperture-limited technique

In window technique a pair of electron transparent windows is placed above and
below the specimen allowing inlet and outlet side horizontal flow while maintaining
vacuum in the EM outside the window device. It is usually designed for TEM
imaging using transmitted electrons of a hundred keV. Certain configurations are
termed as “nanoaquarium” for micro-fabricated liquid cell that provides TEM
imaging under liquid environment [17]. The “nanoaquarium” supports a thin liquid
layer, from tens nanometers to a few microns, between two thin silicon nitride
membranes, which altogether scatter only a small fraction of electrons allowing
nanoscale imaging of suspended objects in liquid. Special window liquid capsules
have been designed for SEM imaging at high vacuum using backscattered electrons
of tens keV [18]. The alternative aperture-limited technique is referred to as
environmental TEM (ETEM) [19] or environmental SEM (ESEM) [20]. It has the
benefit of providing the study of open liquid systems. The apertures above and below
the sample together with differential pumping allow the required pressures in the
sample and at the same time keep the other parts of the EM at high vacuum.

Microscale and nanoscale applications of electron microscopes correspond to
in situ imaging of hydration and dehydration experiments, oxidation and reduction
experiments, materials growth (tubes, wires, films, and coatings), imaging dispersed
particles, gas-mediated reactions, and beam-induced chemical reactions. The fol-
lowing section will be focused on ESEM as a microscopic method for dynamic
wettability study.

ESEM for Wettability Study

The ESEM principles and properties were widely elsewhere described [20]. Wet-
tability study is carried out in ESEM at wet-mode under conditions which mimic
environmental conditions, i.e., by controlling the sample conditions according to
the water vapor equilibrium curve of the water pressure-temperature phase diagram
[20]. The water vapor is introduced into the sample chamber (up to usually
10–20 torr), and the sample temperature is controlled usually to a few degrees C
(by Peltier cooling stage). Humidity sensors for accurate characterization of the
conditions in ESEM have been elsewhere described [21]. Surface imaging in ESEM
wet mode is obtained by a gaseous secondary electron detector. Varying the pressure
and temperature and thus relative humidity (RH) in the sample chamber provides
condensation and evaporation while in situ dynamic imaging.
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ESEM wettability study involves several strategies for drop contact angle
derivation including top view of planar structures [22] or side view of curved
structures [23]. The various results in ESEM study include in situ imaging of liquid
marbles [24], picoliter liquid flow through carbon nanotubes [25], and line tension
derivation [7]. Contact angle hysteresis and Cassie-Baxter to Wenzel transition were
also measured in ESEM for textured solid surfaces [6, 26].

The main limitations of EM, which affect wettability inspection, are [20, 27, 28]:

• E-beam contamination
• E-beam radiology
• E-beam electrical charging
• E-beam heating

E-beam contamination occurs in EM-based systems due to carbonization
of the sample irradiated area. It results from dissociation of native sample or
vacuum hydrocarbon under e-beam, which is typical under ordinary SEM sample
vacuum conditions of 10−5 torr. Contamination could be also considered for low
vacuum (usually up to about 1 torr) or ESEM conditions (usually up to about
10 torr) [20].

E-beam radiology is a result of inelastic e-beam scattering in water vapor
environment, which forms ionized or excited water molecules. As explicitly has
been explained [20, 28], the excited water molecules can decay into free radicals
or ions; the latter could generally lead to sample radiation damage named sample
radiology.

E-beam charging is due to accumulation of net charge in the sample due to
electron-specimen interaction. The net accumulated charge is a result of nonzero
balance between incoming and outgoing electrons. The sample charge could be
either positive or negative, which depends on operation conditions such as beam
voltage, sample conductivity, sample thickness, and environmental conditions in
the EM. Charging effects are observed in the image in a way, which is also detector
dependent.

E-beam heating is a result of inelastic electron-specimen interaction. Energy
dissipation along the e-beam trajectory (dE/dX) named Bethe energy loss is
inversely proportional to the energy E (dE/dX ∼ 1/E) [16]. Therefore, e-beam in
ESEM (typically below 30 keV) will yield more dissipation within the volume of
the bulk samples in comparison with TEM (typically of 300 keV or below), which
may require heat removal using a cooling device. Pioneer work has studied heating
affects in SEM as a function of material thickness [29]. Recent work showed the
effect of e-beam heating on droplets in ESEM [30].

Recently, wet-STEM detector in ESEM has been incorporated as a novel method
for imaging nanoparticles in the liquid volume with a few nm resolution [31,
32]. Furthermore, it has been utilized for measuring the monomer miniemulsions
[33] and magnetic nanovectors [34]. We here demonstrate quantitative study of
nanodroplet nucleation and growth using wet-STEM.
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3.2 Wet-STEM for Wettability Study

3.2.1 Wet-STEM Contrast

The wet-STEM detector uses two solid-state segments attached underneath the grid
holder being used either in bright-field or dark-field modes. The grid sample is
temperature controlled by a Peltier cooling device, while the humidity and the liquid
film thickness could be controlled by both temperature and pressure according to the
water vapor phase diagram. For simplicity, the contrast of STEM in SEM is shown
here for nano-thick samples using single electron-atom scattering approximation.
The dark-field STEM contrast is given by [16]

C =
t

λel
, (3.5)

where t is the thickness of the material and λ el is the elastic mean free path of the
electrons in the material.

The elastic mean free path λ el is inversely proportional to the scattering cross
section for interaction and could be written using the unscreened Rutherford model
[16] as

λel ∼ E2

ρ ·Z2 , (3.6)

where E is the energy of the electron beam, Z is the atomic number of the material,
and ρ is the density of the material. Substituting Eq. (3.6) in Eq. (3.5) gives an
explicit expression for the dependence of contrast on E, ρ , Z, and t:

C ∼ ρ · t ·Z2

E2 . (3.7)

Wet-STEM in ESEM provides imaging with main beam ESEM energy, which
typically is an order of magnitude lower than of conventional TEM, thus increasing
the cross section for interaction relative to TEM and correspondingly improving the
contrast as explicitly shown at Eq. (3.7). Low operation energy is particularly impor-
tant for high STEM contrast of low atomic number materials including unstained
biological samples [35], polymers or miniemulsion [33], carbon nanotubes [36],
and water nanodroplets as described in this work.

3.2.2 Experimental Procedure

The samples for dynamic nucleation and growth were holey carbon transmission
electron microscope grids being immersed in distilled water without any additives
in order to rule out any external effect on the results. The holey carbon grid allowed
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measurement of primary beam signal through the empty holes. Several holes of
a few μm in diameter supported overhanging thin water films and thus provided
nanodroplet condensation over these areas and further examination of transmitted
signal through condensed nanodroplets. The calibration sample for water droplet
contact angle derivation was composed of polystyrene latex calibration spheres of
100 nm nominal diameter and mass density of 1.05 g/ml, which were diluted in
water and randomly spread over the holey carbon grid.

Our experiments were carried out in FEI Quanta200 field emission gun (FEG)
ESEM using the wet-STEM detector at bright-field (BF) mode. The condensation
and evaporation conditions were provided by increasing or reducing the ESEM
chamber pressure at constant sample temperature around dew point (5.3 torr and
2 ◦C). Prior to the ESEM pump down, the sample was cooled down to 2 ◦C by
the Peltier cooling wet-STEM stage. The temperature of the Peltier cooling stage
was maintained by a thermoelectric module, which was externally water cooled for
removal of excess heat. A microprocessor controller provided accurate and stable
automatic temperature control of the stage temperature. A resistive temperature
device (RTD) in the stage measured the sample temperature. The temperature
measurement accuracy was of ±0.5◦ as determined by the standard error limits of
the RTD and the accuracy of the temperature measurement module.

In current experiments the substrate temperature Ts differed from the vapor
temperature Tv, which provided a subcooling effect. The thermodynamic relation
between the saturation vapor pressure and temperature for condensation to take
place is given by [37]:

Pw =

(
Ts

Tv

)0.5

·Psat (Ts) , (3.8)

where Psat(Ts) is saturation vapor pressure at temperature Ts. The pressure differ-
ence will be defined by δP=Pw −Psat.

The vapor inside the ESEM chamber had originated from the water boiling in
the ESEM glass bottle under low pressure, and the vapor temperature was equal
to the environmental temperature at about 20 ◦C. For Tv = 20 ◦C, Ts = 2 ◦C, and
Psat = 5.3 torr, the pressure difference is δP= 0.15 torr.

The subcooling creates a non-equilibrium situation, according to which at the
theoretical dew point (5.3 torr and 2 ◦C), more vapor molecules leave the substrate
than condense, which reduces the number of nucleation sites. Thus the pressure can
be elevated by 0.15 torr for condensation under saturated conditions. Adjustment
of pressure with 0.1 torr resolution has been obtained during in situ imaging with
condensation conditions in the range of 5.3–5.5 torr and 2 ◦C.

Primary e-beam of E = 20 keV provided suitable wet-STEM contrast (Eq. 3.7)
for nanodroplet imaging in current experimental setup. It also resulted with suitable
e-beam mean free path λ el in the chamber vapor medium (Eq. 3.6), which
minimized the primary electron beam collisions and thus provided a high signal
to noise ratio at the detector. This energy provided low energy loss at the sample
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according to the Bethe equation and was suitable for high solid-state STEM detector
efficiency. The e-beam scan size was of several microns, and scan time was 1 s per
frame as determined by the detector response time. The carbon grid around the
water film served as a local heat sink (typically 0.25 W/m K thermal conductance).
An analytic solution, for the model of electron beam heating of cold stage specimens
under beam power heating conditions similar to ours, resulted [29] with temperature
rise less than 0.5 K for micron-thick specimens, i.e., within the Peltier cooling stage
resolution. The thermal stabilization timescale could be estimated by [38] τ = d2/λ ,
where d is the film thickness and λ is the thermal diffusivity. Substituting the
maximum thickness d ∼ 1 μm and λ ∼ 1.4× 10−7 m2/s for water [39] results in
thermal stabilization timescale of τ = 10−5 s, i.e., much shorter than the acquisition
frame time of 1 s, which provides imaging at isothermal conditions under dynamic
acquisition.

3.3 Results and Discussion

3.3.1 Quantitative Approach for Droplet Shape Calculation

The quantitative approach for droplet shape and contact angle derivation is widely
described elsewhere [40]. It is based on quantifying a two-dimensional (2D) STEM
image for obtaining the droplet three-dimensional (3D) shape and the corresponding
contact angle. The droplet spatial projected dimensions are measured on the 2D
STEM image. A Monte Carlo (MC) simulation for the interaction of electrons
with the specimen is used for quantifying the height dimension using a 100 nm
polystyrene calibration particle for image (offset/gain) setting.

The MC simulation technique is suitable for studying interactions between a
large number of electrons and the sample. The basic assumption is that although
evaluation of parameters for a single incoming electron cannot represent the
actual process, a large number of electrons will provide representative results. The
interaction between incoming electron and solid is generally separated to elastic and
inelastic interactions using a single electron-atom scattering model. The trajectory
for the incoming electrons is calculated in discrete steps. Bethe energy loss and
three random numbers (step distance, elastic, and azimuthal scattering angles) are
calculated at each step for each incoming electron until complete energy loss.
The experimental parameters are substituted in the expressions for probability
distribution of the random numbers [41]. The MC simulation parameters have been
20 keV primary beam energy (of the experiment), density of 1.05 g/cm3 for both
spherical polystyrene calibration particles and water nanodroplets, and collection
angle of 10◦ for the bright-field detector.

The STEM image calibration was demonstrated on 100 nm single particle at
the center of Fig. 3.2a. Particles in simulation were assumed to have an ellipsoidal
surface structure given by (x/a)2 + (y/b)2 + (z/c)2 = 1, where parameters a and b
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Fig. 3.2 100 nm polystyrene latex spheres: (a) BF-STEM image (scale bar is 500 nm) and
(b) calibrated intensity profile with fit to an ellipsoidal structure of a= b= 50 nm and c= 40 nm,
c= 50 nm, c= 60 nm

are the equatorial ellipsoid axes (along x and y axes) and parameter c is the polar
axis corresponding to the height (along z axis). It was demonstrated in Fig. 3.2b
that following a calibration for a= b= c= 50 nm, elliptical particles of platelike
structure or elongated structure could be clearly characterized relative to a spherical
structure with better than ±10 nm accuracy in c value for the same projection
dimensions.

Figure 3.3 shows polystyrene nanoparticles at water vapor equilibrium point of
2 ◦C and 5.3 torr. At elevated pressure (5.7 torr at 2 ◦C), condensation is shown
over the carbon grid layer at the polystyrene nanoparticle position (Fig. 3.3b),
while unsupported nanoparticles over the holey regions are almost unaffected. The
continuous water condensation phenomenon over the carbon film is in situ studied as
shown at a successive scan of the same sample region at 2 ◦C and 5.7 torr (Fig. 3.3c).
The corresponding intensity profiles along the central line of the unsupported
nanoparticle (indicated by an arrow at Fig. 3.3a) are shown in Fig. 3.3d after offset
level adjustment for conditions (a)–(c). The intensity profiles are similar except for
the right side, corresponding to initial water condensation at the nanoparticle side,
which sticks to the carbon film. These results indicate that due to thermal isolation of
the almost unsupported nanoparticle, there is no water condensation over it, which
allows using it for calibration at first stages of condensation at wet-STEM mode.

In order to evaporate the water layer of the latex emulsion from the hydrated grid,
the pressure was reduced to 1.1 torr at 2 ◦C (providing 20 % humidity). Then the
pressure was elevated to 5.4 torr to initiate nanodroplet condensation (Fig. 3.4a).
Droplets with typical lateral size of 100–400 nm were obtained on the carbon film
and over the ultrathin water layers at the holes (of 0.5–1 μm) as indicated by an
arrow at Fig. 3.4a. Figure 3.4b shows the calibrated measured intensity profile
across the center of a typical nanodroplet and the calibration nanoparticle (marked at
Fig. 3.4a) together with the MC simulation results. The droplet structure was fitted
to the calibrated experimental results according to the spherical cap model (inset
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Fig. 3.3 Polystyrene water diluted spheres on grid (scale bar is 500 nm): (a) 2 ◦C and 5.3 torr,
(b) 2 ◦C and 5.7 torr, (c) successive image at 2 ◦C and 5.7 torr, and (d) intensity profiles along the
central line of the single particle for conditions (a)–(c)

of Fig. 3.4b), which yielded c= 70 nm, while the lateral droplet dimensions were
measured as a= 115 nm and b= 100 nm on Fig. 3.4a. The contact angle θ c for the
spherical cap shape model obeys the geometrical relations:

sinθc =
2 ·a · c
a2 + c2 . (3.9)

Substituting a= 115 nm and c= 70 nm provided estimation of θ c = 63± 3◦.
Previous work [7] showed an increase of contact angle from 30◦ to 45◦ for water
droplet radius of about 0.2 μm, due to condensation of an ultrathin nanometer
hydrocarbon layer on top of a bulk silicon dioxide. In our case, in addition to
possible hydrocarbon contaminates, the droplet shape and contact angle might be
affected by pinning at water–carbon interface defect site.
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Fig. 3.4 Polystyrene water diluted spheres on grid (scale bar is 1 μm): (a) nanodroplet conden-
sation at 2 ◦C and 5.4 torr and (b) calibrated profile along the center of the nanodroplet and the
calibration nanoparticle together with the MC simulations (inset—schematic diagram of spherical
cap droplet model for the x–z plan)

3.3.2 Dynamic Nucleation and Growth upon Coalescence

Dynamic nucleation and growth using wet-STEM was described elsewhere [42].
The holey carbon grid samples immersed in distilled water were cooled down to
2 ◦C by a Peltier cooling wet-STEM stage prior the ESEM pump down process. The
pressure was in situ reduced well below the dew point, i.e., down to 20 % relative
humidity, for thinning out water films and obtaining self-supported overhanging
nano-thick films at the carbon grid holes. Condensation on these thin water films
was further obtained by elevating the chamber pressure in increments of 0.1 torr up
to about 5.3 torr, while in situ wet-STEM imaging at constant sample temperature of
2 ◦C. The dynamics was successively recorded using BF-STEM acquisition mode
with 1 s intervals. The same order of magnifications and similar e-beam dose were
previously [7] applied in ESEM for wettability study of solid interfaces, providing a
clear distinction between hydrophobic and hydrophilic regions with corresponding
contact angle measurement.

Complete and partial wetting phenomena (filmwise and dropwise growths
correspondingly) were observed during in situ water vapor condensation over thin
water films in the carbon grid holes. For the BF-STEM images (Figs. 3.5, 3.6, and
3.7), the gray scale levels were bright for empty holes, dark for the carbon grid,
and slight gray for the thin water layers inside the carbon holes. In principle, the
existence of the thin water layers could be destructively checked by condensing
over it a heavy water layer (demonstrated below at Fig. 3.5c, d).

Figure 3.5 shows several stages of the filmwise condensation process over the
thin water films. The initial stage shows a thin water film inside a carbon hole
(arrow at Fig. 3.5a). Upon increase of pressure from 5.3 torr (Fig. 3.5a) to 5.5 torr
(Fig. 3.5b) at constant temperature of 2 ◦C, a continuous film of water is formed
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Fig. 3.5 (a)–(d) Wet-STEM in ESEM images of a sequence of filmwise growth stages on a self-
supported water film (scale bar is 1 μm). (a) t= 0 s, (b) t= 6 s, (c) t= 8 s, and (d) t= 9 s

Fig. 3.6 (a)–(c) Wet-STEM in ESEM images of a sequence of filmwise growth stages on a self-
supported water film (scale bar is 1 μm). (a) t= 0 s, (b) t= 8 s, and (c) t= 14 s

from the outer film boundaries (at the carbon interface) towards the center (arrows
at Fig. 3.5b). As time proceeds, there is an increase in both the thickness and width
of the condensed layer (Fig. 3.5c), and finally, it breaks up into drops (Fig. 3.5d) due
to the capillary forces (for these scales the gravity is neglected).
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Fig. 3.7 (a)–(f) Wet-STEM in ESEM images of a sequence of dropwise nucleation and growth
stages on a self-supported water film (scale bar is 1 μm). (a) t= 0 s, (b) t= 6 s, (c) t= 13 s,
(d) t= 27 s, (e) t= 42 s, and (f) t= 49 s. ESEM environmental conditions are 2 ◦C and 4.4–5.3 torr

Figure 3.6b shows an asymmetric filmwise condensation with a wavelike
structure (indicated by arrow) of about 1 μm periodicity and 200 nm deviation
relative to the smooth initial state (Fig. 3.6a). Figure 3.6c shows a transition from
film-like to droplet-like structure (pointed by arrow) upon further increase of RH
in resemblance to Fig. 3.5d. The wavelike structure could be compared with the
interfacial instability (known as Rayleigh–Taylor instability), which was reported
[2] for perturbed liquid films on horizontal suspended substrates or cylindrical
shapes, where the film wavelike structure kept on growing in amplitude until
eventually it broke up into drops.

The water dropletwise condensation over water films could be possibly attributed
to various effects as carbon contamination in ESEM, existence of air pockets,
or possible deviation from equilibrium conditions. The dynamics of dropwise
condensation and growth is here studied following the nucleation stage at the water–
carbon boundary. A sequence of droplet condensation at selected time intervals is
shown in Fig. 3.7.

A few nanodroplets (“1” and “2” in Fig. 3.7b) besides filmlike structure (“3”
in Fig. 3.7b) have been preferably nucleated at the water interface in vicinity to
the carbon boundary. The droplet signed as “1” (zoomed in at Fig. 3.7a) has a
longitudinal diameter of 165 nm along the carbon interface and a perpendicular
shorter diameter by a factor of 1.51. At the timescale between t= 13 s and t= 49 s,
the droplet becomes of symmetrical circular shape, which is energetically favorable.
The circularity has been defined [43] as
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Fig. 3.8 (a) Droplet radius growth at two perpendicular directions versus time. (b) Droplet center
of mass position versus time. The pressure variation within 4.4–5.3 torr is shown in both graphs

C =
4 ·π ·A

P2 (3.10)

where P is the perimeter and A is the area. The C parameter is 0.92 at the initial
nucleation stage and approaches unity with accuracy of 1 % between 13 and 49 s.
The time-dependent droplet growth radius at the two perpendicular directions is
shown in Fig. 3.8a (for pressure range of 4.4–5.3 torr). The droplet eventually
reaches the micron scale range, i.e., 960 nm in diameter (at t= 49 s) at dew point
of 5.3 torr. The corresponding center of mass movement of the droplet is shown in
Fig. 3.8b. The abrupt movements, upon increase of external pressure at t= 11 s and
t= 44 s, are correlated with abrupt growth radius (Fig. 3.8a). The control of RH
for this sample configuration could thus be used for nanodroplet movement over
the liquid film at the vicinity of surface heterogeneities in similarity [7] to water
manipulation over patterned hydrophilic and hydrophobic micro-channels on a solid
substrate.

Figure 3.9 shows droplet growth radius as a function of time at constant RH
conditions for duration of 14 s starting at t= 13 s (for droplets indicated as “1”
and “2” at Fig. 3.7b). The droplet radius growth R is described [44] by power law
dependence on time as

R ∝ (t − t0)
μ , (3.11)

where t is the time from droplet nucleation at t0. The fitting provides a power law
value of μ = 0.55± 0.02 for the upper droplet (indicated as “1” in Fig. 3.7b). Power
law value of 0.30± 0.02 was measured for several asymmetric droplets, such as the
one on the bottom of Fig. 3.7b (indicated as “2”). The accuracy of the estimation was
improved by measuring for each droplet the radius at two perpendicular directions
(in respect to the film boundary) and calculating the equivalent radius according
to the droplet area. As elsewhere described [44], for small droplets, which have
high perimeter to area ratios, the growth is dominated by diffusion of water from
the surrounding substrate to the perimeter of the droplet and is expected to obey
power law dependence on time with μ = 1/2. According to this description, for large
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Fig. 3.9 The droplet growth
radius at constant RH for two
nanodroplets (signed as “1”
and “2” in Fig. 3.7b)

Fig. 3.10 Schematic cross
section of the interface
between the carbon grid and
thin liquid layer with
condensation site indicated
at A

droplets, the vapor nucleates at the droplet surface with power law dependence of
μ = 1. However, lower power law values of μ = 1/3 have been reported [45] as well.
Our repeated experiments show a distribution of power law values corresponding to
μ = 0.5± 0.2, i.e., with variation in μ value beyond the error of the experiment.

Following the previous work [40], estimation was done for the average thick-
nesses of the nano-water and carbon grid films, which yielded 10 nm and 30 nm
correspondingly. Assuming a symmetric vertical geometry, the water film layer
could be assumed surrounded by a carbon grid film with step height of approxi-
mately 10 nm at the water–carbon interface, which provided a condensation site
(Fig. 3.10). The carbon film relative to the thin water film constituted a geometrical
heterogeneity, which was possibly accompanied by chemical heterogeneities. The
motion of nanodroplets near chemical heterogeneities was theoretically studied [46]
assuming a smooth geometry. It was claimed that the dynamics of nanodroplets in
the vicinity of chemical heterogeneities was determined by van der Waals long-
range forces acting between the droplet and the different materials of the substrate
rather by the short-range parts of the interaction potentials related to contact angles.
In our case (Fig. 3.8b) the center of mass movement exceeded 440 nm towards
the wet region, i.e., beyond the effectiveness of the van der Waals forces, while
the droplet perimeter is still in touch with the water–carbon interface. We could
thus assume that the dynamics of the droplet growth could be effected by structural
heterogeneities although chemical heterogeneities should be considered as well at
least for water films of a few μm size, i.e., comparable with the maximum droplet
size.
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Fig. 3.11 Multi-droplets on a water film: (a) condensation and growth at 2 ◦C and 5.5 torr and
(b) coalescence under the same conditions

Recent research [47] explored the interaction among nanodroplets. Multi-droplet
condensation and growth over a self-supported thin liquid film were characterized
for the first time for nanodroplet separation close to the resolution limit of 10 nm.
Figure 3.11a shows the formation of flat facets of two nanodroplets (indicated by an
arrow) upon interaction, while the coalescence occurs within the 1 s time resolution
over 30 nm separation gap (Fig. 3.11b). The growth behavior of single nanodroplets
is thus expected to be also affected by droplet-droplet interaction at the nanoscale.

3.4 Conclusions

Wettability characterization by transmitted electrons in ESEM using wet-STEM
detector provided quantification of the initial stages of water vapor condensation
over inhomogeneous water film areas. Both filmwise and dropwise phenomena
were observed. MC simulation was fitted to experimental results using calibration
procedure, which provided quantification of droplet shape and contact angle.
Condensation and evaporation of nanoscale droplets over thin films could be
dynamically in situ investigated by varying the relative humidity.

The kinetics of the nanodroplets supports previous power law growth description
for the micron and sub-mm drops. However, the spread in power law values for a
range of individual nanodroplets (even within the same scan area) might indicate
sensitivity of the dynamics to structural heterogeneities at the film boundaries,
initial nucleation stage (including nucleus shape asymmetry), and possible thermal
fluctuations. The dependence of droplet growth power law values on relative
humidity could be further explored as elsewhere described [48] as well as droplet
interaction and coalescence events [49, 50].
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The experimental part of wet-STEM acquisition, temperature, and humidity
control could be further improved for better accuracy in nanoscale wettability study.
The droplet growth study could be expanded for three dimensions for dynamic
contact angle evaluation based on the calibration method. The whole study could
be further applied to explore wettability properties of stand-alone polymer or
biological films and for studying the interaction of nanomaterials with biofilms and
within themselves. This method could be further implemented for nanoscale device
characterization.
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Chapter 4
Self-Assembly of Nanodroplets
in Nanocomposite Materials in Nanodroplets
Science and Technology

D. Keith Roper

Abstract Use of metal nanoarchitectures is increasing in electronics, diagnostics,
therapeutics, sensing, and microelectromechanical systems due to their unique
electromagnetic and physicochemical properties. This chapter examines physical,
chemical, and hybrid methods to assemble metal nanodroplets in single- and
multidimensional geometries and phases. Reductive self-assembly offers a route
to economic, scale-able preparation of nanodroplets and stabilization on solid
substrates that could lead to atom-level tune-ability. Enhanced control and real-
time characterization have been used to uncover thermodynamic and transport
mechanisms of nanodroplet self-assembly to enhance prediction and control of
morphological features. Physicochemical principles of reductive nanodroplet self-
assembly are examined to provide a framework to modulate local surface forces and
control orderly self-assembly of metallic nanostructures.

4.1 Introduction

Nanoscale metal architectures are of growing interest in electronics, MEMS
devices, diagnostics, biosensing, spectroscopy, and microscopy due to their
unique electromagnetic and physicochemical properties. Thin metal films on
semiconducting substrates are used in gateable electronic transistors [1, 2], and
conductors [3], thermoplasmonic gratings to manipulate picoliter droplets [4],
surface plasmon resonance (SPR) sensors (45–60-nm thickness), and SERS-active
substrates [5–7]. Discontinuous island films are substrates for SERS [8], attenuated
total reflection surface-enhanced IR absorption (SEIRA) [9] microspectroscopy
[10], transmission localized surface plasmon sensors [11–13], and near-field
scanning optical microscopy (NSOM) [14]. Metal nanoparticles (NPs) assembled
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on oxides find application in chemical and biosensing [15, 16], photovoltaics
[17], thermal nanoprocessing [18, 19], nanoactuation [20], immunoassays [21],
porphyrin-conjugated nanowires [22], waveguides [23], surface-enhanced Raman
(SER) scattering [24–26], for single-molecule spectroscopy [27, 28], and SER
nanosensors [29].

Such diverse and remarkable uses motivate developing a foundational under-
standing of, and technologies for, fabricating nanoscale metal architectures. Meth-
ods that allow enhancement of desirable features, predictable control, and economic
scale-ability to manufacturing are highly desirable. This chapter is an overview of
various physical, chemical, and hybrid methods to form nanoparticles in random
and ordered arrangements and associate them with two- and three-dimensional solid
substrates.

“Bottom-up” self-assembly of nanodroplets via electrochemical reduction offers
a green, scale-able alternative to resource-intensive “top-down” strategies that use
extreme, oft-toxic conditions. This chapter examines physicochemical and electro-
magnetic principles that underlie reductive metal NP self-assembly. Understanding
these principles provides a framework within which modulating local surface forces
to control orderly self-assembly of metallic nanostructures could provide atomic-
level tune-ability of fine, nanoscale features.

4.2 Nanodroplets Self-Assembled in Suspensions

Colloidal suspensions of monodisperse gold (Au) NP are readily prepared using a
method introduced by Turkevich [30] and later refined by Frens [31, 32],. Trivalent
gold, Au(III) in hot, aqueous chlorauric acid (H[AuCl4]), is reduced by adding
trisodium citrate (Na3C6H5O7), which also acts as a capping agent. Reduction of
Au(III) forms Au(0) atoms, which precipitate as red to red-violet, 12–20-nm AuNP
in vigorously stirred suspension. Figure 4.1 illustrates AuNP made by this method.
Brust [33] showed smaller, 5–6-nm AuNP could be prepared in similar fashion
using sodium borohydride (NaBH4) reductant in organic solutions containing an
anticoagulant. Larger, 30–250-nm AuNP may be formed by hydroquinone reduction
onto NP seeds [34]. Suspended AuNP may also be formed by block copolymer
reduction and stabilization [35, 36].

4.2.1 Electrochemistry of Nanoparticle Reduction

Metal nanoparticles self-assemble from dissolved metal salts as a consequence of
their electrochemical reduction potential. Reduction potentials for a number of met-
als at ambient conditions are listed in Table 4.1. The noble metal gold (Au) tops the
list as a strong oxidizing agent with a low tendency for donating electrons. Its low
reactivity and stability against oxidation paired with its high thermal and electrical
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Fig. 4.1 Aqueous suspension
of gold nanoparticles
prepared by reduction of
Turkevich and Frens

Table 4.1 Standard reduction potentials in aqueous solution, 25 ◦C

Ions E0(V) Condition Reference

Succinimidyl radical
(N-bromosuccinimide)

>+1.84 vs. normal hydrogen electrode
(NHE) from cyclic
voltammetry (ACN)

[37]

Au+ + e− →Au(s) +1.68 vs. standard hydrogen electrode
(SHE)

[38]

Au3+ +3e− →Au(s) +1.50 vs. SHE [39]
Au3++2e− →Au+ +1.41 vs. SHE [39]
Ag+ + e− →Ag(s) +0.80 vs. SHE [40]
Cu+ + e− →Cu(s) +0.52 vs. SHE [40]
Cu2+ + 2e− →Cu(s) +0.34 vs. SHE [40]
Cu+ + e− →Cu(s) +0.52 vs. SHE [40]
Cu+ + e− →Cu(s) +0.52 vs. SHE [40]
Cu2+ + e− →Cu+ +0.15 vs. SHE [40]
Sn4+ + 2e− → Sn2+ +0.15 vs. SHE [40]
Sn2+ + 2e− → Sn(s) −0.14 vs. SHE [40]
Formaldehyde (HCHO) −1.07 vs. SHE [41]
3,3′,5,5′-tetramethylbenzidine

(TMB)
0.22 (Acetonitrile) [42]

conductivity make plasmonic Au a metal of choice, particularly in reaction-sensitive
bio/medical theranostics, optoelectronics, and corrosion-intolerant electronic and
deep space applications. Interest in monovalent gold Au(I) compounds has grown
recently due to their unique biological activity [43], their industrial utility as
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catalysts [44], and their role as oxidation agents in electroless reduction [45]. As
examples, Au(I) phosphine complexes have been studied to treat breast cancer [46]
and to catalyze oxidation of CO gas [47]. Solid-state islands, films, and particles
of Au(0) may be formed by electroless reduction of Au(I) from aqueous solution
[48–51]. Au(I) galvanically displaces the moderately oxidizing silver Ag(I) ion in
electroless reduction onto oxide and polymer substrates.

Reactions of copper (Cu) and tin (Sn) cations occur under a broad range of
conditions, affected by pH, conductivity, dissolved oxygen, and other solution
conditions. Reduction potentials for these metal ions and the blue/yellow colorimet-
ric reporter tetramethylbenzidine (TMB) lie intermediate between those of strong
reducing formaldehyde (CH2O) and oxidizing N-bromosuccinimide (NBS). The
agents Na3C6H5O7, NaBH4, and hydroquinone reduce Au(III) to Au(O) in AuNP
suspensions. CH2O reduces Au(I) [52] onto bare silica glass [53] and polymer [48]
without electrical current. Glycerol (C3H8O3) [54] and hydroxylamine (NH2OH)
[55] also reduce metal ions onto substrates like polymer-coated glass. Interestingly,
titration of CH2O with NBS has been used to interconvert Au between 0, I, and III
oxidation states, effecting a sensitive new TMB-based spectrophotometric assay for
Au(I) [56].

4.3 Nanodroplets Assembled on Two-Dimensional Substrates

Metal nanoparticles have been assembled in random and ordered configurations
on two-dimensional substrates using a range of physical, chemical, and combined
methodologies. These techniques and envisioned applications along with their
corresponding strengths and limitations are summarized in Tables 4.2 and 4.3 [57].
Primary physical methods for assembling NP in random arrangements have been
pulsed laser evaporation, sputtering, and microwave-assisted deposition by varying
time of operation. Such mechanical means can introduce solid-state metal islands,
films, and particles of interest (Au, Ag, Cu, Ti, etc.) onto nonconductive (Si and
SiO2) surfaces. However, this requires expensive and sophisticated equipment that
operates at extreme temperature and pressure conditions. While NP formation is fast
and easy, the size, morphology, and distribution of NP may be highly nonuniform.
Alternatively, evaporated thin films may be thermally annealed to form NP with
improved uniformity without effects of stabilizing molecules.

Primary chemical methods for assembling NP in random arrangements have
been chemical functionalization; self-assembly on thiols, dendrimers, or other
polymers; layer-by-layer assembly; templating using carbon nanotube and DNA;
and self-assembly at solvent interfaces. Interfacial interactions and surface forces,
resulting from surfactant, pH, ionic strength, or surface preparation, for example,
are critical in these methods to predictably assemble and stabilize NPs. Alkanethiol
self-assembly is the most widely used method of surface-associating NPs. NPs
also self-assemble inexpensively at solvent/solvent interfaces via close-packing, but
reproducibility is limited by control of system parameters. NPs can be templated
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onto surfaces using biologics like DNA, protein, yeast cells, or bacterial surface
layers provide biocompatibility, but these assemblies are limited to ca. nano- to
micrometers, and biological templates are labile.

Combined physical/chemical methods such as mechanical Langmuir-Blodgett
or substrate pulling are used to assemble hydrophilic NPs such as Au and Pt into
ordered monolayers at water/oil or toluene/water interfaces. Langmuir-Blodgett
(LB) monolayers robustly assemble NPs, but require exceptionally smooth 2-
dimensional substrates and nontrivial capital expense. Weak interactions between
NPs and substrates in LB assemblies render them unstable towards various chemical
and physical conditions such as heating, aging, and chemical treatment [85].

4.3.1 Electroless Deposition on Substrates

Compared with other physical or chemical methods, redox-driven electroless (EL)
deposition of metal has the advantage of its ability to rapidly coat fragile, three-
dimensional, and internal surfaces at ambient conditions without the need for
conductive substrates or expensive, sophisticated equipment. EL deposition is
distinct from electroplating, in which an external current source is applied to reduce
cations of a desired metal onto a conductive surface. EL plating autocatalytically
reduces diverse metals including Au, Ag, Ni, Cu, and Pt onto various nonconductive
substrates based on electrochemical potential [86].

EL-deposited metal films exhibit enhanced uniform and continuity relative to
sputtered or evaporated films as shown in Fig. 4.2 [50]. They are also stable to
stringent thermal, solvent, and electromagnetic (EM) exposure. In contrast, vacuum-
deposited metals bond weakly to substrates due to lattice mismatch. Bonding can be
improved by pre-coating, such as with Cr layers or thiol-terminated self-assembled
monolayers, but pre-coating limits functionality like the sensitivity of metal film
biological sensors [87].

To effect EL deposition, a substrate like silica (Si) or polymer is exposed to
a series of solutions of metal ion with increasing reduction potentials. Galvanic
substitution of less noble metals by EL deposition avoids use of toxic reagents
like cyanide or concentrated hydrofluoric acid used to plate Au(III) from potassium
tetrachloroaurate [88]. Hazardous plating solution wastes typically generated after
electroplating are eliminated.

EL deposition of nanowires [48], nanocrystals [89], nanodomes [90], thin films
on self-assembled AuNP colloid monolayers [82, 91, 92], electrodes [93], and
biosensor surfaces have been reported. Deposition rate, bath stability, and resulting
crystal structure are influenced by plating solution composition, temperature, pH,
agitation, and reducing agent [94–96]. EL plating by galvanic substitution [36,
97–101]. has been used to deposit continuous Au structures like islands and thin
films on ceramic and polymer substrates followed by electrical [31, 102] thermal
[103], or flame [104] annealing to modify surface properties.
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Fig. 4.2 Comparing morphologies for sputtered, evaporated, and electroless deposited (batch and
continuous flow) Au gold island thin films

4.3.2 Nanodroplets Self-Assembled from EL-Deposited Films

EL deposition was recently extended to assemble random and ordered NP on
silica (Si) substrates by thermal coalescence of deposited metal island film into
nanospheres. Thermal reshaping reduces the large radius of curvature at vertices of
island films at which high surface tension occurs [105]. This transformation occurs
at temperatures lower than bulk melting points. Lower melting points are reported
in semiconductor nanocrystals [106] and metal NPs [107] compared to bulk due to
higher surface area to volume ratios. In such nanostructures, a quasimolten phase
appears that exhibits different structures at temperatures well below melting [108].
Equilibrium surface melting of AuNP in aqueous suspension is reported at several
hundreds of degrees K lower than bulk melting temperature [109].

In the reported process, metallic silver was galvanically [97, 110] replaced by Au
after Ag had been reduced onto a tin-sensitized [111] Si surface. X-ray diffraction
(XRD) showed predominantly (111) orientation in the Au film, which has been
associated with increased SERS intensity and resolution. Adjusting the times of
EL metal deposition and subsequent heating at 250 ◦C and 800 ◦C resulted in
monomodal ensembles of AuNPs from (9.5 ± 4.0) to (266± 22) nm at densities
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Spectra of Colloidal NP arrays
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Fig. 4.3 Spectra of various AuNPs formed on Si by heating EL plated thin films

ranging from 2.6× 1011 to 4.3× 108 particles cm−2. These density values were
the highest reported at that time for NPs assembled on substrates. Measurements
by scanning electron (SEM) and atomic force microscopy (AFM) confirmed these
results. Figure 4.3 shows transmission UV–vis spectra of AuNP assembled on Si by
heating EL-deposited island thin films.

4.3.3 Electrochemical Mechanism of EL Deposition

Electroless metal deposition consists of a series of four electrochemical steps that
can be categorized by the electron donor source: (1) substrate dehydration and
sensitization, (2) metal catalyzed reduction, (3) galvanic replacement reduction,
and (4) autocatalytic reduction. Description of these steps lacks the attention
given to vapor deposition of metal films, which is described as kinetic adsorption
and diffusion of adatoms at high gas pressure and temperature [112]. In vapor
deposition, nucleation is followed by coalescence with subsequent increase in
film thickness via externally donated electrons [113]. Demands to lower process
temperature result in polycrystalline thin films. Effects of deposition parameters on
crystallinity are described by temperature-dependent structure zone models [114,
115] validated by in situ time-resolved micrographs [116, 117].

An overview of the major steps in electroless deposition of tin, silver, and gold
is illustrated in Fig. 4.4 [57].
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Fig. 4.4 Schematic diagram of the electroless gold-plating procedure: (a) substrate pretreatment
with 25 % HNO3, (b) tin sensitization, (c) silver activation, and (d) galvanic displacement of silver
by gold

Ceramic substrates are pretreated to remove in/organic contaminant and to
promote hydroxylation for subsequent improved adhesion of metal films to the
surface [118]. Pretreatments include dilute nitric acid (25–50 %) [55] or piranha
solution [118] for glass and concentrated hydrofluoric acid etching for silicon and
germanium.

Pretreatment is followed by tin sensitization. Wetting a target surface with an
acid solution of SnCl2 generates SnO2 from the hydrolysis of stannous ion (Sn2+

(II)). The stannous ion is adsorbed on the surface where it acts as a molecular anchor
for subsequent adsorption of catalytic nuclei [119, 120]. Possible surface reactions
that have been suggested for tin sensitization on SiO2 glass substrate are [121, 122]:

(4.1)

(4.2)

Sn-sensitized silicate is an optically transparent conductor [123] used as a
transparent electrode in dye-sensitized solar cells [124]. It has no observable
features in transmission UV–vis spectra or scanning electron microscope images,
due to electron charging effects in the latter [125].

Exposing Sn-sensitized silicate to ammoniacal silver nitrate solution oxidizes
adsorbed Sn(II) to Sn(IV) concurrent with reduction of Ag(I) to elemental Ag(0),
which adheres strongly to the surface.

The suggested mechanisms are [126]:

(4.3)

(4.4)
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Transmission UV–vis (T-UV) spectra of adherent Ag(0) exhibit a shallow valley
centered at ∼500 nm, attributable to a Ag island film. Comparable spectra were
reported for unannealed Ag island films of both 2-nm [127] and 5-nm [128]
thickness.

In situ transmission UV–vis spectroscopy suggests this reaction is limited by
available Sn2+ and sensitive to light and reductant [126]. Reacting ammoniacal
Ag with Sn2+ in darkness prevents photochemical (UV) reduction of Ag ions to
blackish metallic clusters, ostensibly in the presence of trace dissolved halides.
Introducing reductant to adherent Ag(0) induces its self-association into Ag NP and
agglomerates; and concomitant light exposure removes Ag(0) from the surface.

Metallic Ag may be galvanically displaced by more noble metal Au(I) ions in
the presence of a reducing agent, CH2O, which plays the role of an electron donor.
Galvanically substituted Au particle then acts as a catalytic site to support growth of
Au island film which converges and thicken [49]. Proposed mechanisms for galvanic
replacement (Eq. 4.5) and autocatalytic Au film growth (Eq. 4.6) are:

(4.5)

(4.6)

EL-deposited Au thin films exhibit a photoluminescence (PL) feature at ∼500 nm
in T-UV spectra. The PL peak red-shifted from 490 nm to 504 nm with increasing
deposition time between 2 min and 6 min [50]. In situ T-UV corroborated by
X-ray photoelectron spectroscopy (XPS) indicates transitional formation of Ag/Au
alloy during galvanic displacement [129]. Thickened Au island films retain trace
elemental Ag at their outermost strata.

4.3.4 Enhanced Nanodroplet Features:
Continuous EL Deposition

Bottom-up electroless deposition of metal as it is described and implemented occurs
in “batch” mode. Surfaces on which NP are to be deposited are immersed into a
series of metal ion solutions. Metal ion and reductant content of the plating solutions
varies with time as electroless deposition, galvanic replacement, and reduction
occur. For example, concentration of the reduced ion is depleted adjacent to the
substrate as metal ions diffuse through a stagnant mass-transport boundary layer
towards the surface where deposition occurs. This procedure renders existing batch
immersion (I) methods of EL deposition labor and capital intensive as well as
time-variant, which limits their scale-ability and reproducibility.
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A continuous flow (CF) method for EL deposition was recently introduced,
which improved physical and optical properties of deposited metal thin films and
NPs [50]. Continuous injection of a series of reducible metal ion solution into
a confined rectangular substrate channel produced higher, time-invariant metal
deposition rates. This was a result of a higher, steady concentration driving
force across a narrower stagnant boundary layer adjacent to the surface. Physical
surface morphology of CF and I-EL films was compared using transmission UV–
vis spectroscopy (T-UV), scanning electron microscopy (SEM), and atomic force
microscopy (AFM). The photoluminescent (PL) features revealed by transmission
UV–vis spectra show that CF-EL films are more opaque and less dispersive in spite
of shorter plating times.

Nanoparticles (NPs) obtained by thermal transformation of CF-EL Au film
were larger and more monodisperse relative to NPs formed by comparable I-EL
procedures. Extinction spectra of CF-EL AuNP exhibited higher peak height (PH)
due to enhanced localized surface plasmon resonance (LSPR) and narrower full
width at half maximum (fwhm) than NP from I-EL films. Comparison with
a continuum model for Fickian film diffusion showed optical features CF-EL
nanostructures measured by T-UV such as peak height, full width at half max,
and resonant extinction maxima each increased in proportion to time-integrated
mass-transport coefficient. Au deposition during CF-EL plating was calculated to
be 78.3 % faster than I-EL plating. Importantly, these results validate use of a
continuum models to predict and control CF-EL Au film deposition at nanometer
scales.

4.3.5 Photochemistry and Transport of Droplet Formation

Continuous flow EL deposition also improves understanding of physicochemical
mechanisms during self-assembly of noble metal nanodroplets. Equilibrium
hydraulic conditions attained during CF-EL allowed direct identification of
dynamic, morphological, and physicochemical changes in silver (Ag) during redox-
driven self-assembly of metal films and particles on silica surfaces [126]. Spectral
changes observed in real time by transmission UV–vis (T-UV) spectroscopy
were attributed to morphological and physicochemical transitions by correlation
with subsequent time-resolved scanning electron microscopy (SEM) and X-ray
photoelectron spectroscopy (XPS) measurements. Specifically, optical features
consistent with localized surface plasmon resonance, surface plasmon polaritons,
and photoluminescence from Ag and related gold (Au) nanoarchitectures that
included clusters, particles, and films were identified in the time-resolved T-UV
spectra. These spectra were obtained in situ using a novel continuous electroless
metal deposition system outfitted with a transparent flow cell.

For example, silver deposited onto tin-sensitized surfaces nucleated, aggregated,
or dispersed nanoparticles upon exposure to reductant and darkness or broadband
light, respectively, as shown in Fig. 4.5.
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Fig. 4.5 SEM images of wideband light exposure effect to HCHO-treated Ag film on silicate
substrate: (a) dark condition and (b) continuous exposure

Fig. 4.6 Silver disposition during electroless metal film deposition

Monitoring similar kinetic changes in plasmon features suggested that four
previously unrecognized time-dependent physicochemical regimes occur during
consecutive EL deposition of Ag and Au onto tin-sensitized silica surfaces. These
four regimes are illustrated in Fig. 4.6.

First, addition of ammoniacal silver to tin-sensitized silica substrate results
in silver particles and aggregates upon exposure to light (hv) or in self-limited
formation of a transparent reduced Ag(0) monolayer in the absence of light. Second,
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addition of exogenous reductant—a mixture of sodium sulfate and HCHO—
transitorily produces Ag NP from Ag film due to axial dispersion of the smaller
reductant at a rate faster than predicted for Au(III). These NPs are compound
agglomerates which remain associated to the surface in the absence of light or
smaller more monodisperse NPs that are stripped from the surface upon exposure to
light. Third, surface plasmon resonance features indicate transitional Au/Ag alloy
formation, confirmed by XPS. Finally, continued exposure to Au(I) and reductant
produces self-catalyzed Au film thickening.

These new methods enhance the mechanistic detail of our understanding of
dynamics and disposition of metal ions during EL plating. Their consistency with
continuum models of mass transfer also allows design and implementation of
improved control over particle nucleation and coalescence as well as morphology
and continuity of ultrathin films at the atomic scale in laboratory experiments as
well as industrial applications.

4.3.6 Templates for Assembling Ordered Nanodroplets

Ordering nanodroplets into two-dimensional arrays may result in interactions
between plasmon polarization and Bragg diffraction [130]. This can enhance
performance of the nanodroplets for useful applications like increasing sensor
sensitivity [131]. Techniques to fabricate ordered NP arrays consist overall of
two sequential steps: templating and metal deposition. In the templating step,
a regular pattern is created in order to periodically differentiate each individual
nanostructure from its surrounding environment on an underlying substrate. In the
deposition step, source material such as Au or Ag metal is preferentially introduced
at regularly spaced intervals on the underlying substrate by virtue of the patterned
template. Techniques for templating and deposition may be broadly classified into
conventional “top-down” and self-assembly “bottom-up” categories.

“Top-down” methods for patterning and deposition rely on precise, directed
control of EM waves, electrons, ions, or atoms in extreme environments to produce
a uniform, irreversible, one-dimensional change to a target template or substrate.
Top-down electronic methods for templating use focused beams of electrons (i.e.,
electron beam lithography, EBL), ions (i.e., focused ion beam, FIB), reactive ion
etching (RIE), or interfering light (i.e., laser interference lithography, LIL). Top-
down mechanical methods for templating employ either nanoscale manipulation of
a nanoscale element as in atomic force microscopy (AFM) and dip-pen lithography
(DPN) or impression of soft matter with a harder “negative” template as in
nanoimprint lithography or microcontact printing. Various thermal, ultraviolet, and
mechanical refinements to nanoimprint lithography have been explored to improve
conformity, reproducibility, and resolution. Top-down deposition methods consist
primarily of the physical methods considered in Tables 4.2 and 4.3.
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Top-down patterning and deposition methods provide a direct route to fabricating
many ordered nanostructures. But they require significant resources in terms of
capital, time, and training. Utility and economic scale-ability of top-down methods
is limited by capital and energy requirements, optoelectronic resolutions, serial
throughput, and unavailability of desirable shapes or depositable materials.

4.3.7 Bottom-Up Templates for Ordered Self-Assembly

Bottom-up templating and deposition methods rely on manipulation of local surface
forces due to phase, electromagnetism, chemical composition, and thermodynamic
state to arrange molecular entities into ordered nanostructures. Chemical and
combined methods considered in Tables 4.2 and 4.3 comprise a number of widely
examined bottom-up approaches.

Nanosphere lithography (NSL) is an example of bottom-up templating. Suspen-
sions of monodisperse micro- to nanoscale silica (Si) or polymer beads naturally
coalesce into ordered colloidal crystals that are from millimeters to centimeters
in scale as the diluent evaporates [129, 132, 133]. Such colloid crystals provide
a hexagonal template on an underlying surface in which interparticle spacing can
be tuned using different sized beads. Figure 4.7 compares steps in “top-down”
patterning and plating by electron beam lithography and evaporation, respectively,
with “bottom-up” patterning and plating by nanosphere lithography and electroless
(EL) plating, respectively.

Top-down templating and bottom-up deposition have been combined to produce
ordered nanodroplet arrays. Top-down deposition methods deposit nanostructures
that have right-angled edges. Spherical AuNPs have been formed by thermally
annealing nanostructures that were formed by depositing metal on templates created
by EBL [134, 135] and NSL [136, 137] at temperatures ranging from 500 to 900 ◦C.
Mobility and coalescence of the Au in nanostructures induced by heating result in
significant changes in morphology. Higher temperatures exaggerates morphological
changes like increased average area of individual Au islands and increased gap
distance between these islands after thermal annealing Au island films evaporated
on SiO2 or mica substrates at temperatures ranging from 200 to 350 ◦C [138–141].

Adding an intermediate silanization step, as shown in Fig. 4.7, before metal
deposition allows the HCP geometry formed by larger spheres in NSL to be
replicated on the substrate [142]. Bare SiO2 substrate underlying close-packed
colloidal SiO2 beads was masked against EL deposition by silanization using
dimethyldichlorosilane (DMDCS). Controlling availability of surface-associated
water was critical in steps of the silanization reaction. It allowed tunability of the
shape and dimension of resulting nanostructures on the DMDCS-Si bead templated
surface.



88 D.K. Roper

Fig. 4.7 Top-down fabrication of square arrays of Au nanocylinders by lithographic electron
beam degradation of a poly(methylmethacrylate) resist followed by Au evaporation. Bottom-
up fabrication of hexagonal closed-packed (HCP) arrays of Au nanospheres by templating
nanospheres in a hexagonally close-packed (HCP) monolayer followed by electroless (EL) plating
over a hydrophobic mask and thermal annealing. Copyright © Phillip Blake 2008

4.4 Nanodroplets Self-Assembled in 3-Dimensional Matrices

As a consequence of their unique attributes, AuNPs have been incorporated into
dense nonporous dielectrics and films in random, three-dimensional assemblies.
NPs are reduced from hydrogen tetrachloroaurate (HAuCl4, TCA) Au(III) into
polydimethylsiloxane (PDMS) by superficial permeation into cured substrates [143]
and by mixing into polymer precursors [144–146]. The balanced redox reaction
between Si-H groups and HAuCl4 is reported to be:

(4.7)

Spectroscopic and microscopic characterization confirms incorporation of
AuNPs into the films. This approach is promising because ease of fabrication,
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Fig. 4.8 Nanocomposite PDMS films containing increasing gold content as shown

chemical stability, and optical transparency of the films allows facile integration
into biomedical [147, 148], sensing [149], and nano- and microelectromechanical
systems (N/MEMS) [150–155].

Recently, reduction of Au(III) onto PDMS to form “rAuNP” was compared with
direct addition of organic-coated 16-nm nanoparticles (oAuNP) into polymer film
precursors as an alternate strategy to AuNP in nanocomposite films [156]. Aqueous
solutions of TCA and ethanol suspensions of oAuNPs, respectively, were dispersed
into a mixture of Sylgard

®
184 PDMS reagents before curing to produce transparent,

flexible, nonporous films ca. 680 μm thick. Previously, addition of KAuCl4 to
PDMS reagents had yielded brittle gels and foam [157]. Methods were refined
to prevent solvent outgassing and uneven NP distribution. Figure 4.8 illustrates
plasmonic coloration of PDMS films containing increasing TCA content.

Microscopic and spectroscopic properties of the two types of Au-PDMS compos-
ite films were related to thermal behavior induced via laser excitation of LSPR at
532 nm. Previous work with AuNP in aqueous suspensions [158] and in 2D random
assemblies on Si [159–161] showed predictable thermalization of incident resonant
light using continuum energy balances. Resonant absorption, power consumption,
and maximum steady-state temperature of both oAuNP and rAuNP films increased
with increasing gold mass percent added. Temperature increased at a faster rate
per unit mass of added oAuNP. But higher gold content was achieved by reducing
TCA, which resulted in larger overall temperature changes in reduced AuNP films
compared with oAuNP films. Table 4.4 compares the thin film characteristics
resulting from each method.

The temperature increases recorded in Table 4.4 are comparable to recent
simulations that indicate femtosecond [162] or microsecond [163] irradiation of
gold(Au)-polymer nanocomposites could produce temperature increases up to 50 K
in AuNP themselves or in surrounding media, respectively.

Methods for fabrication and characterizing oAuNP- and rAuNP-PDMS com-
posite films appear useful for applications that use remote, optical induction of
local thermalization in order to facilitate heat transport [164], sensing [165],
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Table 4.4 Comparing oAuNP-PDMS and rAuNP-PDMS thin film characteristics

oAuNP-PDMS rAuNP-PDMS

Embedding AuNP in PDMS films
Maximum Au content 0.005 % by weight 0.1896 % by weight
Total fraction of Au that is NP High Low
Barrier to increase Au content Variable concentration of

commercial AuNP
solutions (diluted to
1× 1013 NP/mL)

Unoptimized trade-off
between
nucleation vs.
growth during
reduction

Fabricating AuNP-PDMS films
Challenges 1. Solvent outgassing

2. Nonuniform NP distribution
1. Film brittleness
2. Solvent outgassing

Processing steps
Volume of Au added
Time to mix Au into PDMS

200 μL suspended NP
10–15 min

10 μL Au3+ solution
4 min

Characterizing AuNP-PDMS films
Max temp rise at 532 nm ΔT = 21 ◦C ΔT = 71 ◦C
Temp rise per mass % Au 4,200 ◦C per %Au 375 ◦C per %Au
Temp rise per unit absorbance Lower Higher

mass transport [166], and spectroscopy [167]. Electromagnetically (EM) active
polymer dielectrics in which metallic nanoparticles are embedded have also been
suggested for possible use as conductive polymers [168], in DNA ablation [169],
in MEMS/NEMS [170], in enhanced solvent flux through microporous cellulose
acetate membranes [171], and in drug delivery from PDMS gels and foams [172].

4.5 Future Work

Significant development remains to allow bottom-up templating and self-assembly
metal deposition to robustly provide tunable, nanoscale metallic structures desired
to improve opto/electronic, theranostic, sensing, spectroscopic, microscopic, and
N/MEMS applications. Continued progress in development of models and tools
for prediction and real-time monitoring and characterization are needed to allow
rational design and optimization of ordered nanoarchitectures with desired features
and precise spatiotemporal control. Such improvements could allow implementa-
tion of bottom-up templating and deposition methods in large-scale “roll-to-roll”
manufacturing. They could also provide avenues to create artificial materials whose
significant value arises from their nanoscale structure.

Artificial materials known as metamaterials are of growing interest due to
their fascinating electromagnetic behaviors such as cloaking, superresolution,
superliminality, and ultratransparency. Metamaterials are assembled from artificial
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meta-atoms engineered with nanoscale features that confer electromagnetic
properties rarely if ever found in nature, primarily negative permittivity and/or
negative permeability. Meta-atoms upon which plasmons—collective oscillation
of unbound electrons confined to a metal/dielectric interface—may be resonantly
induced are particularly interesting for deep-subwavelength light guiding and
high-field localization of free electromagnetism. New approaches for templated
self-assembly of plasmonic nanodroplets offer scale-able, economic alternatives to
traditional top-down fabrication of meta-atoms in metamaterials. Enhanced optical
and morphological features of self-assembled plasmonic nanodroplets could reduce
anomalous dispersion of meta-atoms in metamaterials to improve performance in a
range of optoelectronic devices configured using metamaterials.
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Chapter 5
Ordering of Ga Nanodroplets by Low-Energy
Ion Sputtering
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Abstract Ordered nanostructures have attracted much attention due to their
potential in realizing novel device applications. In this chapter, we present a study
of ordered nanodroplets fabricated by low-energy ion sputtering on GaAs surfaces.
The morphological evolution of a GaAs (001) surface exposed to a Ga+ focused
ion beam was investigated as a function of beam energy, incidence, current, sputter
time, and dwell time. The sputter yield of the target, surface roughness, amount of
material deposited on the surface, and temperature of the substrate were evaluated.
The experimental results show formation of self-assembled Ga metal droplets.
Control over the size, density, and ordering of the droplets is possible for various
sets of ion beam parameters. The arrays of ordered nanodroplets have potential
application as templates as well as a local nanosource in molecular beam epitaxy
for fabricating ordered semiconductor structures such as quantum dots.
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5.1 Introduction

Within the past decade, ion beam sputtering has been used as a surface nanopattern-
ing technique for fabrication of self-assembled nanostructures such as nanoripples
[1–3], nanopits [4, 5], nanoneedles [6], and nanodots [7, 8]. In particular, the ability
to achieve ordered self-assembled nanostructures has been of great interest due
to the potential applications of ordered nanostructures in next-generation devices
[9–12]. Hexagonally ordered nanopits on Ge (001) and SrTiO3 (001) surfaces
have been reported for sputtering with Ga+ ion beam. The nanopits formed on
a SrTiO3 (001) surface have been used to induce controlled growth of Cu2O
nanoislands surrounding the nanopits [5]. In addition, sixfold ordered patterns of
self-assembled quantum dots have already been achieved by means of low-energy
Ar+ ion sputtering on substrates such as Si [10] and InP [11] with simultaneous
stage rotation at off-normal incidence and without stage rotation at normal incidence
[13, 14]. Moreover, hexagonal ordering of Ga nanodroplets has been induced on
a GaAs (001) surface by Ga+ ion beam at normal incidence followed by rapid
thermal annealing [8]. Later, hexagonal ordering of Ga nanodroplets on GaAs (001)
surface independent of crystallographic orientation was reported for off-normal low-
energy Ga+ ion bombardment without simultaneous sample rotation [7]. Wei et al.
proposed a theoretical model for droplet ordering based on directional mass loss and
transfer.

This chapter demonstrates that ordering of Ga nanodroplets with controlled size
and density induced by Ga+ irradiation on a GaAs surface is reproducible, which
is essential for scale-up and practical applications. This chapter also investigates
systematically the relationship between the ion beam parameters (energy, current,
incident angle, exposure time, and dwell time) and the sputter yield and temperature
of the material, surface roughness, volume of Ga deposited on the surface, droplet
size, density, and degree of ordering.

5.2 Theory

In order to guide the formation and ordering of nanodroplets during ion beam
sputtering, it is essential to understand the dynamics of the kinetic processes
involved. Surface roughening and smoothing are regarded as the main competing
processes that govern surface modification [15]. These and other kinetic processes
depend strongly on the surface morphology as well as the material composition and
quality, and the type of ions. Kinetic energy loss from high-energy ions incident
on the target material results in generation of various defects such as adatoms
and vacancies on the surface as well as vacancies and interstitials in the bulk.
Defect generation in materials irradiated with ions has been studied theoretically
and experimentally [15–18]. These efforts shed light on understanding the effects
of ion beam sputtering on the structural properties of target materials and pave
the way for realizing various ordered nanostructures, such as ordered nanoripples
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and nanodroplets, on different substrates [7, 19–23]. The control over aligned
nanostructures can be achieved by engineering the kinetic processes, which are
linked to the ion beam energy, ion flux, ion dose, angle of ion incidence, exposure
time, as well as the types of target materials and ions.

In particular, the relationship between ion beam energy and sputter yield of
the target constitutes the basis of Sigmund theory of surface modulation. Bradley
and Harper have further developed a model for surface instability based on
Sigmund theory and surface diffusion to explain curvature-dependent sputtering
[24]. Following their pioneering work, the Bradley–Harper model has been adopted
and modified to explain different patterns induced during sputtering, such as the
formation of arrays of hexagonally ordered Ga nanodroplets on a GaAs surface [7].
In this section, these models will be reviewed briefly.

5.2.1 Bradley–Harper Instability Model

In 1973, Sigmund proposed a model describing that a flat surface with microscale
variations is not stable under high-dose ion bombardment unless surface smoothing
is dominated by atom migration [25]. Bradley and Harper later studied the instability
of amorphous targets under ion beam exposure and observed ripple formation. In
order to explain the evolution of modulated surfaces during ion sputtering, they
developed a model for surface roughening and smoothing on the basis of Sigmund
theory while also taking into consideration surface diffusion [24].

The Bradley-Harper instability model assumes the target material has a mod-
ulated surface with height variation. The sputtering processes are schematically
shown in Fig. 5.1. During sputtering, energy from an ion incident on the surface
with radius of curvature R is transferred in the ion impact direction with longitudinal
and transverse width of the energy distribution contour α and β at a characteristic
penetration depth a [see Fig. 5.1a]. The sputter yield from the incoming ions at point
O can be written as

Y0 (ϕ) =
nυ (ϕ,R)

f [cosϕ − (x/R)]sinϕ
, (5.1)

where n is the number of atoms per unit volume, ϕ is the incident angle, R is the
radius of the curvature at point O, f is the ion flux, and υ is the normal component
of the surface erosion velocity as a function of ϕ and R.

υ (ϕ,R)∼= Λε f a√
2πB1αβ
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a

b

c

Fig. 5.1 Bradley–Harper
instability model [24]: (a) an
illustration of a surface with
curvature radius R bombarded
by an ion at an arbitrary angle
ϕ; energy distribution
contour profiles during ion
bombardment of concave and
convex surfaces at (b) normal
incidence and (c) off-normal
incidence

Here, ε is the deposited energy, and Λ is a constant relating ε to υ at point O.
The coefficients A, B1, B2, and C are functions of α , β , a, and ϕ and are independent
of R [24].

From Eq. (5.3), if the angle of incidence ϕ= 0, then Γ 1 (ϕ) is negative, and thus
the surface erosion velocity is positive for a negative curvature and negative for a
positive curvature. This suggests that ion bombardment at normal incidence removes
material faster from a concave surface compared to a convex surface. Figure 5.1b
illustrates the energy distribution profiles of ions impacting the surface at normal
incidence. The energy deposited at O′ from ion bombardment at A′ and B′ is higher
than the energy at O from ions impacting the surface at A and B. Therefore, a
concave surface erodes at a faster rate than a convex surface, thereby enhancing
surface roughness. In contrast, at off-normal incidence, the convex surface erodes
faster in comparison with the concave surface. The energy distribution profiles in
Fig. 5.1c show that the ions incident at P can transfer a higher portion of their energy
to O than those at P′ can transfer to O′. This is due to the fact that the effective ion
flux reaching P is higher than the flux at P′. Therefore, the surface at O erodes faster
compared to O′, and the overall surface roughness decreases. Increasing the angle
of incidence results in higher sputter yield until a critical angle is achieved.

The Bradley–Harper model describes the ability to control surface nanopattern-
ing by varying the angle of incidence during ion sputtering while simultaneously
altering the dynamics of the kinetic processes. Although this model explains
nanoripple formation at normal and off-normal incidence and predicts the wave-
length and orientation of nanoripples, it does not account for reflected ions at high
incidence.
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5.2.2 Droplet Formation from a Gallium Layer

While Bradley–Harper model has been used extensively to describe the formation
of various patterns achieved by ion sputtering, the model is only applicable to
patterns of the same composition as the target material. More specifically, the
model provides explanation for ripple formation in amorphous materials. However,
changes to the model are continuously being adopted in order to explain complex
phenomena in surface modification such as the formation of sixfold patterns of Ga
metal nanodroplets on a GaAs surface.

During Ga+ ion beam sputtering of a GaAs substrate, the incoming ions
preferentially remove As atoms and simultaneously sputter Ga atoms. A portion
of the incident Ga+ ions is implanted, and the net gain of Ga atoms from sputtering
and implantation results in Ga-rich areas on the surface. Eventually, nucleation of
Ga droplets can happen given sufficient sputtering time. Considering the amount
of Ga in the droplets as a thin layer over the irradiated surface, the layer thickness
can be estimated from the sputter yield of the compound Ga and As from the GaAs
substrate, and the sputter yield of pure Ga from the Ga droplet. From simulation
of a 5 keV Ga+ beam normally incident on a GaAs surface using SRIM code [26],
the sputter yield of compound Ga and As is Y(Ga*)= 2 atoms/ion and Y(As*)= 5
atoms/ion, respectively, and the sputter yield of pure Ga is Y(Ga)=Y(As*)= 5
atoms/ion. The Ga layer thickness can then be expressed as

L(Ga) =
3rgain

5rloss
L(GaAs) (5.4)

where rgain is the Ga gain rate from the substrate, rloss is the loss rate of Ga from
the droplet, and L(GaAs) is the penetration depth of Ga ions in the GaAs substrate.
The amount of Ga deposited on the surface depends on the ion penetration depth
and thus is related to the incident angle and energy of the ion beam. Particularly, the
penetration depth has a cosine dependence on the angle of ion beam incidence.

5.2.3 Droplet Ordering at Off-Normal Incidence

According to Bradley–Harper model, an amorphous material exposed to ion beam
at off-normal incidence evolves into ripples. However, no ripple morphology is
observed on a GaAs surface exposed to Ga+ ion beam. Instead, laterally ordered
nanodroplets form. In order to explain the formation of self-aligned Ga nanodroplet
arrays on a GaAs surface under the fluence of a Ga+ ion beam, Wei et al. have
developed a model based on the balance between anisotropic supply and loss of Ga
atoms [7].

The model proposed by Wei et al. suggests that the profile of energy distribution
on the GaAs surface during ion beam irradiation affects nanodroplet ordering.
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At normal incidence, the distribution of energy on the surface is isotropic and
exhibits a circular shape. As a result, the surface diffusion of Ga atoms is random,
and Ostwald ripening drives small droplets to merge into bigger more energetically
favorable ones because of their lower surface-to-volume ratio. Therefore, the
droplets form randomly with broad size distribution. On the other hand, at off-
normal incidence, the anisotropic energy distribution profile has an ellipse contour
resulting in directional atom migration on the surface. A consequence of combining
the directional atom gain and loss with shadowing and exclusion zone effects is the
net supply of Ga atoms between droplets guided by the driving force of the ion
beam along the projected beam direction. As a result, droplets adjust their location
towards the highest atom supply and form hexagonally ordered droplet arrays given
sufficient time of ion bombardment.

5.3 Experiment

The experiments were carried out at room temperature in vacuum pressure of
10−7–10−6 Torr on nominally flat, epi-ready semi-insulating GaAs (001) substrates
using scanning electron microscope equipped with Ga+ ion beam source (FEI
Nova 200 Dual-Beam SEM/FIB). The GaAs surface was uniformly irradiated
using a serpentine scan mode with 50% beam overlap in two dimensions. Ion
beam parameters such as incident angle, energy, current, sputter time, and dwell
time were varied. Analysis of the surface topography was performed with atomic
force microscope (Veeco Dimension 3100 AFM) in standard tapping mode. Silicon
cantilevers with radius of curvature Rc < 10 nm and average resonant frequency of
170 kHz were used to obtain high-resolution images of the surface.

The response of a GaAs and Ga targets exposed to a Ga+ beam was evaluated
using SRIM software [26, 27]. The simulation was performed using a 5 keV ion
beam incident on the target at angles in the range of 0–82◦. In addition, the total
sputter yield of the GaAs target was determined from experiment and compared to
the simulation results. For this purpose, the GaAs surface was uniformly irradiated
with an ion beam with energy 5 keV, flux 7.49× 1014 cm−2 s−1, dwell time 1 μs,
and sputter time 5 min. Due to limited range of motion of the specimen stage, the
incident angle was varied from 0 to 52◦. The amount of material removed from the
surface was determined using AFM. The experimental data is in good agreement
with the simulation results. Figure 5.2a shows the sputter yield for compound Ga
and As from the GaAs target and the sputter yield of pure Ga from the Ga target
obtained by SRIM. Below a critical incident angle of 62◦ for compound Ga and
72◦ for compound As and pure Ga, the sputter yield increases exponentially, and
at oblique incidence beyond the critical angle, the sputter yield decreases possible
as a result of undeveloped collision cascades or ion reflection. According to the
simulation results, the sputter yield of compound Ga is less than the sputter yield of
compound As and pure Ga by approximately a factor of 2.
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a b c

Fig. 5.2 (a) Sputter yield of GaAs and Ga targets for various incident angles during irradiation
with 5 keV Ga+ ion beam. Data obtained using SRIM simulation software. (b) Total sputter yield
of GaAs as a function of incidence during irradiation with 5 keV Ga+ ion beam: comparison
between simulation and experiment. (c) Ion range in GaAs and Ga target as a function of incident
angle during irradiation with 5 keV Ga+ ion beam. Data obtained using SRIM simulation software

Figure 5.2b compares the total yield of the GaAs target from simulation and
experiment, and similar behavior is observed. The ion range of penetration for each
target is also presented in Fig. 5.2c. The range values for incident angles 0–82◦
vary from 5.4 nm to 2.7 nm, and 4.8 nm to 2.4 nm for the GaAs and Ga targets,
respectively.

The effect of ion beam energy on the formation of ordered droplets was also
studied for 5 keV ion beam sputtering at an incident angle of 37◦, sputter time
5 min, dwell time 1 μs, and flux 1.43× 1015 cm−2 s−1 compared to sputtering with
10 keV and 20 keV ion beams with flux 1.31× 1015 cm−2 s−1. The corresponding
SEM scans are given in Fig. 5.3a–c. Short-range droplet ordering was observed
for sputtering with 5 keV ion beam with periodicity confirmed FFT spectra. The
droplets exhibit Gaussian size distribution with average lateral size of 61.0± 9.7 nm,
droplet height of 14.5± 3.1 nm, and density of 8.23× 1010 cm−2 (Fig. 5.3d).
Higher-energy beam (10 and 20 keV) produced random positioning of droplets with
broad size distribution. Values of the droplet size and height are not included here
since the accuracy of the size measurement is hindered by limitations of the image
processing software. Figure 5.3e shows droplet density decreases with increasing
ion energy, while Fig. 5.3f shows more material is deposited on the surface for
higher energies. The total volume of Ga is related to the penetration depth of the
ions into the substrate and the angle of incidence.

Uniform sputtering of the GaAs surface was conducted for ion energy 5 keV,
constant current (70 pA, 0.12 nA, 0.23 nA, 0.60 nA), sputter time 5 min, dwell
time 1 μs, and incidence ranging from 62◦ to 2◦ to study droplet ordering, size,
and density as a function of incidence. Results show that self-assembled chains
of ordered Ga nanodroplets form at incident angles 32◦ to 62◦. SEM scans of
droplets formed on a GaAs surface using flux 7.49× 1014 cm−2 s−1 are presented in
Fig. 5.4a–f. The lateral size and height of the droplets range from 24.6± 7.8 nm to
82.0± 13.0 nm, and from 8.0± 2.1 nm to 18.0± 3.6 nm, respectively. The droplet
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Fig. 5.3 Ordering of Ga metal droplets for sputtering at an incident angle 37◦, sputter time
5 min, dwell time 1 μs, 50% beam overlap, and various ion beam energies: (a) 5 keV, flux
1.43× 1015 cm−2 s−1, with corresponding frequency histograms for droplet lateral size and height;
(b) 10 keV, flux 1.31× 1015 cm−2 s−1; (c) 20 keV, flux 1.31× 1015 cm−2 s−1, scale bar 500 nm; the
insets are FFT spectra; (d) histograms of the lateral size and height of the droplets; (e) dependence
of the droplet density on ion beam energy; (f) total volume of Ga deposited on the surface as a
function of energy

size decreases linearly while the droplet density increases exponentially with
increasing incident angle (Fig. 5.4g, h). The decrease in size and the increase in
density of the droplets with increasing oblique incidence result from depositing
the same amount of material on the surface over a larger area. The volume of
Ga supplied to the surface approximates a cosine function of the incident angle
as shown in Fig. 5.4i. Consistent with the theoretical model, the surface roughness
decreases with increasing incidence, and the local substrate temperature decreases
due to broadening of the ion beam over a larger surface area, thus slowing down
surface diffusion.
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Fig. 5.4 Evolution of the droplet density with incidence: (a) 62◦, (b) 52◦, (c) 42◦, (d) 32◦, (e) 22◦,
(f) 12◦. Ion beam parameters: ion beam energy 5 keV, flux 7.49× 1014 cm−2 s−1, sputter time
5 min, dwell time 1 μs, 50% beam overlap, scale bar 500 nm; the insets are FFT spectra; (g)
dependence of the droplet size on incidence; (h) dependence of the droplet density on incidence;
(i) total volume of Ga deposited on the surface as a function of incidence

Further, we researched the degree of ordering, the size, and density of the
droplets as a function of various ion fluences within the determined incidence range
for expected droplet ordering. For this purpose, the substrate was sputtered using
fluences 1.09× 1017 cm−2, 2.62× 1017 cm−2, 4.49× 1017 cm−2, 8.61× 1017 cm−2,
2.25× 1018 cm−2, and 3.75× 1018 cm−2 at high incidence 55◦, and fluences
1.69× 1017 cm−2, 3.23× 1017 cm−2, and 8.42× 1017 cm−2 at low incidence 37◦,
beam energy 5 keV, and dwell time 1 μs.

Figure 5.5a–f illustrates the changes in the morphology induced by altering the
ion beam current for a surface exposed to a 5 keV ion beam at an incident angle
37◦, sputter time 15 min, and dwell time 1 μs. The size and density distribution
profiles are presented in Fig. 5.5g, h. The droplets induced by current in the
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Fig. 5.5 Current-dependent evolution in surface morphology: (a) 70 pA, (b) 0.12 nA, (c) 0.23 nA,
(d) 0.60 nA, (e) 1.0 nA, and (f) 1.4 nA. Sputtering was carried out on an area with size 400 μm2

using ion beam energy 5 keV, incident angle 37◦, sputter time 15 min, dwell time 1 μs, and 50%
beam overlap, scale bar 500 nm; the insets are FFT spectra; (g) dependence of the droplet size on
ion beam current; (h) dependence of the droplet density on ion beam current; (i) total volume of
Ga deposited on the surface as a function of current

range of 0.23 nA–1.4 nA have average lateral size of 67.1± 12.0 nm, height of
15.0± 4.0 nm, and density of 9.03× 109 cm−2. Within this range, the volume of Ga
deposited on the surface also remains constant (Fig. 5.5i). The FFT spectra of the
scans show that droplet ordering improves with increasing current until saturation
occurs. Contrary to expected droplet ordering for incident angles in the range of 32◦
to 62◦, irradiation with low current values (70 pA and 0.12 nA) at angle 37◦ did not
induce ordering. However, irradiating the surface for 129 min using 70 pA current,
such that the same fluence is achieved as in the case of 0.60 nA, enhances the self-
arrangement of droplets into an ordered pattern. An approximate value of the critical
fluence for achieving optimal ordering is suggested to be 2.25× 1018 cm−2.
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Fig. 5.6 Evolution of Ga droplets with dwell time: (a) 0.1 μsec (the arrow points to a dislocation
in the lattice), (b) 0.5 μsec, (c) 1.0 μsec, and (d) 5.0 μsec. Beam parameters: ion beam energy
5 keV, flux 9.36× 1014 cm−2 s−1, sputter time 40 min, incident angle 37◦, 50% beam overlap,
scale bar 500 nm; the insets are FFT spectra; (e) dependence of the droplet size on dwell time; (f)
dependence of the droplet density on dwell time; (g) total volume of Ga deposited on the surface
as a function of dwell time

Droplet ordering, size, and density were studied as a function of dwell time.
Figure 5.6a–d shows the evolution of a GaAs surface exposed to uniform low-energy
irradiation for 40 min at an incident angle 37◦, flux 9.36× 1014 cm−2 s−1, and
various dwell times (0.1 μs, 0.5 μs, 1.0 μs, and 5.0 μs). The FFT spectral analysis of
the images confirms droplet ordering is not influenced by changes in the dwell time.
The average values for droplet lateral size, height, and density are 73.1± 6.8 nm,
13.9± 2.7 nm, and 8.27× 1010 cm−2, respectively. The droplet size and density
and the volume of Ga deposited on the surface remain constant (Fig. 5.6e–g). The
substrate temperature, sputter yield, and surface roughness also do not change.
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Fig. 5.7 Evolution of Ga droplets with different exposure times: (a) 10 min, (b) 20 min, (c)
30 min, and (d) 40 min. Beam parameters: ion beam energy 5 keV, flux 9.36× 1014 cm−2 s−1,
incident angle 37◦, dwell time 1 μs, 50% beam overlap, scale bar 500 nm; the insets are FFT
spectra; (e) dependence of the droplet size on sputter time; (f) dependence of the droplet density
on sputter time; (g) total volume of Ga deposited on the surface as a function of sputter time

We also investigated the effect of varying the exposure time on droplet order-
ing, size, and density. A GaAs surface was exposed to a 5 keV beam at inci-
dent angles 32◦ and 37◦, with respective flux values 1.44× 1015 cm−2 s−1 and
7.48× 1014 cm−2 s−1, and exposure time varying from 5 to 60 min. Droplet ordering
improved until some critical sputter time when saturation in ordering occurred.
Figure 5.7a–d shows the evolution of a GaAs surface irradiated uniformly by low
energy beam at an incident angle 37◦ with flux 9.36× 1014 cm−2 s−1 for various
exposure times. Improvement in droplet ordering with increasing exposure time
was observed and confirmed by FFT spectra. The droplets had average density of
8.44× 109 cm−2, lateral size of 73.9± 7.5 nm, and height of 15.2± 3.2 nm. The
droplet size, density, and volume remain constant with sputter time (Fig. 5.7e–g).
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Furthermore, self-organization of the droplets into an ideal ordered pattern was
simulated by means of crystallographic image processing (CIP) [28]. Crystallo-
graphic image processing is an analytical technique used to determine the plane
symmetry group of two-dimensional periodic structures while excluding any image
distortion during sample imaging or order disruption introduced by the presence
of crystal defects. For this purpose, the deviation of the theoretically accepted
(symmetrized) and observed amplitude (Fres) and phase (α res) residuals of the
Fourier coefficients of the processed image compared to those for each of the
seventeen plane symmetry groups was determined from the following relations:

Fres (%) =
∑HK

∥∥Fobs (H,K) |−|Fsym (H,K)
∥∥

∑HK
‖Fobs (H,K)‖ (5.5)

αres (
◦) = ∑HKw(H,K)

∣∣αobs (H,K)−αsym (H,K)
∣∣

∑HKw(H,K)
(5.6)

where w is relative weight and H and K are Fourier coefficients. The results yield
a deviation from plane symmetry group p6mm, the densest hexagonal packing of
two-dimensional structures.

The formation of Ga nanodroplets with characteristic size and density and their
self-organization into a hexagonal pattern can be explained with changes in the
substrate temperature, surface roughness and the sputter rate of the material, the
amount of Ga deposited on the surface, and exclusion zone and shadowing effects.

When exposed to a Ga+ ion beam, the GaAs surface is in dynamic equilibrium
with Ga droplets forming due to deposition and sputtering of GaAs and disappearing
as a result of sputtering and evaporation of pure Ga. The Ga droplets nucleate in Ga-
rich areas on the surface induced by preferential sputtering of As, and Ga gain from
ion implantation and sputtering. The size and density of the droplets are directly
related to the rate of surface diffusion governed by the temperature of the substrate
due to changes in the ion beam energy, current, and angle of incidence. The substrate
temperature is directly proportional to the ion beam energy and current. However,
with increasing incidence less energy is deposited on the surface per unit area, and
the temperature of the substrate is lower compared to the case of normal incidence.
The diffusion length decreases at oblique incidence leading to less droplet ripening.
As a result, smaller droplets with high density form. The temperature rise of the
substrate during irradiation was estimated to be approximately 9.1 ◦C. In addition,
droplet size is determined by the ratio of Ga atoms gained from implantation and
sputtering of the substrate and Ga atoms lost from sputtering of the droplet.

On the other hand, droplet uniformity and ordering are linked to surface
smoothness. Typically, smoothing of the surface occurs at high incidence. The
surface smoothing and roughening is enhanced by changes in the local sputter yield
as a result of presence of surface modulations. The dependence of the sputter yield
on the surface curvature constitutes the basis of Bradley–Harper model developed to
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explain the ripple morphology of planar amorphous surfaces induced by ion beam
irradiation. According to the model, an ion incident on the surface penetrates into
the bulk material at a characteristic depth determined by the energy of the ion
beam and the angle of incidence (Fig. 5.2). The energy carried by the ion beam
is deposited beneath the surface, and the energy spread due to collision cascades
generated by recoil atoms exhibits Gaussian distribution. The profile of energy
spread with relation to the surface varies with incidence. At high oblique incidence,
a higher-energy contour is closer to the surface thus inducing higher sputter rate. If
the surface is covered by modulations with radius of curvature comparable to the
ion range, the energy deposited at a region of interest for both concave and convex
surfaces will be from energy profiles of neighboring incident ions; however, the
number of ions per unit area is lower for a concave surface compared to a convex
surface, thus resulting in an enhanced sputter yield from the convex surface. As a
result, irradiation at high incidence induces surface smoothing. On the other hand,
at normal incidence, more energy is deposited at a region of interest in a concave
surface due to neighboring energy profiles compared to a convex surface, and the
sputter yield is enhanced in the concave regions. Therefore, a modulated surface
exposed to an ion beam at normal incidence becomes rougher.

Consequently, the sputter yield changes due to local variation of the incidence as
a result of shadowing effects resulting in enhanced surface modulations. As a result
of sputter yield differences on the surface, a large size distribution of droplets with
low density is observed. The sputter yield of the material also provides information
about the volume of Ga deposited on the surface. Consistent with the simulated
behavior shown in Fig. 5.2, the experimental results in Fig. 5.3 and Fig. 5.4 show
an increase in the ion beam energy and incident angle, leading to rougher surface
result in volume increase.

Finally, droplet ordering observed at angles greater than 32◦ is attributed to
exclusion zone and shadowing effects. According to the theoretical model for
droplet ordering developed by Wei et al., each droplet is surrounded by an exclusion
zone within which Ga atoms generated from sputtering diffuse to the droplet [7].
The atoms migrating between the droplets, however, exhibit motion in the direction
of the projected beam driven by the force of the beam. Because of the net supply
of atoms between the droplets and shadowing effects due to droplets present on
the surface, new droplets form in an organized manner. The final droplet array is a
sixfold pattern of self-organized droplets.

5.4 Perspectives and Future Work

In conclusion, Ga nanodroplets form by sputtering a nominally flat GaAs surface
using focused Ga+ ion beam. Droplet ordering occurs for low-energy sputtering at
off-normal incidence. Control over the ordering, lateral size, height, and density
of the droplets is possible by varying ion beam parameters such as ion beam
energy, angle of incidence, current, and exposure time. Crystallographic image
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processing confirms the arrays of ordered droplets ideally belong to p6mm plane
symmetry group. The morphological evolution of the GaAs surface exposed to
uniform irradiation can be understood on the basis of Bradley–Harper model for
curvature-dependent sputtering [24], and a theoretical model for droplet ordering
based on shadowing and exclusion zone effects introduced by Wei et al. [7].

Ordered droplet arrays are of interest due to their potential application as
templates for patterned growth of strain-free semiconductor nanostructures. To
date, epitaxial growth of InAs, GaAs, and InGaAs quantum dot structures has
been reported for lithographically patterned GaAs substrates [29, 30]. In partic-
ular, Stranski-Krastanov strain-driven growth mode as well as vertical stacking
on high-index and patterned surfaces during molecular beam epitaxy are two
typical approaches utilized to achieve controlled positioning and improved size
homogeneity of quantum dots [31–33]. On the other hand, droplet epitaxy has
been studied in recent years as an approach to strain-free growth of quantum
dots [34], single and double quantum rings [35, 36], as well as multiple ring
nanostructures [37], quantum dot molecules [38–40], quantum dot clusters [41,
42], and nanostructure complexes [43, 44]. Additional control over the size and
shape of the epitaxial nanostructures is introduced by means of local droplet etching
(LDE) [45], a comparatively new technique for fabricating a nanohole-patterned
template during the initial stage of droplet epitaxy [46]. All the above-mentioned
approaches to epitaxial growth are characterized by overall random distribution
of nanostructures on the surface, lateral positioning dependent on crystallographic
orientation, and density fluctuations driven by changes in surface diffusion along
different crystallographic directions. To address these issues, we suggest utilizing
a self-organized droplet array presented in this paper as a patterned template for
engineering nanostructures based on LDE technique.
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Chapter 6
Atomistic Mechanisms Underlying the Freezing
Behavior of Metal Nanodroplets

Francesco Delogu

Abstract The freezing behavior of nanometer-sized particles of metallic systems
is still an open issue, with considerable relevance to a wide spectrum of industrial
applications. Understanding the fundamental mechanisms underlying the liquid-to-
solid phase transition represents one of the necessary achievements to enable a
definite progress for both science and engineering. Aimed at providing a general
overview of the molecular dynamics methods that can be used to profitably investi-
gate the response of these systems to a decrease of temperature, this chapter focuses
on the phase transition behavior of Au and Ag droplets. In the idea of discussing
specific cases as closest as possible to real ones, the control of temperature has been
performed by using a collisional thermostat. It is shown that unsupported droplets
on the order of a few nanometers in radius can exhibit a relatively complicated
dynamics as the freezing point is approached.

6.1 Introduction

It is well known that nanometer-sized systems can exhibit thermodynamic properties
quite different from the ones of coarse-grained matter as a consequence of so-called
specific and smooth size effects [1–6]. Although no size threshold can be identified
on rigorous basis to distinguish between the two effects, it is generally accepted
that specific size effects only concern very small clusters, whereas smooth size
effects emerge in the size domain between clusters and massive systems [1–6]. In the
former case, the deviation of thermodynamic properties from the ones of bulk phases
substantially originates from the sensitivity of the potential energy of small clusters
to the relative position of the different atoms in the cluster [1–7]. In particular,
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slightly different cluster configurations can exhibit significantly different potential
energy, which gives rise to an irregular variation of the thermodynamic properties
with size [1–7]. Conversely, the smooth size effects typically induce a regular
change of physical and chemical properties with size, which can be described by
scaling equations involving relatively simple power laws [1–6, 8].

In principle, the gradual variation of the thermodynamic properties of a given
system with its size can be satisfactorily explained by taking into due account
the energy contributions to the total Gibbs free energy coming from free surfaces
or interfaces [1–6]. Whereas such contributions can be definitely neglected in
the case of bulk phases, they can become even dominant in nanometer-sized
materials, characterized by an unusually high surface area-to-volume ratio [1–6].
This conceptual framework is fully supported by experimental and theoretical
evidences, which clearly suggest that surface, or interface, energy can deeply affect
both physical and chemical properties [1–6].

The depression of the melting, or freezing, points of small metallic particles
represents one of the most striking examples of thermodynamic behavior deviated
by smooth size effects. First hypothesized in 1909 [9], and further investigated
in 1953 [10], the depression of the melting, or freezing, points of small metallic
particles was experimentally demonstrated starting from 1967 [11, 12].

In systems with reduced dimensionality, such behavior is generally rationalized
by invoking a size dependence for the chemical potential [1–6, 9, 13–21]. Along
this line, several phenomenological models based on rigorous thermodynamic
descriptions have been shown to successfully reproduce the experimental findings,
which indicate a depression of the melting, or freezing, points as the system size
decreases [1–6, 9, 13–21].

Since these models cannot be satisfactorily validated on a direct experimental
basis, an accurate numerical investigation of the heat exchange process during
melting, or freezing, is necessary to achieve a comprehensive understanding of the
phase transition behavior. In turn, this requires studying the atomic-scale dynamics
underlying the thermodynamics and kinetics of the phase transition.

Melting and freezing represent two of the most suitable candidates to perform
such analysis. In the following, the attention will be focused precisely on the
freezing behavior of nanometer-sized droplets. In particular, the present chapter
will be devoted to the discussion of molecular dynamics simulations employing
collisional thermostats to simulate the crystallization of a nanometer-sized Au
droplet and the coexistence of liquid and solid phases in a nanometer-sized Ag
droplet.

Before discussing in detail such cases, the freezing phase transition, and the
numerical simulation methods usually employed in its study, will be shortly
introduced.
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6.2 A General Look to Freezing

Freezing, also termed solidification, is the first-order thermodynamic phase tran-
sition in which a liquid phase turns into a solid [22]. In principle, the freezing of
a liquid can be induced by changing its thermodynamic state variables pressure
P, temperature T, volume V, and chemical composition either independent of each
other or in combination with each other [22]. However, the term freezing generally
refers to the phase transition induced by a decrease of the temperature T below a
threshold value, referred to as the freezing point Tf [22].

According to classical thermodynamics, the freezing point Tf is the temperature
at which the liquid and the solid phases are in stable thermodynamic equilibrium
[22]. Correspondingly, the Gibbs free energy ΔGliq of the liquid phase is equal to the
one of the solid, ΔGsol, and the difference in enthalpy identifies the so-called latent
heat of freezing ΔHf [22]. Below the freezing point Tf, the Gibbs free energy ΔGliq

of the liquid phase becomes higher than the one of the solid phase, ΔGsol [22]. As
a consequence, the liquid is no longer the most stable phase and tends to transform
into a solid [22]. In the presence of significant contributions from free surfaces,
or interfaces, the Gibbs free energies ΔGsol and ΔGliq must incorporate additional
terms related precisely to the free energy of surfaces, or of interfaces [22].

From a phenomenological point of view, the kinetics of such transformation is
relatively well understood. It relies upon a two-stage mechanism involving first the
formation of small nuclei of solid phase within the liquid and then their growth
[23–25]. The nucleation of the solid phase does not start at the freezing point Tf

but rather requires the attainment of a certain degree of undercooling ΔTf, defined
as Tf − T [23–25]. According to the classical nucleation theory, the degree of
undercooling ΔTf can be related to the minimum Gibbs free energy required to form
stable nuclei [23–25]. It can be shown that the Gibbs free energy ΔG needed to form
an individual spherical nucleus of radius r is equal to

ΔG =−4
3

π r3 ΔGsol,v +4 π r2 σ , (6.1)

where ΔGsol,v represents the Gibbs free energy per unit volume of the solid phase
and σ is the energy per unit area of the solid–liquid interface [23–25]. Equation
(6.1) indicates that the formation of a nucleus is an unfavorable process until its
radius r is smaller than a critical value r*=− 2 σ /ΔGsol,v [19–21]. Therefore,
the critical Gibbs free energy ΔG* needed to form the critical nucleus is equal to
16 π σ3/(3 ΔG2

sol,v) [23–25]. Now, it is worth noting that the Gibbs free energy per
unit volume of the solid phase can be estimated by the expression

ΔGsol,v ≈ ΔHf,v

Tf
ΔTf, (6.2)
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where ΔHf,v is the latent heat of freezing per unit volume and ΔTf is the degree of
undercooling [23–25]. It follows that the critical radius and the critical Gibbs free
energy can be expressed as

r∗ ≈ 2 σ Tf

ΔHf,v

1
ΔTf

(6.3)

and

ΔG∗ =
16 π σ3 T 2

f

3 ΔH2
f,v

1

ΔT 2
f

, (6.4)

respectively [23–25]. Correspondingly, both the critical radius r* and the critical
Gibbs free energy ΔG* decrease as the degree of undercooling ΔTf increases
[23–25].

Equations (6.1), (6.2), (6.3), and (6.4) refer to the homogeneous nucleation case,
in which nucleation takes place in the bulk of the liquid phase [23–25]. However,
freezing often occurs in the presence of solid–liquid or solid–gas interfaces, which
result in a heterogeneous nucleation scenario [23–25]. In this latter case, the
critical Gibbs free energy for the formation of a nucleus becomes lower due to the
thermodynamic contribution coming from the contact of the liquid phase with the
solid surfaces [23–25]. In particular, in the presence of a solid,

ΔG∗
het = ΔG∗

hom

(
1
2
− 3

4
cosθ +

1
4

cos3θ
)
, (6.5)

where θ is the angle of contact between the solid surface and the liquid phase
[23–25].

The rate at which the nuclei form at a given temperature is equal to

J = J0 exp(−ΔG∗/R T ) , (6.6)

where J0 is a pre-exponential frequency factor and R is the universal gas constant
[23–25]. Equation (6.6) and similar ones have been extensively used to analyze the
results of experiments focusing on the nucleation of crystalline phases in a liquid
[23–25].

The classical nucleation theory and its most recent modifications represent a
successful phenomenological model to describe the behavior of thermodynamic
phases at the freezing point [23–25]. However, neither the classical thermodynamics
nor the classical nucleation theory provides insight into the various processes taking
place on the atomic scale when nuclei form and grow. For example, a rigorous
theory for the pre-exponential frequency factor J0 is still lacking [23–25]. Similarly,
the energy per unit area of the solid–liquid interface, σ , cannot be predicted on a
theoretical basis [25, 26]. As a consequence, the classical nucleation theory is not
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able to predict absolute nucleation rates. Rather, in most of cases both J0 and σ are
used as adjustable parameters to best fit the available experimental data.

Nevertheless, gaining information on the atomistic processes governing the
nucleation of crystalline phases in a liquid matrix is of crucial importance for any
advance of knowledge in the field. In this respect, suitably performed numerical
simulations employing either Monte Carlo or molecular dynamics methods are
playing an increasingly relevant role.

6.3 Some Hints from Numerical Simulations

Computer simulations have been shown to provide valuable help in elucidating the
atomistic features of crystal nucleation. For moderate undercooling degrees, both
free energy barriers and nucleation rates have been estimated for model systems
formed by hard spheres [27, 28] and particles interacting with simple Lennard-
Jones potentials [29–32]. For instance, the classical nucleation theory, within the
assumptions made for a spherical nucleus in an undercooled liquid, has been shown
valid in the critical regime of nucleation for a large range of undercooling degrees
and nucleus sizes [33].

Despite their apparent simplicity, these model systems exhibit properties quite
close to the ones of real systems, such as colloidal solutions and globular proteins
[27–32]. In these cases, the theoretical findings can be compared with experimental
results, and a satisfactory agreement has been obtained [34, 35]. However, com-
paring theoretical predictions and experimental evidences is invariably challenging,
being affected by unavoidable experimental uncertainties. As a consequence,
developing a comprehensive conceptual framework for both the thermodynamics
and the kinetics of crystallization as a function of the degree of undercooling is
considerably difficult.

Only for a few model systems, a reliable description of the temperature-
dependent kinetics of the crystallization process is available. For example, it has
been shown that the crystallization of a Lennard-Jones fluid at fast quenching rates
is satisfactorily described by the classical nucleation theory [36]. In particular, the
height of the nucleation barrier and the size of the critical nucleus predicted on
a theoretical basis are comparable with the ones numerically estimated [36]. In
addition, the initial stages of the growth of crystalline embryos have been shown
to be characterized by the sudden formation of dense crystalline clusters of small
size [36]. This supports the hypothesis that the nucleation of a solid phase in a
Lennard-Jones fluid is influenced by the proximity of a pseudo-spinodal singularity
[37–39].

On a strictly intuitive basis, it can be expected that the presence of a free surface
could significantly affect the above-mentioned freezing behavior. In fact, the free
surfaces are the physical loci involved in the heat exchange between any given
nanometer-sized droplet and its surroundings. Therefore, heat is removed first from
surface regions, and their instantaneous temperature can become lower than the
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average droplet temperature, at least for short time intervals. As a whole, this could
suggest that the free surface can act as a preferential nucleation site for the solid
phase.

However, it must be noted that the surface region is formed by atoms character-
ized by the unsaturation of their coordination numbers compared with equilibrium
ones [1–6]. It follows that surface regions are less stable than the bulk and exhibit
unusual static and dynamic properties that can hardly favor the nucleation of a solid
phase [1–6].

This does not mean that surface nucleation must be ruled out. In a few cases,
solidification is found to start exactly at the surface of the nanometer-sized droplet,
and Au clusters represent one of such cases [40]. Nevertheless, it is much more
frequent the situation in which the first stable nuclei of the solid phase appear in
the bulk-like region of the droplet. Also in these cases, the free surface affects the
nucleation process. For instance, in the case of Al–Ni clusters, nucleation takes place
in the bulk-like region of the droplet [41]. Despite this, the nucleation of the solid
Al–Ni alloy is affected by surface segregation effects [41].

At the freezing point, the solid and liquid phase can in principle coexist.
Depending on the droplet size, metal clusters can exhibit either static or dynamic
coexistence [42–48]. In the former case, it is possible to identify a relatively stable
interface between the solid and the liquid phases, whereas, in the latter, the whole
system oscillates forth and back between solid- and liquid-like dynamics [42–48].
In each case, various effects can be observed superposed to the general features.
For example, in the case of Fe–Pt clusters, the dynamic coexistence in a carrier
gas has been shown to be the result of a kinetic effect related to the rate of heat
dissipation [49].

An expression has been also tentatively proposed to identify the clusters bound to
static or dynamic coexistence as a function of their size [50]. Applied to Pb clusters,
in agreement with the numerical predictions, such expression predicted that a system
of 931 atoms exhibits dynamic coexistence, whereas a system of 1,427 exhibits a
static coexistence [50]. However, the detailed mechanism underlying the freezing of
metal clusters has not yet been identified.

In this respect, considerable attention has been paid to the structural motifs
appearing in clusters during, and as a consequence of, the freezing transition. For
example, in the case of Ag clusters, icosahedral structures have been observed
for systems with size around the icosahedral magic number 147 and in the range
between 245 and 310 [51]. Conversely, decahedral structures appear in the size
range between 170 and 240 and face-centered cubic structures around 280 [51].
In all of the cases, molecular dynamics simulations have pointed out a significant
dependence of the relative amount of structural motifs on the cooling rate [51].
Entropic effects can be also invoked to explain the formation of icosahedral
structures in Ag clusters of 923 atoms [52].

Another series of molecular dynamics simulations on Ag droplets in the size
range between 2.5 and 10 nm, cooled at a rate of 100 K ns−1, indicated that the inner
structures of the frozen particles can be significantly different from each other, with
various combinations of icosahedral and decahedral structures [53]. In addition,
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several unfamiliar structures with three- and fivefold symmetry and relatively low
energy have been found [53].

Body-centered cubic systems in the size range between 2,000 and 31,250 atoms
have been also investigated by molecular dynamics methods [54]. It was observed
that nucleation occurs on one side of the droplet and then spreads over the other
side [54]. Furthermore, the nucleation temperature upon cooling does not vary
monotonically with the system size [54].

Due to its importance for a broad spectrum of scientific and technological
activities, the study by molecular dynamics simulations of the freezing behavior
nanometer-sized metal droplets is still an intriguing, and lively debated, area of
fundamental research [55]. Here, it is worth noting that the investigations not
only focused on the freezing behavior of isolated metal droplets, but also of more
complex systems in which the droplets are embedded within a matrix. This is the
case of Au droplets freezing on a metal surface, or inside a carbon nanotube [56–
58]. In all of these cases, the freezing behavior exhibits a sensitivity to the nature of
the substrate, or of the matrix [56–58].

6.4 Cooling Rates and Cooling Methods

The freezing behavior must be expected to exhibit a dependence on the cooling rate,
as well as on the details of the cooling method. The former dependence is quite
obvious. The solidification behavior depends on the relative value of the time scales
underlying the removal of heat from the metal, on the one hand, and the formation of
the crystalline embryos in the liquid, on the other [26]. The experimental evidence
concerning the synthesis of bulk metallic glasses clearly indicates that a crystalline
phase can nucleate only when the time necessary to form crystalline nuclei is
shorter than the one governing the removal of thermal energy from the system [26].
Otherwise, crystallization is kinetically hindered, and the system evolves towards a
metastable thermodynamic state characterized by the absence of a crystalline order,
and the formation of a glassy structure [26, 59]. As a consequence, crystallization
can actually take place if the cooling rate is lower than the crystal nucleation rate [26,
59]. In all of the other cases, kinetic effects can prevent the formation of crystalline
embryos, and the crystallization process is replaced by a vitrification one [26, 59].

In the case of numerical simulations employing molecular dynamics methods,
this condition assumes a particular importance. In fact, it is quite easy to impose
very high cooling rates in simulations, able to induce a system evolution different
from the one observed in real experiments, where the cooling rates are typically
orders of magnitude lower than the ones employed in calculations [60–62].

The dependence on the cooling method is somehow more subtle. It concerns
the numerical method employed to simulate a thermostat [60–62]. In molecular
dynamics, the control of temperature, as well as of other physical quantities,
depends on the constraints imposed to thermodynamic state variables and state
functions to simulate processes under different thermodynamic conditions [60–62].
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To this aim, various statistical ensembles have been defined [60–62]. A simple
control of temperature can be achieved by directly rescaling the velocity of each
particle in the system [63]. The velocity rescaling method adds, or subtracts,
energy to, or from, the system quite efficiently. However, it is very coarse and
unable to realistically describe the mechanism underlying the dissipation of thermal
energy [63]. For this reason, more sophisticated methods have been elaborated to
keep temperature constant. The most common ones are the so-called generalized
Langevin equation approach [64], the Berendsen method [65], and the Nosè–Hoover
thermostat [66–68].

The generalized Langevin equation approach is based on a generalized theoreti-
cal description of Brownian motion [64]. Accordingly, the system is regarded as a
“solute” embedded in a “solvent” matrix able to impose the desired temperature by
both frictional and stochastic effects [64]. In particular, two terms are added to the
normal Newtonian equation of motion, namely, frictional and random forces [64].
The frictional force accounts for the frictional drag operated by the “solvent” on
the “solute” motion and is usually taken proportional to the particle velocity, but
with opposite sign [64]. Instead, the random force is assumed to have no relation
to the velocity and position of the particle and is typically sampled from a selected
Gaussian distribution with a zero mean [64].

In the case of the Berendsen method, the system is coupled to an imaginary
external thermal bath kept at constant temperature [65]. The exchange of thermal
energy between the system and the thermal bath is ruled by an algorithm that
gradually scales the velocity of the particle in dependence of a time constant for
the coupling [65]. As a result, the instantaneous kinetic temperature approaches the
desired equilibrium temperature according to a smooth asymptotic trend [65].

In the original Nosè approach, an additional degree of freedom is introduced to
describe the heat bath and operate as a time-scaling factor [66–68]. In addition,
a fictitious mass is given to the heat bath, to describe the inertia in the heat
bath response to instantaneous temperature fluctuations [66–68]. In the Nosè–
Hoover thermostat, the time-scaling factor is eliminated, whereas a thermodynamic
friction coefficient is introduced [66–68]. Whenever the instantaneous temperature
is higher than the desired equilibrium value, the intensity of the frictional force
increases in order to induce a lowering of the temperature, and vice versa [66–
68]. The value chosen for the fictitious mass of the heat bath is critical to the
successful performance of the thermostat [66–68]. A small value of the fictitious
mass induces rapid temperature fluctuations, while large values can often result in
an unsatisfactory sampling of the phase space [66–68].

In general, the Nosè–Hoover thermostat gives rise to a well-defined canonical
distribution of both momentum and coordinates [66–68]. Nevertheless, in the case
of small systems or in the presence of high-frequency vibrational modes, the Nosè–
Hoover thermostat can fail to generate a canonical distribution [66–68].

This aspect points out another important issue in the control of temperature. In
all of the above-mentioned cases, the thermostat is based on the adjustment of the
particle velocities according to a given methodology. However, all of the mentioned
methodologies are quite far from the real case in which the heat dissipation is
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mediated by the contact between thermostat and system [69]. The reason is that
reproducing the real mechanism of heat flow for massive systems in numerical
simulations would be virtually impossible, due to the considerable computational
power required [60–62].

The use of realistic methods to control the temperature becomes increasingly
viable as the system size is reduced. It follows that reliable calculations based
on the explicit use of a material thermostat become possible for nanometer-sized
objects immersed in a liquid phase, or embedded in a gaseous environment. In turn,
this allows in principle to investigate the response of nanometer-sized systems to a
temperature control based on a realistic heat exchange mechanism.

6.5 Gas Thermostats and Realistic Simulations

A gas thermostat can be defined as a collisional thermostat. Typically, it consists of
an inert gaseous phase surrounding the system [70, 71]. In principle, the gaseous
phase is of infinite extent, and its pressure is low enough to avoid local heating
[70, 71]. Its temperature is lower than the system one [70, 71]. The numerical
analysis of the energy transfer between the system and the atoms of the inert gas
is based on the assumption that individual collisions are followed by a complete
microcanonical relaxation of energy [70, 71]. Although this assumption cannot be
verified in reality, the limiting law obtained by accepting it strongly correlates with
the observed behavior [70, 71]. Furthermore, it allows a systematic prediction of the
deviations, thus approaching a satisfactory understanding, and the desired predictive
capability [70, 71].

Here, it must be noted that the above-mentioned analysis can be carried out on
a perfectly rigorous ground by defining the density of states in the microcanonical
ensemble [70, 71]. Nevertheless, the systems are generally much larger in size than
the individual atoms of the inert gas [70, 71]. It follows that the systems can be
regarded as a thermal reservoir [70, 71]. As a consequence, after the collision, the
system and the inert gas atoms can be considered in thermal equilibrium [70, 71]. At
each collision, the system loses a certain amount of thermal energy, thus reaching a
lower temperature [70, 71]. The temperature reached after any given collision can
be estimated by using a simple energy conservation equation [70, 71].

The simple approach described above allows developing reliable rate equations
for the change of temperature and energy of the system [70, 71]. Thus, it is possible
to compare the results of numerical simulations with both theoretical predictions
and experimental findings [70, 71]. In this respect, it is worth noting that realistic
simulations can be really performed in the case of nanometer-sized systems, i.e., of
aggregates including approximately 10–106 atoms [70, 71].

These systems can be synthesized by a variety of methods [72–74]. Among the
others, nanometer-sized particles can be obtained by cooling down in a cold inert gas
a supersaturated vapor phase, previously prepared by evaporating a bulk material in
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ultrahigh vacuum [72–75]. In this case, during the initial stages of cluster formation
and growth, as well as in the successive heating or cooling processes, the inert gas
operates precisely as a collisional thermostat [4, 70, 71].

The frequency f of collisions of the inert gas atoms on the free surface of the
nanometer-sized system is given by the expression

f ≈ Pg Acl(
2π mg kB Tg

) 1
2
, (6.7)

where Pg is the pressure of the inert gas, Acl the area of the system free surface, mg

the gas molar mass, kB the Boltzmann constant, and Tg the temperature of the inert
gas [4, 70, 71]. The average energy gain or loss per collision, δE, determines the
heating or cooling rate, respectively, which can be expressed as

dT
dt

≈ f δE
3N kB

. (6.8)

Here, N represents the number of atoms in the nanometer-sized system.
Typical experimental conditions are identified by a pressure Pg of about

1× 104 Pa, and a temperature Tg around 100 K [76, 77]. Under such conditions,
when pure He is employed as the inert gas phase, the frequency f of atomic
collisions on the free surface of a cluster of about 3 nm in radius roughly amounts
to 1.4× 1011 Hz. The estimated energy loss per collision δE is on the order
of 1× 10−21 J [70, 71]. As a result, the cooling rate is approximately equal to
0.9 K ns−1.

This latter value indicates that the real cooling processes take place on a time
scale that is absolutely out of reach for numerical simulations. At the same time, it
must be noted that the thermal relaxation processes after each collision take place
at a rate roughly equal to the sound speed [78]. It follows that the temperature
equilibration process can be quite fast. For example, in the case of an Au particle
with a radius of about 3 nm, where the sound speed is on the order of 3 nm ps−1 [79],
the temperature equilibrates roughly within 2 ps. This time interval is significantly
shorter than the one between two consecutive collisions. Under the above-mentioned
experimental conditions, this latter is approximately equal to 7 ps.

The difference of 5 ps suggests that, in principle, time and collisions can be
decoupled. More specifically, it is possible to run numerical simulations in which
the molecular dynamics of the system is strictly followed only until a complete
thermal equilibration after each energy loss is attained. Once the temperature is
equilibrated, a new collision event can be simulated without following the system
trajectory in the phase space within the time window in which no event takes place.
Correspondingly, up to about the 70 % of the whole simulation time can be saved.
For instance, molecular dynamics simulation runs of 0.3 ns would be able to give
reliable information on the system behavior after 1 ns.

The present chapter discusses the results obtained by molecular dynamics
simulations employing the above-mentioned method in the study of the freezing
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behavior of unsupported nanometer-sized droplets of liquid metals. In particular,
attention will be focused on the crystallization of an Au droplet and on the
coexistence of the liquid and solid phases in an Ag droplet.

6.6 The Details of the Numerical Simulation Methods

The interaction forces between metal atoms were described by the using the
semiempirical many-body tight-binding potential based on the second-moment
approximation of the electron band energy [80]. It follows that the cohesive energy
U is equal to

U =
N

∑
i=1

⎧⎨
⎩

N

∑
j=1

Ae
−p

( ri j
d −1

)
−
[

N

∑
j=1

ξ 2e
−2 q

( ri j
d −1

)] 1
2

⎫⎬
⎭, (6.9)

where rij is the distance between atoms i and j, and the parameters A, ξ , p, and
q quantify the interatomic potential between any given pair of atoms. The term d
represents the nearest-neighbors distance at 0 K and N the total number of atoms.
The repulsive part of the potential is expressed in the first member on the right-hand
side of Eq. (6.3) as a Born–Mayer pair-wise interaction, whereas the attractive part
is expressed in the second member within the framework of the second-moment
approximation of tight-binding band energy [80].

The necessary potential parameter values for the different metallic species were
taken from literature [80]. Interactions were computed over a distance including
the shell of the seventh neighbors. Equations of motion were solved with a fifth-
order predictor–corrector algorithm [60] and a time step of 2 fs. A previously tested
simulation code, suitably modified to calculate the desired quantities, was used.

The numerical simulations applied molecular dynamics methods. The liquid Au
and Ag droplets were created starting from larger crystalline lattices. Calculations
were carried out in the isobaric–isothermal ensemble with number of atoms N,
pressure P, and temperature T constant [67, 81]. Periodic boundary conditions were
applied [60]. Starting from 600 K, the temperature of the crystalline system was
raised at high nominal rates, until melting was attained. Afterwards, the temperature
was kept constant at a value about 200 K higher than the equilibrium melting point
for the time necessary to allow a satisfactory system equilibration [82].

The nanometer-sized Au and Ag droplets of the desired radius R were created
by selecting a suitable spherical region at the center of the liquid bulk phase, and
removing the atoms outside. Once created, the droplet was relaxed for the necessary
time intervals to attain full equilibration.

Subsequent computations aimed at identifying the freezing point of the investi-
gated nanometer-sized droplet were performed in the isochoric–isothermal ensem-
ble with number of atoms N, volume V, and temperature T constant [67, 81].
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The temperature was progressively decreased at rates between 0.05 and 10 K ps−1

to roughly estimate the freezing point Tf.
The freezing behavior was investigated by monitoring the solid- or liquid-like

character of individual atoms. To this aim, a local order parameter ψi correlating
the average positions of pairs of opposite nearest neighbors in the coordination shell
was evaluated for any given atom i [83, 84]. The positions of individual atoms were
averaged over a time interval of 5 ps. Following previous work [83, 84], the atoms
with ψi values smaller than 0.05, and larger than 0.2, will be hereafter referred to as
liquid- and solid-like respectively. Here, it is worth noting that the transition from
solid- to liquid-like character, and vice versa, is quite rapid for individual atoms. The
same is true for the freezing transition of the nanometer-sized droplet. It follows that,
at each instant, only a negligible fraction of the atoms exhibits ψi values between
0.05 and 0.2 [83, 84].

Once freezing was observed, the stochastic thermal bath was replaced by a He gas
collisional thermostat at a pressure Pg of 1× 104 Pa and temperature Tg of 100 K.
Then, calculations were restarted from the atomic configuration recorded 4 K above
the freezing point Tf.

The interactions between He atoms were described by using a 12-6 Lennard-
Jones pair potential with depth ε of potential well and distance σ at which the
potential is zero respectively equal to 10.22 kB and 2.6

′
Å [71]. The interactions

involving He atoms and metallic ones were also described by a 12–6 Lennard-Jones
potential [71]. In the light of the qualitative character of the investigations carried
out, the metal species were described as atoms of the rare gas closer to the metal in
terms of molar mass [85]. This choice is motivated by the evidence that the exchange
of energy at individual collisions is substantially governed by the mass of the atoms
come into contact [71]. As a consequence, the details of the interatomic potential
curve, in particular of the repulsive branch, are not expected to significantly alter the
fundamental physics of the collision process [71]. Although apparently rough, the
related approximations appear reasonably acceptable [71]. The interactions between
different rare gas atoms were described according to the Lorentz–Berthelot rules
[86]. All of the Lennard-Jones interactions were calculated within a cutoff radius
extended to the fifth neighbors.

To avoid useless complications, and save computational time, only collisions
perpendicular to the free surface of the nanometer-sized droplets, and involving He
atoms with an initial kinetic energy equal to 3 kBTg/2, were simulated. The collision
events were randomly distributed over the droplet free surface.

The energy gain, or loss, per collision, δE, was estimated by evaluating the
kinetic energy lost, or gained, by the He atoms after the collision. Due to the
difference in the mass of He and of the other rare gas atoms used to mimic the
collisional behavior of metallic species, the collisions are not able to excite the
translational and rotational degrees of freedom of the nanometer-sized droplets.

Successive collisions are separated by 2 ps. Such time interval permits a
satisfactory thermal equilibration. Thermal equilibration processes were monitored
by evaluating the radial density of kinetic energy, ρE(r), at different times tr after the
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Fig. 6.1 The radial density
of the kinetic energy, ρE , as a
function of the radial distance
r from the center of collision.
Data refer to the three
different relative times
indicated

collision has started. Here, the beginning of the collision process is set equal to the
instant in which the distance between the impinging He atom and the metallic atom
closest to it becomes shorter than the equilibrium distance of the Lennard-Jones
potential describing their interaction. Correspondingly, tr equals zero.

The radial density of kinetic energy, ρE(r), represents the average kinetic energy
E per atom in the spherical sectors of radius r, centered at the point of collision, in
which the droplets can be ideally divided. Therefore, ρE(r) can be defined as

ρE(r) =
1
nr

nr

∑
i=1

Ei, (6.10)

where nr is the number of atoms in the spherical sector considered and Ei is the
kinetic energy of the ith atom.

The typical time behavior of ρE(r) is shown in Fig. 6.1, where ρE(r) is plotted
as a function of the radial distance r of the spherical sectors from the center of
collision. Data refer to a droplet of Au with average radius of about 3 nm. The ρE(r)
values at three different times tr are shown.

It can be seen that ρE(r) undergoes a significant decrease in the neighborhood of
the center of collision at short times. This means that a relatively significant energy
loss δE takes place at collision, approximately equal to 1.44× 10−21 J. The energy
is almost perfectly re-equilibrated after about 1 ps.

To the above-mentioned energy loss δE corresponds an average temperature
decrease per collision, δT, roughly equal to 0.016 K. This value is substantially
impossible to directly detect due to the fluctuations in kinetic and potential energy.
Nevertheless, such δT value can be profitably used to roughly estimate the number
of collisions needed to attain the freezing point Tf. For the Au droplet of 3 nm in
size, Tf is approximately equal to 1,098 K. It follows that about 250 collisions are
needed to reach the freezing point Tf starting from a temperature of 1,102 K.

The formation of crystalline nuclei was monitored by evaluating a set of
local bond-order parameters, hereafter indicated with q6m(i) [27, 40, 87, 88].
These parameters provide a measure of the local structural order within the first
coordination shell of any given atom i. For any given atom, nearest neighbors can
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be identified on the basis of a simple distance criterion. In particular, two atoms
can be regarded as nearest neighbors when their distance is shorter than rmin, rmin

being the position of the first minimum of the pair correlation function of the bulk
crystal of the metal considered at the same temperature [60]. Being dependent on the
6th-order spherical harmonics Y6m [27, 40, 87, 88], the parameters q6m(i) permit to
distinguish between solid- and liquid-like dynamics based on the correlation degree
between the local structural order of neighboring atoms. Following previous work
[40], two nearest neighbors can be regarded as connected with each other whenever
the correlation function

ci j = q6m(i) ·q∗6m( j) =
+6

∑
m=−6

q6m(i) ·q∗6m( j) (6.11)

between the vector q6m(i) of components q6m(i) and the complex conjugate vector
q∗6m(j) of components q∗6m(j) takes a value larger than a threshold one of 0.68 [40].
A given atom is assumed to exhibit a solid-like dynamics when at least half of its
nearest neighbors are connected with each other in the same cluster [40].

6.7 The Crystallization of a Nanometer-Sized Au Droplet

Simulating a crystallization at low undercooling degrees is a noticeable compu-
tational challenge. Under such conditions, the formation of the first crystalline
embryos occurs on very long time scales, on the order of 109 s for systems including
roughly 109 particles [24, 27, 88]. Crystallization becomes accessible to molecular
dynamics calculations only when the undercooling degree is relatively high, and
the activation energy barrier for nucleation is correspondingly relatively low, which
enables nucleation to take place at high rates [24, 27, 88].

In the case of a nanometer-sized Au droplet of about 3 nm in radius, the
preliminary calculations indicate that the freezing point Tf is approximately equal
to 1,098 K. This is the temperature at which the Au droplet starts the transition.
However, the first atoms exhibiting a behavior precursor of the solid-like dynamics
are observed already at about 1,100 K, i.e., 2 K above the estimated freezing point
Tf. These atoms are connected with each other in the same cluster and appear at the
free surface of the Au droplet in the neighborhood of the point at which a He atom
has collided. However, they do not yet exhibit a solid-like dynamics.

The first atoms with a transient solid-like character appear at the free surface of
the Au droplet only at 1 K below the freezing point Tf. Initially, their lifetime is on
the order of 0.8 ps, but it becomes longer as the droplet temperature T decreases. The
first atoms with a stable solid-like dynamics appear at about 1,096 K, a temperature
reached after about 350 He atom collisions.

The number of atoms connected with each other in clusters, nc, and the number
of atoms with solid-like dynamics, ns, are shown in Fig. 6.2 as a function of T.
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Fig. 6.2 The number of
connected, nc, and solid-like,
ns, atoms as a function of the
droplet temperature T

Fig. 6.3 The number of
solid-like surface atoms, ns,s,
as a function of the droplet
temperature T

The data indicate that nc is invariably larger than ns until the Au droplet
completely crystallizes. Freezing exhibits a relatively sharp onset and attains
completion within a temperature interval of about 3 K. Initially, the crystallization
process mostly involves atoms located at the free surface of the droplet, i.e., atoms
located in the spherical shell 2 rmin thick at the droplet surface. This can be easily
inferred from Fig. 6.3, where the number of surface atoms with solid-like character,
ns,s, is shown as a function of the temperature T together with the number of atoms
with solid-like dynamics, ns.

It can be seen that ns,s represents up to about 70 % of ns for a significant fraction
of the temperature interval during which the Au droplet crystallizes.

At temperatures below 1,096 K, substantially all of the He atom collisions induce
the formation of a cluster of solid-like atoms on the free surface of the droplet, or
the size increase of the existing ones. The average number ν of atoms connected in
the same cluster increases as the temperature T decreases, amounting to about 4 at
1,096 K and becoming roughly twice at 1,095 K.

In the initial stage of the nucleation process, most of the clusters are not con-
nected with each other. However, the situation changes as the droplet temperature
decreases. The general cluster behavior can be reliably inferred from the variation
of the number of clusters, Ncl, with the droplet temperature T. The data are shown
in Fig. 6.4.

A short induction period is initially observed, related to the attainment of the
necessary undercooling degree. Shortly after the temperature value of 1,093 K has
been reached, Ncl undergoes a definite increase up to a maximum value of 35 at
about 1,095.5 K. Then, it decreases progressively until Ncl becomes equal to 1 at
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Fig. 6.4 The number Ncl of
clusters of solid-like atoms as
a function of the droplet
temperature T

Fig. 6.5 The number nem of
solid-like atoms in the
embryo considered as a
function of the relative time tr

about 1,093 K. This is the temperature value at which the whole nanometer-sized
Au droplet has crystallized.

The behavior of the number Ncl of clusters can be rationalized by investigating
the atomistic processes underlying the formation and growth of the individual
clusters. To this aim, a representative case will be discussed in some detail in the
following. This case concerns the first cluster able to include 100 atoms with solid-
like character.

Such cluster, i.e., the first crystalline embryo including 100 atoms, forms at about
1,095 K, after approximately 450 He atoms have collided. The formation of this
cluster is not mediated by the progressive addition of individual atoms with liquid-
like dynamics, which subsequently transform into solid-like atoms. Even at 1,096 K,
i.e., 1 K above, the addition of individual atoms is relatively slow, taking place on
a time interval of about 1 ps. Conversely, the growth of the cluster is essentially
governed by the coalescence of neighboring clusters.

The occurrence of coalescence processes involving clusters of different size can
be inferred by the data shown in Fig. 6.5, where the number nem of solid-like atoms
in the crystalline embryo is plotted as a function of the relative time tr. For clarity, tr
has been set equal to zero at the instant in which the collision of a He atom induced
the formation of the precursor of the 100-atom cluster, which included only 5 atoms.

It can be seen that nem increases with tr following an irregular trend, characterized
by marked fluctuations. A close look at the curve points out that it exhibits a
sequence of sudden rises and drops indicating the fast increase and decrease in the
number of connected atoms. According to the height of rises and drops, in the initial
stages it is much more probable that single atoms detach from the cluster rather than
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Fig. 6.6 The fraction αem,s
of surface solid-like atoms in
the embryo as a function of
the relative time tr

become connected with it. Therefore, the cluster growth must be ascribed to another
process, which consists of the coalescence of the cluster with neighboring ones.
As pointed out by the height of rises and drops, the size of the coalescing clusters
increases as the temperature T decreases.

Further information on the cluster growth is obtained by monitoring the fraction
αem,s of surface atoms with solid-like dynamics, which can be obtained by
calculating the ratio between the number nem,s of solid-like surface atoms and the
total number nem of atoms in the cluster. The αem,s values are shown in Fig. 6.6 as a
function of tr. It appears that the cluster consists almost exclusively of surface atoms
roughly as far as nem is smaller than 270. When nem increases up to about 2,000,
αem,s undergoes a constant decrease. The involvement of the inner regions of the
Au droplet in the crystallization process is pointed out by irregular drops at larger
nem values.

The above-mentioned behavior is common to all of the observed crystalline
embryos. Accordingly, two different stages can be identified in the mechanism of
cluster growth.

Initially, the crystalline embryo substantially grows by the coalescence of
neighboring clusters including a significant fraction of atoms located at the droplet
free surface. In this stage, the cluster growth is mostly related to the formation of a
number of small clusters at the Au droplet surface due to the continuous collisions
of He atoms. Therefore, the initial increase in the number Ncl of clusters must be
simply ascribed to the dynamics of the collisional thermostat. Instead, the maximum
value of Ncl is observed in correspondence of the narrow temperature range in which
the rate of cluster coalescence processes is comparable with the frequency of He
atom collisions.

Subsequently, as the undercooling degree increases, the addition of individual
Au atoms to individual clusters becomes competitive with the cluster coalescence
process, and even faster. Here, it is also worth noting that the cluster coalescence
processes occur with a probability that increases as the cluster size increases. As
a consequence, any atom addition enhances the rate of the cluster coalescence
processes. Under such circumstances, the number Ncl of cluster decreases at an
increasing rate and finally drops to 1.

The possible influence on the above-mentioned behavior of the time interval sep-
arating consecutive He atom collisions was also explored. To such aim, additional
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simulations were performed on Au droplets in the temperature range between 1,094
and 1,095 K by using a time interval between successive He atom collisions equal
to 4 ps. The results obtained indicate that no significant change takes place when
thermal equilibration after each He atom collision lasts more than 2 ps. The longer
time interval allowed to the system to reach the thermal equilibration slightly affects
only the average cluster size. In particular, the cluster size slightly decreases as a
consequence of the higher rates at which individual atoms detach compared with
the ones at which they become connected with the cluster. As a whole, the number
of He atom collisions required to start the freezing transition increases about 8 %.

It follows that the numerical methodology and in particular the collisional
thermostat employed enable a satisfactory description of the general qualitative
behavior of nanometer-sized Au droplets at freezing.

6.8 Coexistence of Solid and Liquid Phases
in a Nanometer-Sized Ag Droplet

A further support to the numerical findings regarding the freezing behavior of
nanometer-sized Au droplets comes from the numerical study of the mechanism
of the freezing phase transition in nanometer-sized Ag droplets.

The numerical investigation has been carried out on a spherical Ag droplet with
a radius R of about 5 nm. The isobaric–isothermal molecular dynamics simulations
indicate that this system, approximately formed by 31,000 atoms, undergoes the
freezing transition at a temperature Tf roughly equal to 1,073 K. As in the case of
the nanometer-sized Au droplet, the freezing phase transition is preceded by the
appearance of clusters formed by a few connected atoms already at about 1,076 K,
i.e., about 3 K above the freezing point Tf. These atoms form small clusters at the
free surface of the Ag droplet, invariably in the neighborhood of the points at which
He atoms collide.

A transient solid-like dynamics is first exhibited by Ag atoms located at the
droplet free surface, at a temperature of about 1.5 K below the freezing point Tf.
At this temperature, the lifetime of the transient solid-like dynamics is around
0.7 ps, i.e., very close to the one of the transient solid-like dynamics of atoms in
the Au droplet. As the droplet temperature further decreases, the lifetime of solid-
like dynamics increases. The first Ag atoms with a stable solid-like character are
observed at about 1,071 K, once about 380 He atom collisions have taken place.

The number of atoms connected with each other in clusters, nc, and the number
of atoms with solid-like character, ns, are shown in Fig. 6.7 as a function of the
droplet temperature T.

In analogy with what is observed in the case of the nanometer-sized Au droplet,
nc is larger than ns until the crystallization of the Ag droplet is complete. The onset
of the freezing transition is relatively sharp, and freezing attains completion within
a temperature interval of about 4 K.
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Fig. 6.7 The number of
connected, nc, and solid-like,
ns, atoms as a function of the
droplet temperature T

Fig. 6.8 The number of
solid-like surface atoms, ns,s,
as a function of the cluster
temperature T

In the initial stages, the solidification process mostly involves atoms located at
the droplet free surface. This is clearly pointed out by the data shown in Fig. 6.8,
where the total number of atoms with solid-like dynamics, ns, and of surface atoms
with solid-like character, ns,s, are plotted as a function of the droplet temperature
T. According to the numerical findings, ns,s represents up to about 70 % of ns for a
significant fraction of the temperature interval, or alternatively of the time period,
over which the Ag droplet crystallizes.

As the temperature T becomes lower than 1,071 K, the collisions of He atoms
with the Ag droplet generate clusters of atoms with solid-like dynamics at the
droplet free surface. Similar to what is observed in the case of the Au droplet, the
average number ν of atoms connected in clusters increases as the temperature T
decreases. More specifically, ν amounts to 5 at 1,071 K and increases up to about
12 at 1,070 K. Initially, most of these small clusters keep independent from each
other. In fact, their mobility is quite limited, and they are not able to form large
clusters by connecting with each other.

The number of clusters, Ncl, is shown in Fig. 6.9 as a function of the droplet
temperature T. As in the case of the Au droplet, a short induction period is initially
observed. Once the temperature of 1,071 K has been reached, Ncl undergoes a
relatively smooth increase up to the maximum value of 35 at about 1,070 K.
Afterwards, Ncl gradually decreases and finally becomes equal to 1 at about 1,067 K.
At such temperature, the whole Ag droplet crystallizes.

The change of the number Ncl of the clusters formed by solid-like atoms with
the droplet temperature T is the result of the atomistic mechanisms underlying the
formation and growth of such clusters. These mechanisms can be investigated by
molecular dynamics methods. In particular, valuable information can be gained by
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Fig. 6.9 The number Ncl of
clusters of solid-like atoms as
a function of the droplet
temperature T

Fig. 6.10 The number Ncl of
clusters formed by Ag atoms
as a function of time t. Data
refer to calculations carried
out at three different values of
the droplet temperature T
equal to 1,071.03 K (a),
1,070.33 K (b), and
1,069.24 K (c)

monitoring the total number Ncl of clusters, as well as the behavior of individual
clusters, at constant temperature.

In this respect, it is worth noting that, within the framework of the calculations
carried out to explore the freezing behavior of nanometer-sized droplet, keeping
the temperature constant is particularly easy. In fact, it is sufficient to interrupt
the sequence of He atom collisions on the free surface of the Ag droplet. Under
such conditions, the droplet evolves according to a microcanonical dynamics, which
implies constancy for total number of atoms, volume of the system, and total
energy [80].

The number Ncl of clusters formed by solid-like atoms is shown in Fig. 6.10 as
a function of time t for three different temperature values, i.e., for three different
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degrees of undercooling. The data indicate that Ncl is sensitive to the droplet
temperature T. At about 1,071.03 K, Ncl exhibits fluctuations of small amplitude
around an average value of 16. The rises and drops in the Ncl value suggest that
fluctuations must be substantially ascribed to the clusters’ capability of connecting
with each other or disconnecting from each other. The clusters are relatively
small, and the thermal dynamics result in frequent connection, and disconnection,
processes. No definite trend affects the average Ncl value.

At about 1,070.33 K, Ncl exhibits a similar behavior. The height of rises and drops
has significantly increased, indicating that the number of clusters connecting with
each other, and disconnecting, has also increased. At the same time, the frequency
of fluctuations has also slightly increased. As in the previous case, the average Ncl

value keeps approximately constant around 35.
At 1,069.24 K, the behavior of Ncl is qualitatively different. First, the fluctuations

in the Ncl value appear significantly less frequent. Second, a relatively definite trend
can be observed in the Ncl data. In particular, Ncl undergoes a decrease roughly
from 16 to 14. The height of the drops in Ncl values indicates that the size of
clusters involved in the connection, and disconnection, processes has decreased.
Moreover, the decrease of the Ncl value points out that the connection of clusters
is favored compared with the disconnection. As a consequence, it must be expected
that relatively large clusters tend to form as the droplet temperature T becomes lower
than a certain value.

This inference is somehow supported by the numerical evidences obtained by
investigating the dynamic behavior of individual clusters at constant temperature.
The number ν of atoms connected with each other in the same cluster is shown in
Fig. 6.11 for a representative case. The data concern the cluster at the same three
values of droplet temperature T previously considered, namely, 1,071.03, 1,070.33,
and 1,069.24 K.

As in the case of the number Ncl of clusters, the number ν of atoms with solid-
like dynamics connected in the same selected cluster is affected by significant
fluctuations. The amplitude of these fluctuations increases as the droplet temperature
decreases, whereas their frequency decreases. At 1,071.03 and 1,070.33 K, ν
exhibits relatively constant average values equal to about 90 and 50 respectively.
Instead, at 1,069.24 K, ν undergoes an irregular increase roughly from 100 to 200.

As already inferred from the data regarding the number Ncl of clusters, the
dynamic behavior of individual clusters is dominated by coalescence processes.
Accordingly, a cluster typically becomes connected with neighboring clusters or,
oppositely, loses small clusters. However, the analysis of the number ν of atoms in
individual clusters also points out that the connection of individual atoms plays a
role. In particular, the probability of individual atoms to connect with a preexisting
cluster increases as the temperature decreases.

Proceeding further with the analysis of the dynamic behavior of individual clus-
ters, it must be noted that the mobility of clusters does not permit to explain the rapid
growth that individual clusters undergo as the droplet temperature decreases, and
the consequent decrease of the total number Ncl of clusters. Actually, the mobility
of even the smallest clusters, formed by 5, 6, or 7 atoms, is extremely limited. The
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Fig. 6.11 The number ν of
atoms connected in the same
selected cluster as a function
of time t. Data refer to
calculations carried out at
three different values of the
droplet temperature T equal
to 1,071.03 K (a), 1,070.33 K
(b), and 1,069.24 K (c)

apparent diffusion coefficient of a cluster can be estimated by evaluating the root
mean square displacement of its center of mass. For a cluster of 6 atoms, which
keeps the same atoms for the whole duration of the observation period, the apparent
diffusion coefficient is on the order of 0.8 nm2 ns−1. This value significantly
decreases as the number ν of atoms connected in the cluster increases, and the
diffusion can be neglected for clusters of 15 or more atoms.

On this basis, it can be inferred that very long times could be necessary to
allow two clusters to connect with each other even if initially distant only 1 nm.
Conversely, the molecular dynamics calculations indicate that two clusters can
connect with each other on a very shorter time interval, on the order of 50 ps.

The contradiction between the two numerical findings is only apparent, and it can
be suitably explained by the dynamics of individual atoms with solid-like character.
In fact, it appears that individual atoms are also affected by significant fluctuations in
their solid- or liquid-like character. Any given atom undergoes a continuous change
in its solid- or liquid-like character. The frequency of such fluctuations and the
lifetime of the solid- or liquid-like character depend on the droplet temperature
T. Under such circumstances, it can happen that one or more atoms with liquid-
like character, located between two neighboring clusters, change their dynamics
to the solid-like one. When this takes place, the two neighboring clusters become
connected and form a single, larger cluster.
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Fig. 6.12 A cluster of
solid-like atoms at
1,070.33 K, and at the times
indicated. The number ν of
atoms connected in the
cluster is also indicated

This specific feature suggests for the freezing behavior of the nanometer-sized
Ag droplet a percolation scenario, with relatively small and large clusters competing
to attain percolation across the whole volume of the droplet. Within this theoretical
framework, the amplitude of thermal motion is bound to play a primary role. In fact,
the possibility for any given atom to attain a solid-like dynamics starting from a
liquid-like dynamics, and vice versa, is intimately related to the translational and
vibrational degrees of freedom.

The molecular dynamics simulations also suggest that the dynamic behavior
of individual atoms, and of clusters, is strictly dependent on their surroundings.
More specifically, the capability of a given solid-like atom to keep its dynamics,
or to change it to the liquid-like one, depends on the number of neighboring atoms
with solid- and liquid-like character. However, definite thresholds in the number of
solid- or liquid-like neighbors necessary for an atom to exhibit a solid- or liquid-like
character have not yet been identified.

The study of these intimate aspects of the freezing transition is further com-
plicated by the dynamic character of the transition itself. The solid- or liquid-like
character of individual atoms undergoes a continuous change, and the atoms
connected in a given cluster change as a consequence. Furthermore, the position of
all of the atoms changes with time, and the same is true for the shape, the position,
and the size of the clusters. An example is given in Fig. 6.12, where a representative
cluster is shown at different times t at the same temperature of 1,070.33 K. For
simplicity, relative time is set equal to zero in the instant in which the first cluster
configuration was taken. It can be seen that the cluster undergoes significant changes
in shape, position, and size in a very short time interval. This aspect is common to
all of the different clusters observed.

As the temperature becomes lower than the freezing point Tf and the freezing
transition proceeds, the above-mentioned behavior becomes increasingly affected
by the finite size of the Ag droplet and by the decreased mobility of individual
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atoms. Therefore, analyzing the cluster dynamics becomes more and more com-
plicated. Nevertheless, a detailed characterization of the atomic-scale dynamics
could still permit a deeper understanding of the mechanisms underlying the freezing
transition of nanometer-sized metal droplets embedded in a collisional thermostat.
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Chapter 7
Dynamics of Nanodroplets on Structured
Surfaces

Markus Rauscher

Abstract Fluids on the nanoscale behave qualitatively different from macroscopic
systems. This becomes particularly evident if a free liquid–liquid or liquid–gas
interface is close to a solid surface such as in the case of nanodroplets. In contrast to
macroscopic drops, hydrodynamic slip, thermal fluctuations, the molecular structure
of the liquid, and the range of the intermolecular interactions are important for
the structure and the dynamics of such open nanofluidic systems. After a review
of the macroscopic modeling and behavior of nonvolatile droplets on structured
substrates, we discuss the static and dynamic peculiarities on the nanoscale with
special emphasis on theory. In particular we show that nanodroplets experience
long-ranged lateral interactions with sharp surface features and that their free energy
might be lower on a less wettable part of the substrate surface. A discussion of
possible experiments for observing these phenomena is followed by a summary and
an outlook.

7.1 Introduction

Droplets are a particularly fascinating manifestation of wetting phenomena which
occur as a result of two fluid phases (e.g., a liquid and a gas or two immiscible
liquids) coming into contact with a solid surface. And they are not only ubiquitous in
our everyday life but also of tremendous technological importance—in many cases
because their formation should be avoided or because they should be removed. But
they can be also used for patterning surfaces. For this reason we have some intuition
how macroscopic droplets on surfaces should behave. In this chapter we show that
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our intuition fails on the nanoscale (see also [1–4]) and we discuss theoretical
approaches to the dynamics of liquids on the nanoscale, simulation methods, and
experimental options.

Speaking of droplets also means speaking about nonvolatile liquids: a drop of
a volatile liquid sitting on a chemically and topographically homogeneous surface
is unstable: it either evaporates or, if the vapor phase is supersaturated, it grows
without bound (or until the vapor reservoir is depleted). As a consequence, wetting
phenomena of nonvolatile liquids are much richer. For example, on a homogeneous
surfaces in contact with a vapor phase one obtains a homogeneous liquid film
of a certain thickness which grows in thickness as one approaches liquid–vapor
coexistence [5,6], whereas a nonvolatile liquid can form droplets. And on structured
substrates one even observes morphological transitions between different droplet
shapes. Strictly speaking, nonvolatility is a question of time scale and in this chapter
we assume that the time scale of evaporation is large as compared to the time scale
of the motion of the nanodroplets.

In the following we speak about liquid droplets surrounded by a thin gas phase
of negligible viscosity on an inert solid substrate. However, apart from the viscous
dissipation in the second liquid phase, the results presented below can be generalized
to a system of two immiscible liquids in a straightforward way.

The following Sect. 7.2 contains a review of the behavior of macroscopic droplets
on chemically (Sect. 7.2.1) and topographically (Sect. 7.2.2) structured substrates,
with particular focus on the aspects which are different on the nanoscale. In Sect. 7.3
the dynamics of nanodroplets on structured substrates is discussed. Section 7.3.1
gives a concise overview of the equilibrium dynamic density functional theory
(DFT) and the effective interface model which describe the equilibrium properties of
nanodroplets. A mesoscopic extension of hydrodynamics is presented in Sect. 7.3.2.
In Sect. 7.3.3 several simulation methods applicable to nanofluidics are compared.
The peculiar behavior of nanodroplets on topographically and chemically structured
substrates is illustrated in Sects. 7.3.4 and 7.3.5, respectively. Section 7.3.6 discusses
experiments which might be capable of observing the dynamics of nanodroplets on
structured substrates. A summary and outlook can be found in Sect. 7.4.

7.2 Macroscopic Droplets

Throughout this section we assume that gravity has a negligible effect on the shape
of the droplets, i.e., that the Bond number Bo = ρ gL2/γ (with the mass density
ρ , the gravitational acceleration g, the surface tension γ , and a characteristic length
scale L) is small. For water droplets this would be the case for radii less than a
millimeter (the capillary length of water is Lcap =

√
γ/(ρ g) = 2.6 mm).

The equilibrium shape of nonvolatile macroscopic droplets on solid substrates is
determined by interface energies [7]. Its free energy is given by

F = ALG γ +ALS γLS +ASG γSG, (7.1)
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Fig. 7.1 A macroscopic liquid droplet of fixed volume V on a flat and homogeneous substrate
forms a hemispherical cap with. The angle θeq between the liquid–gas interface and the substrate
surface is given by Young’s law, i.e., it is determined by the interface tensions γ of the liquid–gas
interface ALG, γLS of the liquid–substrate interface ALS, and γSG of the substrate–gas interface ASG.
Here γLG = γSG and therefore θeq = 90◦

with the area of the liquid–substrate interface ALS, the area of the liquid–gas
interface ALG, and the area of the substrate–gas interface ASG. The corresponding
interface tensions are γLS, γ = γLG, and γSG, respectively. Fixing the total substrate
area A = ASG+ALS as well as the liquid volume V and minimizing F with respect to
the shape of the liquid–gas interface lead to Young’s law for the equilibrium contact
angle θeq

cosθeq =
γSG − γLS

γ
(7.2)

and to the Euler–Lagrange equation

2γ HLG + p = 0, (7.3)

which states that the Laplace pressure is constant on the liquid–gas interface. HLG is
the mean curvature of the liquid–gas interface and p is the hydrostatic pressure in the
droplet. The pressure p is the Lagrange multiplier which fixes the liquid volume V .
Therefore the liquid–gas interface has a constant mean curvature and in the case of a
flat substrate (7.3) together with Young’s equation (7.2) as boundary condition leads
to a spherical cap as shown in Fig. 7.1 for the example of θeq = 90◦.

7.2.1 Chemically Structured Substrates

On homogeneous substrates the free energy of the droplet is independent of the
position of the droplet. This is also the case for droplet positions on a homogeneous
part of a substrate, e.g., on a hydrophilic or on a hydrophobic patch of a chemically
structured substrate, or on a flat region of a topographically structured substrate.
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On a chemically heterogeneous substrate this is no longer true. In this case,
the contributions from the substrate surface to the free energy in (7.1) have to be
replaced by an integral over the substrate surface

F = ALG γ +
∫

ALS

γLS(r)dA+
∫

ASG

γSG(r)dA. (7.4)

On a chemically heterogeneous substrate the interface energies γLS(r) and γSG(r)
depend on the position r on the surface. If a droplet is positioned on a chemical step
between a hydrophilic region and a hydrophobic region, it will move to hydrophilic
side and it stops as soon as the complete liquid–substrate interface rests on the
hydrophilic part [8] (unless the initial shape of the droplet is far from equilibrium
which can result in the droplet being situated completely on the more hydrophobic
part of the surface after the initial shape relaxation where it will simply stay [9]).
On a surface with a continuous variation of the wetting properties (a so-called
chemical gradient), drops can move over distances greater than their diameter
[10–12].

Chemically structured substrates have been suggested as an alternative to closed
channels for microfluidic applications. This approach is based on the macroscopic
observation that nonvolatile liquids on a hydrophobic substrate patterned with
hydrophilic stripes will stay on these so-called chemical channels [13, 14] even if
driven along the channels [15–17].

7.2.2 Topographically Structured Substrates

As mentioned above, the free energy of a droplet is independent of the droplet
position only if the substrate is homogeneous and flat. The free energy of a droplet
on a topographically structured substrate is also given by (7.1); however, calculating
the first variation of F with respect to the shape of the liquid–gas interface and
the position of the three-phase contact-line is a nontrivial task. Finite element
codes such as the SURFACE EVOLVER can be used to determine the equilibrium
shape of droplets numerically [18]. Topographically structured substrates have many
technological applications: roughness modifies the wetting properties leading to
superhydrophilic (for θeq < 90◦) or superhydrophobic (surfaces for θeq > 90◦)
surfaces (the first ones are suggested as anti-fogging coatings and the latter ones
have self-cleaning properties) [19–22]. As a result gradients in the roughness are
expected to induce the motion of droplets in the same way as the chemical gradients
mentioned above [23].

Grooves in surfaces can guide liquids in a way similar to chemical channels [24–
26]. This is based on the observation that droplets are pinned by edges on surfaces.
It has been already observed by Gibbs [27] that at the edge the contact angle is ill
defined as shown in Fig. 7.2. It can be measured with respect to either of the sides
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θeq

θeqθeq

α
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Fig. 7.2 The three-phase contact-line of a droplet approaching an edge in the substrate (here from
left to right) advances only if the angle of the liquid–gas interface with the substrate is larger than
the equilibrium contact angle θeq. At the edge the contact angle is ambiguous and in order to move
down the slope of the edge it has to increase from θeq to θeq +α , with the angle of the slope α

of the edge. In order to overcome the edge the contact angle with the down-hill side
of the edge has to be larger than the equilibrium contact angle θeq [28]. Actually
it has to be even larger than the so-called advancing contact angle, which is larger
than θeq. Even a rounded edge can pin a three phase contact line; however, the
pinning strength depends on the edge shape [29]. Pinning at defects is the main
reason for the difference of contact angle if the three phase contact line is receding
(e.g., in dewetting) or advancing (e.g., for spreading droplets). Only recently it has
become possible to directly measure the pinning strength of individual nanoscale
defects [30].

Topographically structures can also trigger morphological phase transitions of
the shape of droplets, e.g., between drops and filaments in rectangular grooves
[24, 26]. And on fibers one observes a transition from a symmetric barrel shape
for large volumes and small contact angles to an asymmetric clamshell shape for
small volumes and large contact angles [31].

7.2.3 Dynamics

For radii larger than a micron the dynamics of nonvolatile liquid droplets is well
described by macroscopic hydrodynamic equations. Here we focus on incompress-
ible simple Newtonian liquids surrounded by a vapor or gas of negligible viscosity
and density. On the micron-scale the Reynolds number Re = ρ U L/η (with a
characteristic velocity U and the liquid viscosity η) is much smaller than one and
the liquid velocity u(r, t) as well as the pressure p(r, t) can be determined by solving
the Stokes equation

∇p = η ∇2u (7.5)

together with the incompressibility condition

∇ ·u = 0. (7.6)
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For incompressible nonvolatile liquids the normal velocity v= n̂ ·u of the moving
liquid–gas interface is given by the component of the liquid velocity normal to the
interface (n̂ denotes the outward normal vector at the liquid–gas interface). In the
Monge parameterization z = h(x,y, t) the nonlinearity of this kinematic condition
becomes apparent:

∂th = uz −ux ∂xh−uy ∂yh at ALG. (7.7)

At the surface of impermeable substrates the normal component of the liquid
velocity vanishes. Macroscopically it is valid to assume that the tangential velocity
is also zero [32]. With the substrate surface at rest this leads to a Dirichlet type
boundary condition at the substrate interface

u = 0 at ALS. (7.8)

Here we assume that the viscosity and pressure of the gas phase are negligible
such that the tangential forces on the liquid–vapor interface vanish and the normal
component of the stress tensor is balanced by the Laplace pressure from (7.3).
In summary we have

σ · n̂ = 2γ HLG n̂ at ALG, (7.9)

with the stress tensor of an incompressible Newtonian fluid

σi j =−pδi j +η (∂ jui +∂iu j) . (7.10)

Up to the motion of the three-phase contact-line between liquid, gas, and
substrate, the dynamics of a macroscopic droplet is well described by (7.5) to (7.10).
Within these equations, the stress σ and also the dissipation in a moving three-
phase contact-line diverges. As a consequence it should not move [5, 33] although
everyday experience tells that it does [34]. This is an artifact of this macroscopic
model.

7.3 Nanofluidics

On the nanoscale, phenomena which are either irrelevant or summarized in
hydrodynamic boundary conditions come into play which lead to qualitative
changes in the equilibrium properties as well as in the dynamics of liquids. These
are on one hand the finite range of intermolecular forces, thermal fluctuations, and
the molecular structure of the liquid which also strongly influence static wetting
properties and on the other hand hydrodynamic slip which strongly influences the
dynamics [1, 3, 4]. In the following we show how to augment the hydrodynamic
equations presented in Sect. 7.2 such that they can be used to describe the dynamics
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z = h(x,y,t)z

substrate

liquid

x,y

Fig. 7.3 For the clarity of the presentation, we consider a structured substrate aligned with
the xy-plane and we assume that the liquid–gas interface can be parameterized by the Monge
parameterization z = h(x,y, t)

of nanodroplets. Unfortunately it is not yet possible to include the effects of the
molecular structure of the liquid into dynamical theories. The static molecular
structure of liquids is well understood [35].

For the clarity of the presentation, in the following we consider a (structured)
substrate aligned with the xy-plane of our coordinate system and we assume
that the liquid–gas interface has no overhangs such that we can use the Monge
parameterization z = h(x,y, t) as illustrated in Fig. 7.3.

7.3.1 Density Functional Theory

Great progress has been made in understanding wetting phenomena by using the
classical DFT for inhomogeneous systems [36]. One can show that there exists a
functional Ω[ρ ] which is minimized by the equilibrium density distribution of a
grand canonical ensemble of classical particles (i.e., a system of a given volume
V in thermal and chemical equilibrium with a bath at a given temperature T and
chemical potential μ). For a one-component system of indistinguishable particle
this functional has the form

Ω[ρ ] = Fid[ρ ]+Fext[ρ ]+Fex[ρ ]−μ
∫

V
ρ(r)d3r, (7.11)

with the ideal gas part (Λ = h/
√

2π mkB T with the Planck constant h, the
Boltzmann constant kB, the molecular mass m is the thermal de Broglie wavelength)

Fid[ρ ] = kB T
∫

V
ρ(r)

(
ln
(
ρ(r)Λ3)−1

)
d3r, (7.12)

with the contribution due to an external potential Φext(r) which also describes the
substrate

Fext[ρ ] =
∫

V
ρ(r)Φext(r)d3r, (7.13)
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and with the so-called excess free energy Fex[ρ ] due to the intermolecular
interactions.

The proof of existence of a classical DFT is non-constructive and Fex[ρ ] is only
known exactly in two cases: for ideal gases (Fex[ρ ] = 0) and for a one-dimensional
system of hard particles [37]. But rather sophisticated functionals for hard-sphere
systems are available [38, 39]. The advantage of these functionals is that they can
even capture the molecular structure of the liquid such as layering effects near
hard walls. We want to use the DFT results to understand not only the equilibrium
properties of droplets but also their dynamics.

Unfortunately, it is not possible up to now to include effects of the molecular
structure of the liquid into hydrodynamic theory. However, one can make significant
progress by splitting the intermolecular interaction potential into a short-ranged,
hard repulsive part and a long-ranged attractive part Φatt(r). One effectively gets a
system of hard spheres with soft attractions. If one further neglects short distance
correlations in the liquid due to packing effects, one can use a local approximation
for the hard sphere part of the density functional leading to

Fex[ρ ] =
∫

V

(
fHS (ρ(r))+

1
2

ρ(r)
∫

Φatt(|r− r′|)ρ(r′)d3r′
)

d3r, (7.14)

with the Carnahan–Starling expression fHS(ρ) = kB T ρ
(

ln(ρΛ3)−1+ 4η−3η2

(1−η)2

)
and the packing fraction η = 4π

3 R3 ρ [35]. The (effective) particle radius R depends
on the temperature and on details of the repulsive part of the intermolecular
interactions.

In a liquid film the liquid density rises from zero right at the substrate surface
to the bulk liquid density ρL within a few molecular diameters. Far from critical
points the liquid–gas interface has a width of the order of a few molecular diameters.
Within this interface the density changes gradually from the bulk liquid density to
the bulk gas density ρG.

On a mesoscopic length scale the density distribution of liquid molecules within
a film of thickness h is reasonably well approximated by step-like profile

ρstep(z,h) =

⎧⎨
⎩

0, for z < 0
ρL, for 0 < z < h
ρG, for h < z

. (7.15)

The density of a film of laterally varying thickness h(x,y) is given by ρstep(z,h(x,y)).
Therefore, the density is parameterized by the film thickness h(x,y) and the density
functional in (7.11) reduces to a functional of h(x,y), which is called effective
interface Hamiltonian [6, 40]. If the curvature of the liquid–gas interface HLG

is small (i.e., if the radii of curvature are large as compared to the range of
the intermolecular interactions), the surface tension can be written in a local
approximation leading to
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H [h] =
∫ (

γ
√

1+(∇h)2 +ω(x,y,h(x,y))− ph(x,y)

)
dxdy. (7.16)

The so-called effective interface potential ω(x,y,z) describes the effective inter-
action between the liquid–substrate and the liquid–gas interface and the pressure
p is proportional to the chemical potential μ at liquid–gas coexistence. Far
from the substrate surface ω(x,y,z) goes to zero. The Euler–Lagrange equation
corresponding to (7.16)

2γ HLG +Π(x,y,z)+ p = 0 at z = h(x,y), (7.17)

with the disjoining pressure Π(x,y,z) = ∂ω(x,y,z)/∂ z, balances the pressure, the
Laplace pressure, and the disjoining pressure at the liquid–gas interface.

Although strictly speaking the DFT is only valid for grand canonical systems,
it can be used to describe nonvolatile liquids (i.e., canonical ensembles) if one
interprets the pressure in (7.17) as the Lagrange multiplier which fixes the liquid
volume. In this sense (7.17) generalizes (7.3) to the nanoscale.

Assuming additive and pairwise interactions, the disjoining pressure can be
expressed in terms of the attractive part Φatt of the liquid–liquid interaction potential
and the liquid–substrate interaction potential Φsub as an integral over the substrate
volume [41]

Π(r) =
∫

substrate

(
ρ2

L Φatt(r− r′)−ρL ρS(r)Φsub(r)
)

d3r. (7.18)

The external potential in (7.13) is given by Φext(r) =
∫

subs. ρS(r)Φsub(r− r′)d3r′,
with the substrate density ρS(r). For inhomogeneous substrates the substrate density
depends on the position in the substrate. Assuming power law potentials ∼ r−α

each integration increases the exponent by one. Therefore the contribution from
the bulk of the substrate (after integration with respect to x, y, and z) is ∼ r−α+3

and therefore the one with the largest exponent and the longest interaction range.
In experiments the wetting properties of surfaces are often modified by thin coatings.
The contribution of such a thin coating to the disjoining pressure is then calculated
by effectively integrating with respect to x and y only such that it is ∼ r−α+2, i.e.,
much weaker and shorter in range than the contribution from the bulk. Thick liquid
films therefore only “see” the bulk of the underlying substrate.

For Lennard-Jones type interaction potentials (the long-ranged attractive part of
which is given by (non-retarded) van-der-Waals type dispersion forces) the effective
interface potential of a homogeneous and flat substrate have the form

ω(z) =
AH

z2 +
B
z3 +

C
z8 , (7.19)

with the Hamaker constant AH and C > 0. AH > 0 and B < 0 correspond to the rather
generic case of a substrate with a first order wetting transition and AH < 0 and B = 0
to a substrate that exhibits critical wetting (see Fig. 7.4). In (7.18) one can generate
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Fig. 7.4 The effective interface potential ω(z) of a flat and homogeneous partially wetting
substrate as a function of the distance z from the substrate surface has a minimum of depth −ω0
at z = h0. Shown are two examples, one with positive Hamaker constant AH > 0 (full red line) and
one with negative Hamaker constant AH < 0 (dashed blue line)

the term proportional to B by assuming a very thin layer of a different material at
the substrate surface. In real systems this term is also generated by the atomistic
structure of the substrate and therefore it is rather generic [42]. For partially wetting
substrates ω(z) has a minimum at z = h0 of depth ω0 =−ω(h0). By integrating the
Euler–Lagrange equation (7.17) for a drop of infinite size (i.e., for p = 0) one can
show that γSG − γLS = γ −ω0 and therefore

cosθeq = 1− ω0

γ
. (7.20)

The deeper the minimum of ω(z), the larger the macroscopic equilibrium contact
angle θeq. ω0 > 2γ corresponds to complete drying and ω0 = 0 (i.e., if ω(z) does
not have a minimum at finite distance from the substrate) corresponds to complete
wetting θeq = 0◦.

Figure 7.5 shows the disjoining pressure for van-der-Waals type dispersion forces
in the vicinity of a straight topographic step of height s = 3h0 in an otherwise
homogeneous substrate [43]. The material parameters in (a) and (b) are chosen such
that the effective interface potential far from the step (|x| → ∞) is given by the solid
and dashed line in Fig. 7.4, respectively. The system is translationally invariant in
y-direction. For AH > 0 (Fig. 7.5a) the disjoining pressure is positive for large z. Far
from the step, as a function of z there is a local maximum at a distance of about 3h0

from the surface and there is a local minimum at a distance of about 1.15h0. As one
approaches the edge from the left, the minimum becomes deeper and the maximum
higher. For AH < 0 (Fig. 7.5b) the disjoining pressure is negative for large z. Far
from the step, as a function of z there is only a minimum at a distance of about
1.2h0 from the substrate. As one approaches the step from the left, the minimum
becomes more shallow.

Figure 7.5 clearly shows that on the nanoscale the topographic step induces a
lateral variation of the disjoining pressure. For van-der-Waals type forces and for
large |x| (and finite z) we have Π(x,z)− Πhom(z) ∼ Ah s/x4, with the disjoining
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Fig. 7.5 The disjoining pressure Π(x,z) at a straight topographic step of height s = 3h0 which is
aligned with the y-axis for (a) AH > 0 and (b) AH < 0. The parameters are chosen such that the
corresponding effective interface potentials far from the step (i.e., for x → ∞) are those shown in
Fig. 7.4. The substrate is shown in black. In the white region next to the substrate the disjoining
pressure is extremely large. The upper boundary of the white region roughly corresponds to the
contour line Π(x,z) = 0. In (a) the disjoining pressure is positive for large z and in (b) it is negative

pressure of the flat and homogeneous substrate Πhom(z) = lim|x|→∞ Π(x,z). As we
will see later, a nanodroplet placed in the vicinity of such a step will experience a
lateral force and the sign of this force depends on the sign of AH.

7.3.2 Mesoscopic Hydrodynamics

Equation (7.17) not only allows to calculate the equilibrium shape of nanodroplets
but it can be also used to generalize the stress boundary condition for the Stokes
flow (7.9): the normal component of the stress tensor in the liquid is balanced by the
Laplace pressure and the disjoining pressure

σ · n̂ = (2γHLG +Π) n̂ at ALG. (7.21)

Equation (7.21) effectively takes into account the long-ranged nature of
intermolecular interactions. And it has been shown, that, e.g., dewetting dynamics
of thin films can be modeled quantitatively using this approach [44, 45].

Thermal fluctuations can be phenomenologically modeled by a randomly
fluctuating stress tensor S(r, t) of zero mean 〈S(r, t)〉 = 0 and correlation
function [46]
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〈
Si j(r, t)Slm(r

′, t ′)
〉
= 2η kB T δ (r− r′)δ (t − t ′)(δil δ jm +δim δ jl). (7.22)

The amplitude of the noise is dictated by the fluctuation dissipation theorem. This
form proposed can also be derived from the deterministic Boltzmann equation
in a long-wave approximation [47]. Noisy hydrodynamical equations have been
discussed in the context of turbulence in randomly stirred liquids [48,49] as well as
for the onset of instabilities in Rayleigh–Bénard convection [50] and Taylor–Couette
flow [51]. Since the right-hand side of the Stokes equation (7.5) is the divergence of
the deviatoric part of the stress tensor, we get

∇p = η ∇2u+∇ ·S. (7.23)

It has been shown that including thermal fluctuations is crucial for understanding
spinodal dewetting of thin films [52], i.e., when a soft mode is present in the system,
or in order to overcome energetic barriers. If there is no barrier (or if it is to high to
be overcome by thermal fluctuations) and if there is no soft mode, the main effect
of thermal fluctuations in a droplet or in a thin film is capillary waves, which can
lead to an effective steric repulsion of the liquid–gas interface from the wall, for a
review see [53]. This effect can be summarized into the effective interface potential
such that in the following we will not explicitly discuss the influence of thermal
fluctuations on the dynamics of nanodroplets.

Slip at the liquid–substrate interface is a result of structural changes in a liquid
in the direct vicinity of an interface. These structural changes lead to changes in the
rheology of the liquid. Another reason for slip is the weak coupling of a liquid to
a hydrophobic substrate. If one extrapolates the flow profile in a droplet (e.g., ux(z)
on a flat substrate located in the xy-plane) to the substrate surface, one sometimes
finds that the height z at which the velocity goes to zero is negative, i.e., at a point
within the substrate. The depth b at which ux(b) = 0 is called the slip length and for
simple liquid it is usually on the nanometer scale [32]. Therefore it is irrelevant for
macroscopic systems. However, it has been shown that hydrodynamic slip strongly
influences dewetting phenomena [54–56].

On the length scale of a few inter-atomic distances and above, slip can be
effectively described by replacing (7.8) by a Navier slip boundary condition

u⊥ = 0 and u‖ = b∇⊥u‖ at ALS. (7.24)

Here u⊥ = u · n̂S denotes the component of the flow field perpendicular to the
substrate surface (which has to be zero for impermeable substrates) and u‖ =
u−u⊥ n̂S the components (two in three dimensions) parallel to the substrate surface.
∇⊥ = n̂S ·∇ is the derivative in the direction normal to the substrate surface and
n̂S denotes the normal vector to the substrate surface pointing into the liquid. The
Navier slip boundary states that the slip velocity u‖ is proportional to the shear stress
in the direction parallel to the substrate surface σ · n̂S.
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7.3.3 Simulation Methods

Equations (7.5), (7.6), (7.7), (7.21), and (7.24) form a nonlinear moving boundary
value problem. Solving these equations is further complicated by the fact that
the dynamics of nanodroplets is dominated by surface tension, which requires
precise calculation of the curvature (i.e., of the second derivative) of the liquid–
gas interface. In addition, the disjoining pressure is rather stiff (i.e., it has steep
gradients) in the vicinity of the substrate surface.

In a thin film geometry the typical lateral length scale L‖ parallel to the
substrate surface is much larger than the typical length scale L⊥ perpendicular to
the substrate surface. In the so-called lubrication approximation for L⊥/L‖ → 0
some of these complications can be overcome [33]. This approximation has been
used to model thin film flow on topographically [57–62] and chemically [63–
65] structured substrates. The disjoining pressure in the vicinity of a substrate
surface structure varies on the same small length scale L⊥ in normal as well as
in lateral direction. Therefore, in the lubrication approximation, the long-ranged
lateral variation of the disjoining pressure becomes short-ranged and the lubrication
approximation is not suitable for modeling the lateral interaction of a droplet with
a substrate structure. However, it has been very successfully used to model the
dynamics of liquids on homogeneous substrates [44, 45].

Lattice Boltzmann (LB) simulations have become a very valuable tool for
simulating free surface flows [66–70], which has been successfully used to study
liquids in contact with structured substrates [71–81]. But although the LB method is
often called “mesoscopic” because the free interface between the two fluid phases
(between liquid and gas or between two immiscible liquids) is diffuse with a width
of a few lattice constants, it is essentially a method to solve macroscopic free
interface problems. In most LB simulations of multiphase flows the width of the
interface is unphysically large, which, in particular, can influence the dynamics
of the three phase contact line. Although it is in principle possible to include
arbitrary external potentials, long-ranged intermolecular interactions in the form of
an effective interface potential have not been included into the method. One obstacle
is the weak but finite compressibility of existing LB methods. In addition, in LB
simulations, the material parameters are tightly coupled to the lattice size and to
the simulation time step which makes it a nontrivial task to use LB for nanoscale
systems.

In phase filed methods the free interface is also diffuse. The motion of the free
interface is modeled by coupling a phase field which has a value of, e.g., +1 in
the liquid phase and −1 in the gas phase (alternatively 0 and +1) to the Navier
Stokes equations [82]. This method has been used to describe the dynamics of
droplets [83] and thin films [84–86]. Within the thin film approximation derived
from a phase field model also long-ranged intermolecular interactions have been
taken into account [87, 88]. However, all the efforts up to now have been targeting
homogeneous substrates only.
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The linearity of the Stokes equation (7.5) can be used to turn the moving
boundary value problem (7.5), (7.7), (7.21), and (7.24) into an integral equation
on the surfaces and interfaces surrounding the liquid. Although this method has
been successfully used to describe the motion of three-dimensional droplets [89–
92], for clarity we focus on the simpler two-dimensional case in the following.
With the stream function ψ(x,z), with ux = ∂zψ and uz = −∂xψ , and the vorticity
ϖ = ∂zux −∂xuz one can write the Stokes equation (7.5) in its biharmonic form

∇4ψ = 0 and ∇2ϖ = 0. (7.25)

The vorticity and the stream function are coupled via ∇2ψ = ϖ . Using the Green’s
functions to the equations in (7.25) one can write ψ and ϖ inside the liquid as an
integral over the surfaces surrounding the liquid [93]. The boundary conditions can
also be written in terms of the ψ and ϖ and one obtains a set of equations for the
dynamics of the free surface which only involves the values of ψ and ϖ on the
surface [94]. Modeling the dynamics of droplets with this scheme requires explicit
front tracking, but it is possible to use this method to simulate the dynamics of two-
dimensional nanodroplets on structured substrates [2].

All the results on the dynamics of nanodroplets on structured substrates to be
discussed below are based on the equilibrium DFT in (7.11) or on linking DFT
to hydrodynamics. However, density functionals are not known exactly and the
mesoscopic hydrodynamic (7.5), (7.6), (7.7), (7.21), and (7.24) the shear stress
σ (see (7.10)) is considered in a local approximation only. In a more consistent
description of the dynamics of a liquid on a length scale at which the finite range of
intermolecular interactions matters, the non-locality of the stress tensor should be
taken into account.

For over-damped Brownian dynamics (a model for the dynamics of suspended
colloidal particles) there is a systematic dynamic extension of the equilibrium DFT.
This dynamic DFT is based on an equilibrium approximation for the two-particle
correlation function [95–97]. Although several attempts towards a dynamical DFT
for simple liquids have been made [98, 99], the main obstacle has not been
overcome: in liquids the dominant contribution to the viscosity comes from the
distortion of the two point correlation function in a shear flow [100, 101] and the
equilibrium approximation used for the dynamic DFT for Brownian particles would
set this contribution to exactly zero.

Great insight into the molecular structure and dynamics of liquids can be
provided by molecular dynamics (MD) simulations [102], i.e., by solving Newton’s
equations of motion for all atoms in the system. The reason why quantum effects
are negligible in most liquids (except for ultra-cold Helium) is that the thermal
wavelength Λ = h/

√
2π mkB T (see (7.12)) is smaller than the average distance

of the molecules. The molecular dynamics of both free surface liquid flow on
chemically [16, 17, 81, 103, 104] and topographically [105–108] structured surfaces
has been studied using MD simulations. Although the length scale considered in MD
simulations is necessarily on the nanoscale the effect of the long range of dispersion
forces on the dynamics of thin films and droplets is ignored in MD simulations.
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This is because the range of intermolecular interactions has to be truncated in order
to reduce the computational costs. Without truncation each molecule interacts with
each other molecule and for N molecules N (N − 1) interaction forces have to be
calculated in each time step. If the interaction is truncated (typically at two or three
typical molecular distances) the number of force calculations per time step grows
only linearly with N and not quadratically.

However, for extremely small systems it might be possible to avoid to truncate
the range of interactions. In order to avoid finite size effects one has to keep the
gas density low if one wants to keep the number of particles small even in a big
simulation box. This can be achieved by considering chain molecules consisting of
a few atoms rather than atomic systems [16, 81].

7.3.4 Topographically Structured Substrates

In the vicinity of topographical steps one observes that nanodroplets move laterally
[43, 109]. The direction of motion, however, does not depend on the value of
the equilibrium contact angle far from the step but on the sign of the Hamaker
constant AH. Near the step shown in Fig. 7.5a nanodroplets move to the left on
both sides of the step and in the case shown in Fig. 7.5b to the right, i.e., step up
for AH > 0 and step down for AH < 0, respectively. Since the lateral variation of
the disjoining pressure is long-ranged, droplets moving away from the step do never
stop. However, the droplet velocity decreases rapidly as a function of the distance
from the step.

Droplets moving towards the step do not cross it. From the top there is an energy
barrier (similar to the Ehrlich–Schwoebel-barrier for an adatom on the terrace of
a vicinal crystal surface [110, 111]): to overcome the edge the drop has to deform
in such a way that surface area increases which results in an increase of the free
energy. This is also true in a macroscopic picture (see Sect. 7.2) or for purely
short-ranged interactions. Two-dimensional droplets approaching the step from the
bottom stop right in front of the wedge (see Fig. 7.6c) rather than moving into the
wedge, although this configuration should represent the global energetic minimum.
It is not clear whether this is an artifact of the two-dimensional system or whether
there is also a barrier for a three-dimensional droplet. Attempts to directly minimize
the droplet free energy in (7.16) using finite element methods [18] (Fig. 7.6a shows
a snapshot of an intermediate state of the minimization procedure) have not been
conclusive on this respect due to numerical stability problems. However, as shown
in Fig. 7.6b, after a rapid initial shape relaxation, during energy minimization the
center of mass of the droplet moves in the direction expected for a steepest decent
algorithm, i.e., towards the step.

The lateral motion of nanodroplets can be understood as the motion of a droplet
on a chemical gradient surface [10, 11] if one defines a “local equilibrium contact
angle” by generalizing (7.20) to heterogeneous substrates
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Fig. 7.6 (a) A nanodroplet at the base of a topographic step of height s = 40h0 with AH > 0 and
an equilibrium contact angle θeq = 90◦. The droplet is connected to a wetting film which covers the
whole surface. The shape of the droplet was minimized with the SURFACE EVOLVER [18] which
uses a steepest decent algorithm. (b) The inset shows the horizontal distance of the droplet’s center
of mass from the step as it evolves in the process of minimization. The position of the droplet has
not reached its minimum yet. The existence of an energetic barrier for the droplet to move into the
step could not be confirmed or ruled out on the basis of the numerical data. (c) Initial (dashed line,
after shape relaxation) and final (full line) state of a two-dimensional boundary element simulation
of a droplet at the base of a very high step with AH > 0 and θeq = 90◦ [43]

cosθeq(x) = 1+
∫ ∞

h0(x)

Π(x,z)
γ

dz = 1+
ωmin(x)

γ
, (7.26)

with h0(x) defined via Π(x,h0(x)) = 0 and ∂zΠ(x,h(x)) < 0. In other words,
ω(x,h0(x)) = ωmin(x) with ωmin(x) = min0<z<∞ ω(x,z). Figure 7.7 shows ωmin(x)
for the two steps shown in Fig. 7.5. Apart from the immediate vicinity of the
step edge, for positive Hamaker constants ωmin(x) increases from right to left and
for negative Hamaker constants ωmin(x) increases from left to right. In order to
calculate the actual value of θeq(x) one further has to specify ω0/γ . For ω0/γ = 1
one has θeq = 90◦ far from the step. The resulting position-dependent contact angle
is indicated on the right abszissa of Fig. 7.7. Since far from critical points h0 is a
microscopic length (between an Ångsrøm and a nanometer) the equilibrium contact
angle changes by a few degrees over a few nanometers, i.e., the gradient of θeq(x)
is much larger than on macroscopic chemical gradient surfaces [10]. Therefore it is
not surprising to see the nanodroplets migrate.
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Fig. 7.7 The value of the minimum of ω(x,z) as a function of z for fixed x plotted vs. x for the
cases of AH > 0 (full red line, see Fig. 7.5a) and AH < 0 (dashed blue line, see Fig. 7.5b). The data
points between x/h0 = −1 and x/h0 = 2 (shaded region) are not shown since they are to close to
the step to be meaningful. The horizontal line indicates the value expected for large distances from
the step. An increasing value of ωmin(x) corresponds to a decreasing value of θeq(x). Therefore
θeq(x) increases from left to right for AH > 0 (apart from the interval 2 < x/h0 < 4.14) and it
decreases for AH < 0. The corresponding values of θeq(x) for a substrate with θeq = 90◦ (i.e., for
ω0/γ = 1) far from the step are given at the right abszissa

For x > 0 the curve for AH > 0 has a maximum near x/h0 ≈ 4. This corresponds
to a minimum of θeq(x). One might be tempted to interpret this as the signature of
an energy barrier for a droplet coming from the right. However, this would be an
over-interpretation of the simple picture of a step-induced chemical gradient.

Figure 7.6 shows that within the effective interface model, the step edge is
covered by a thin wetting film. On partially wetting substrates the thickness of
this film can be a nanometer (1.3 nm for molten polystyrene on silicon [44]), but
it is usually on the order of an atomic diameter or even less. This means that it is
a layer of adsorbed molecules rather than a liquid film. Nevertheless, this wetting
film leads to an effective rounding of the step edge. On the nanoscale the three
phase contact line is not pinned at the step edge as shown in Fig. 7.2 but it moves
continuously around the edge [112]. However, this has only a small effect on the
pinning strength of an edge as does macroscopic rounding of the edge.

The situation is different at step edges. As the step height approaches zero,
the disjoining pressure (see for example Fig. 7.5) converges steadily to that of a
homogeneous flat substrate (for z > 0). In this limit the wetting film on the vertical
wall (α = 90◦) of the step (see Fig. 7.6 for a hight step) smoothly turns into a
horizontal line and the slope of the steepest part of the film smoothly becomes
zero. However, this means that the step effectively becomes a step with a slanted
wall α < 90◦ which, according to the macroscopic argument illustrated in Fig. 7.2,
pins the three phase contact line much weaker. This is also observed in dewetting
experiments on substrates with nanometric steps [113]. In this case the critical step
height for pinning of the receding contact line was on the order of the radius of
gyration of the polymer molecules. The effective interface model described above
results in a similar threshold value for the step height.
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Fig. 7.8 The effective interface potential in the vicinity of a straight chemical step formed by
merging two quarter spaces. The left part (x < 0 and z < 0) is made of the material in Fig. 7.5a
with AH > 0 and the right part (x > 0 and z < 0) of the material in Fig. 7.5b with AH < 0. ω0
and therefore θeq far from the step is equal on both sides. In the top part ωmin(x) is shown (full
green line) as well as the asymptotic value far from the step (black dashed line). The corresponding
values of θeq(x) for a substrate with θeq = 90◦ (i.e., for ω0/γ = 1) far from the step are given at the
right abszissa

7.3.5 Chemically Structured Substrates

Using the techniques described above it has been shown that nanodroplets in the
vicinity of chemical steps exhibit a similar behavior if the step separates two parts
of the substrate which consist of different bulk materials [114, 115]. This is the
case, e.g., if one cuts a compound material consisting of inclusions embedded in a
matrix, or if one fuses two bulk samples and polishes the surface. In these cases,
the Hamaker constants differ on the two sides of the step and one gets the same
type of long-ranged lateral interaction of the droplet with the step as in the case of
the topographic step.

Figure 7.8 shows the effective interface potential in the vicinity of a straight
chemical step formed by merging two materials with the same equilibrium contact
angle, i.e., ωmin(+∞) = ωmin(−∞) = ω0. However, the Hamaker constant on the
left side is positive and on the right side it is negative. One can clearly see how the
left-hand side influences the effective interface potential on the right-hand side and
vice versa. For example, close to the step but on its right hand side ω(x,z) is positive
far from the substrate (i.e., for large z) even though the underlying substrate has a
negative Hamaker constant. ωmin(x) is shown in the upper part of Fig. 7.8. On both
sides of the step ωmin(x) decreases as for increasing x (apart from a narrow region
in the direct vicinity of the step. As a consequence, θeq(x) increases from left to
right and therefore a nanodroplet moves from right to left. However, coming from
the right-hand side, it stops before crossing the step.
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In general one observes that nanodroplets move towards the side with the larger
Hamaker constant if they start at a certain distance from the step (i.e., if they
do not span the step), independent of θeq far from the step [114]. If the more
wettable substrate has a larger Hamaker constant, a droplet starting on the less
wettable substrate has a chance to cross the chemical step and move away from
the step on the more wettable side. However, whether there is a barrier depends on
subtle details.

The direction of motion of nanodroplets spanning the chemical step also depends
on the droplet size [115]. For the simple picture of heterogeneity-induced chemical
gradient in (7.26) to hold, the droplets have to be so high that the effective interface
potential at their apex is negligible. In this case, the energy of a droplet on a
substrate with a smaller equilibrium contact angle is smaller than on a substrate
with a larger equilibrium contact angle. If the droplet is much smaller this is not
necessarily the case. A two-dimensional boundary element simulation of a 5 nm
high drop of molten polystyrene (a nonvolatile liquid with a high viscosity such that
the dynamics of films and droplets can be observed experimentally [44, 52]) on a
silicone substrate with a chemical step formed between two regions covered with
silicone oxide layers of different thickness shows that the droplet moves to the side
with the larger equilibrium contact angle although the Hamaker constants are equal
(they are determined by the silicon substrate).

7.3.6 Experimental Perspectives

The dynamics of nanodroplets on structured substrates has not been directly
observed yet. One only knows that nanodroplets preferentially condense at topo-
graphic steps [116, 117]. One challenge is to prepare suitable substrates, i.e.,
well-defined topographic and chemical structures. Topographic structures can be
produced, e.g., with photolithographic techniques which have been developed for
microelectronic devices, and high aspect ratios can be reached. A large number of
methods is available for generating a chemical step separating a hydrophilic from
a hydrophobic region on a surface (e.g., the boundary between a coated and a non-
coated part of the substrate). But in many cases this also leads to a topographic step.
However, oxidizing the end groups of self-assembled silane monolayers using the
metallic tip of an atomic force microscope allows to prepare well-defined wettability
patterns with a 30 nm spatial resolution and with a negligible topographic signature
(below 3 Å) [118–120]. The caveat of this method is that only the short-ranged part
of the intermolecular interactions is spatially modulated such that the long-ranged
lateral interactions between nanodroplets and chemical steps discussed above are
negligible in this case.

The main challenge for an experimental verification of the peculiar behavior
of nanodroplets at chemical and topographical steps is to prepare and position
nanodroplets with nanoscale resolution and then to observe these structures with
sufficient spatial and temporal resolution but without influencing them.
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Positioning of nanodroplets with nanometer lateral resolution can be achieved
with a nano dispenser [121]: the hollow and liquid-loaded tip of an atomic force
microscope acts as a pen and allows to deposit droplets with sub-zeptoliter volumes
(a cube with 10 nm edge length). Depending of the tip aperture one can reproducibly
obtain droplets with diameters down to 70 nm. However, after the transfer of the
liquid to the substrate the droplet takes some time to relax its shape [122], and the
time scale for this shape relaxation might be comparable to the lateral migration
time.

Another option for producing nanodroplets is to pattern a thin film of a material
which has a melting point lower than that of the substrate, e.g., by using electron-
beam or ion-beam lithography. Regular arrays of islands can be also produced by
colloidal monolayer lithography [123]: a densely packed monolayer of colloidal
particles is used as a template such that triangular islands form in the gap between
three particles. The lateral length scale is controlled by the size of the colloids and
islands with an edge length of a few hundred nanometers to a few microns. The
volume of the droplets is then controlled by the layer thickness. After annealing
the islands turn into nanodroplets. However, as in the case of the nanodispenser the
shape relaxation takes time. Melting the islands will speed up shape relaxation but,
e.g., for metallic films, the surface tension is so high and the viscosity is so low that
inertia comes into play and the droplet actually jump off the substrate [124, 125].
This is an intriguing method for producing nanoparticles but for the purpose of
studying the dynamics of nanodroplets this should be avoided.

Nanodroplets are to small to be observed in optical microscopy. X-rays and
neutrons are well-established tools for nondestructive structural analysis but scat-
tering methods are hardly suitable for determining the position and shape of an
individual droplet and the lack of optical elements limits the resolution of X-ray
microscopes. Droplets can be condensed onto surfaces in environmental scanning
electron microscopes [126] and they can be observed with high temporal resolution.
Spatial resolution of up to a few nanometers is possible but only under optimal
conditions and not when imaging soft materials such as droplets.

Scanning probe microscopes have developed into a valuable tool for observing
the structure and dynamics of liquid films and droplets (see for example [44, 116,
117]). However, the temporal resolution is fairly low (on the order of minutes,
depending on resolution and scan area) and for low viscosity liquids it is difficult to
rule out that the tip influences the droplet. However, by quickly freezing the liquid
droplet at least the final shape and position of the droplet can be imaged but thermal
expansion has to be taken into account.

7.4 Summary and Outlook

Nanodroplets are intriguing objects which behave sometimes in counterintuitive
ways—at least this is what theory predicts. These findings are based on static
equilibrium DFT and on hydrodynamic equations augmented with features which
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are relevant on the nanoscale but which are negligible or summarized into boundary
conditions on the macroscopic scale (e.g., the equilibrium contact angle, see
Fig. 7.1). These are in particular hydrodynamic slip, thermal fluctuations, and
the finite range of intermolecular interactions. Neglecting thermal fluctuations, in
the stationary limit these mesoscopic hydrodynamic equations lead to the droplet
shapes predicted by the DFT. Most functionals are mean field and thus fluctuation
effects, in particular capillary waves, are not included.

While hydrodynamic slip plays an important role for the dynamics of the
liquid within a moving three phase contact line, it is not to be expected that it
changes the qualitative behavior of nanodroplets as this is driven predominantly
by the energetics. And it has been shown that the same is true for thermal
fluctuations, although they might help to overcome pinning. The main player are
the long-ranged dispersion forces. On homogeneous substrates they are summarized
into the effective interface potential ω(z) (see Fig. 7.4) which also determines
the equilibrium wetting behavior of the system. On heterogeneous substrates the
effective interface potential (see Fig. 7.8 for a chemical step) as well as its derivative
with respect to the film thickness, i.e., the disjoining pressure Π (see Fig. 7.5 for
a topographic step) depend on the lateral coordinates as well. This leads to a
lateral force on a nanodroplet. The sign of this force depends only on the sign of
the Hamaker constant AH and at a topographic step nanodroplets are expected to
move in the step-up direction for AH > 0 (see Fig. 7.6) and in step-down direction
for AH < 0.

At a chemical step the droplets should move towards the side with the larger
Hamaker constant. This can be understood if one interprets the lateral variation of
the effective interface potential as an effective chemical gradient, i.e., a laterally
varying equilibrium contact angle (see Fig. 7.7 for a topographic step and Fig. 7.8
for a chemical step). The behavior at chemical steps is particularly intriguing as it is
independent of the equilibrium contact angles far from the step: it can happen that
the droplet moves towards the less wettable side. However, in this case it does not
cross the step. In particular at chemical steps there is also a strong size dependence.
While the free energy of a macroscopic droplet is always smaller on the side with
the smaller equilibrium contact angle, for extremely small droplets the situation can
be reversed (for an example see Fig. 7.9).

Since this peculiar behavior of nanodroplets is driven by free energy gradients,
it is not specific to liquids. Molecular dynamics simulations of gold clusters on
graphite with steps show a strong interaction of the step edges with the clusters, but
the interactions are purely short-ranged and the steps were only one atom high [127].
On substrates with higher steps and for non-metallic clusters the same phenomena
discussed above should be observable.

The development of experimental techniques will determine whether the peculiar
dynamics of nanodroplets on structured substrates will ever be observed directly.
Maybe clusters are better candidates since they can be studied under high vacuum
and in clean conditions on atomically smooth surfaces. However, understanding
nanofluidics will be more and more important in order to push the progressive
miniaturization of microelectronic, micromechanical, and microfluidic devices even
further.
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Fig. 7.9 2D boundary element simulation of a small nanodroplet (apex height lower than 7.5 nm)
at the chemical step between a silicon substrate with a thin and a thick oxide layer [115]. The
Hamaker constant is equal on both sides. Shown are the initial (dashed line) and final (full line)
position of the droplet. Larger droplets move to the left
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Chapter 8
Atomistic Simulation of Nanodroplet Collisions
with a Wall: Fragmentation and Impact
Desolvation of Macromolecules

Herbert M. Urbassek and Si Neng Sun

Abstract Impacts of nanodroplets on a hard wall are studied using molecular-
dynamics simulation. We focus on water droplets; both pure solvent droplets and
droplets filled with a macromolecule are investigated. By choosing a hydrophilic
(polyketone) and a hydrophobic (polyethylene) polymer, the effects of the water–
polymer interaction can be studied. The process of droplet fragmentation and the
ensuing isolation of the embedded macromolecule are investigated. The energy and
time dependence of the process is analyzed for various droplet–polymer combi-
nations. By changing droplet size, polymer size, and polymer species separately,
we can assess the influence of these factors individually. We demonstrate that the
ratio of the impact energy, E, to the cohesive energy, Ecoh, of the droplet is the
key quantity characterizing the droplet fragmentation process. If the impact energy
per molecule E < (0.29−0.4) ·Ecoh, the droplet is reflected without fragmenting.
Beyond that impact energy fragmentation of the droplet abruptly starts. At E =Ecoh,
the fragmentation process already results in a fine dispersal of the droplet into
daughter droplets. The disintegration process continuously increases with collision
energy. We find that the polymer is isolated for impact energies E per solvent
molecule, which exceed a threshold value of the order of the cohesive energy Ecoh

of the solvent. We find that in this energy regime, the temperature of the isolated
polymer increases linearly with E.

8.1 Introduction

Impacts of droplets on a wall constitute a fascinating subject, both from a fun-
damental point of view [1] and for relevant applications. In the size range of
micro- or nanodroplets, these range from inkjet printing to various cluster-surface
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interaction techniques, including controlled cluster deposition [2], surface cleaning
by cluster impact [3], and cluster-impact chemistry [4]. Solvent droplets filled
with macromolecules—polymers or proteins—form another interesting research
area. A recent study [5] explores the effect of the embedded macromolecule on
the collision dynamics of the droplet, in which the bouncing of the droplet off
the surface is prevented. Macromolecule-loaded droplets are generated for the
purpose of performing mass spectrometry on the embedded macromolecules. It is
then necessary to desolvate the molecule. A variety of techniques have been set
up for this purpose, such as electrospray ionization (ESI), matrix-assisted laser
desorption (MALDI), massive cluster impact (MCI), laser spray, or laser-induced
liquid beam ionization (LILBID) [6–11]. A comparatively recent technique is
impact desolvation of electrosprayed microdroplets (IDEM) [12]. In this method
the analyte molecule is solvated in a microdroplet; the droplet is collided with a
wall with the aim of desolvating the analyte without destroying it.

At not too small impact energies, the droplet will fragment, but an embedded
macromolecule may still bind some water molecules. With increasing impact
energy, eventually the macromolecule will be completely isolated. The question
on which quantities the optimum energy window—not too small energy in order
to fragment the solvent shell, not too large energy in order not to dissociate the
macromolecule—is the topic of the present contribution.

Many aspects of droplet- and cluster-wall collisions have been studied the-
oretically over the years. Macroscopic impacts have been studied theoretically
using fluid-dynamical methods; see [13] for a recent study. A recent review [1]
assembles the available knowledge on droplet intact reflection (called “bouncing”)
and fragmentation (subdivided into “splashing,” “spreading,” and “fingering”).

Recently, the desolvation process of polymers [14] and of proteins [15] caused by
collisions with a wall has been studied using the technique of molecular-dynamics
simulation. The dependence on polymer size and species (hydrophilic or hydropho-
bic) and on the solvent species and droplet size was systematically investigated. In
addition, the fragmentation dynamics and the resulting fragmentation patterns of
pure droplets (without embedded macromolecules) have been studied for droplets
composed of van-der-Waals bonded atoms [16–19] and molecules [20, 21], and in
particular also for water [14, 22, 23].

Here, we employ molecular-dynamics simulations of model systems to obtain
a deeper understanding of these questions. We choose a particularly simple
macromolecule—a polymer—and water as a common solvent. In other works,
we discussed the role of the solvent in detail by studying besides water also atomic
and molecular nonpolar solvents (Ar and N2) [14, 24, 25]. However, we found that
it is mainly the cohesive energy of the solvent that determines the fragmentation
process and so we shall report here only on water droplets.

In Fig. 8.1 we visualize the collision dynamics of pure and macromolecule-
loaded water droplets impinging with identical conditions on a hard wall. As
macromolecules a protein (ubiquitin) and a polymer (polyketone) of similar atom
number have been chosen. Ubiquitin is a small globular protein found in all
eukaryotes; it consists of 76 amino acid residues (1,231 atoms). The impact speed
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Fig. 8.1 Comparison between pure (left column), polymer-loaded (middle), and protein-loaded
(right) droplets, at the times of 1, 5, and 300 ps after collision with a wall (invisible at the bottom
of each subfigure) with a velocity of 2.25 km/s. The protein is ubiquitin, the polymer is polyketone
consisting of 1,200 atoms; the amount of water molecules is N = 6,000 in each case

has been selected such that the macromolecules become almost isolated by the
collision. The sequence of events seen is identical in all cases: the droplet including
its solute molecule becomes strongly distorted in the collision; thereafter the droplet
breaks up into many fragments. At 300 ps after the impact, the surviving water
cluster of maximum size contains 198 molecules in the case of the pure water
droplet; the cluster bound to the solute molecules contains 102 and 222 H2O
molecules in the case of polyketone and ubiquitin, respectively. This comparison
demonstrates that it is mainly the impact speed which predicts the degree of isolation
of the molecule. This is the main reason why we shall study in this paper mainly
polymers as solute molecules, but expect that the results can be transferred to other
systems. Of course, the hydrophobicity of the molecule is also relevant and will be
studied in Sect. 8.4.3 below.

8.2 Method

We use molecular models to describe the systems and employ molecular-dynamics
simulations to investigate the collision processes. Atomistic modeling can provide
insight into the phenomena and provide details that are difficult to measure in real
experiments. In this section, we give a short introduction to the models we use to
study impact-induced processes in nanodroplets.
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8.2.1 Water Model

We investigate nanodroplets consisting of water. In a molecular model, each H2O
molecule will be taken into account. There exist many different water models based
on empirical interaction potentials, which have been developed to describe the
structure of water in its different phases, and its dynamics in various processes.
Among these, the most common models are the SPC/E model [26], TIP3P [27],
and TIP4P [28]. These models have been developed to describe different properties
of water and thus must be chosen only for the desired purpose; none of the H2O
models describes all properties of water fully correctly. For instance, the SPC/E
model is suited for describing H-bonds in liquid water; TIP3P models the liquid–gas
interface well, and TIP4P is suitable for modeling phase transitions of water [29].
For a comparison of the quality of various water models see [27, 30, 31].

Here we shall employ TIP4P to model the nanodroplets, because the impact
process will induce phase transitions in the nanodroplet. This model describes a
rigid molecule. In the TIP4P model, O–H bonds have a bond length of 0.9572 Å,
the H–O–H angle amounts to 104.52◦, the charges on the H atoms are +0.52e, and
the O atom has a charge of −1.04e. However, the partial charge on the O atom is
put on a dummy site, which is located on the symmetry axis of the molecule but
displaced toward the H atoms by a distance of 0.15 Å; this provides for the correct
permanent dipole moment of water. Electrostatic forces are cut off at rcut = 8.5 Å
according to the scheme of [32]. In addition, van-der-Waals interactions are included
between the O atoms; these are modeled by a Lennard–Jones (LJ) potential:

VLJ(r) = 4ε
[(σ

r

)12
−
(σ

r

)6
]
, (8.1)

where r denotes the O–O distance. Here the bond strength is ε = 6.72 meV and the
position of zero energy is σ = 3.15365 Å.

Since TIP4P describes H2O molecules as rigid, molecular vibrations are not
included in this model. In collision processes, molecular vibrations can be excited;
due to the high energy of the vibrational quanta of water (0.2 eV for the bending
mode and 0.45 eV for the stretching modes), vibrational excitation will only occur
at high impact velocities. Then, however, vibrational relaxation is an ultrafast
process in water, which takes place in a time scale of 600 fs [33]. During this
time, vibrational energy will be relaxed into translational and rotational degrees of
freedom. In comparison, the processes of droplet fragmentation require in the order
of a few tens of ps. For our purposes it therefore appears justified to use a rigid water
model. Note that after the short period of time (a few ps) of the collision itself, the
water temperature quickly decreases to below 1,000 K, where vibrational excitation
(in thermal equilibrium) can safely be neglected.
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8.2.2 Molecular Model of Polymers

We also investigate polymer-loaded droplets, in which a polymer is dissolved in
the water droplet. We study two model polymers: polyethylene (PE), CH3–(CH2)n–
CH3, and polyketone (PK), CH3–(C2H4COC2H4)n–CH3. For PE, the CH2 and CH3

sites in each monomer are considered as united atoms C∗ with masses of 14.027
and 15.035 amu, respectively. They are connected with neighboring C∗ by sp3-type
bonds. The chemical bonds within the monomers are modeled by Morse potentials
both for nearest (1–2) and next-nearest (1–3) neighbors. In addition, the nonbonded
intramolecular interactions are modeled by Lennard–Jones potentials. This model
as well as the bond parameters are taken from [34].

For PK, we use a part of the optimized potentials for liquid simulation (OPLS)
force field [35] consisting of bonding and nonbonding interactions. Although the
OPLS force field is capable of considering C–H bonds explicitly, we took all –CH3–
and –CH2– groups as united atoms in order to make the model comparable to that
of PE. In this force field, the total potential energy of the polymer takes the form

Epot = ∑
bonds

D
[
1− e−α(r−r0)

]2
+ ∑

angles

kθ (θ −θeq)
2

+
1
2 ∑

ij

{
4εij

[(
σij

rij

)12

−
(

σij

rij

)6
]
+

qiq je2

4πε0rij

}
. (8.2)

In addition, a torsional term is included, which has a similar form as the bond-
bending angular term, but is not written out explicitly in Eq. (8.2).

The Morse potential for direct-neighbor C–C bond stretching has parameters α =
21.93 nm−1, r0 = 1.53 Å, and D = 3.6192 eV [36], where α has been determined
from the spring constant given in GROMACS. All further parameters were directly
taken from the GROMACS-4.0 package [36]. In our PK model, each ketone
monomer is followed by two ethylene monomers. Charges are only on the C and
O atoms in the polarized ketone monomers and assume a value of +0.47e for C and
−0.47e for O. The Lennard–Jones interaction acts only between these atoms in the
ketone group as well as between the CH2 and CH3 groups.

The polymers consist of Np atoms. If necessary, we specify the number of atoms
in the polymer by a subscript, such as PE298, for instance.

8.2.3 Model of the Surface

The surface is modeled to be a hard repulsive wall; we thus assume that its cohesive
energy is far above that of the droplet. This appears to be a good approximation for
the impact of water droplets on metal surfaces at not too high impact velocities. Our
neglect of any adhesion between the droplet and the wall restricts our analysis to
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hydrophobic surfaces. The effect of the wall on the droplet molecules is modeled by
a purely repulsive rigid external potential [20, 21], which acts on each atom in the
nanodroplet; it depends only on the perpendicular distance z of the atom to the wall:

Vwall(z) =

⎧⎪⎨
⎪⎩

4εw

[(
σw

z

)12

−
(

σw

z

)6
]
+ εw, z < 21/6σw,

0, z ≥ 21/6σw.

(8.3)

The potential parameters have been chosen as εw = 3.212 meV and σw = 3.31 Å
[20, 21].

8.2.4 System Preparation and Simulation

We prepare spherical droplets at a temperature of T0 = 300 K containing N H2O
molecules; N is in the range of 2,000–9,000. For the study of polymer-loaded
droplets, we dissolve in these either a PK or a PE molecule as follows. The polymer
is created as a linear chain and then forced to coil up using a spherical repulsive
potential [37]. Then, it is set in a cubic simulation box, which is then filled up with
water. After energy minimization, a spherical droplet containing the polymer and the
specified number of water molecules is cut out, heated to 300 K, and equilibrated for
a few hundred ps.

The droplets are initialized to an impact velocity v with a direction toward the
wall. We shall denote the initial energy per water molecule as E; it is composed of
the kinetic energy of translation toward the wall and the thermal energy as

E =
6
2

kT0 +
1
2

mv2, (8.4)

where m is the molecular mass and k is the Boltzmann’s constant. In the following
we shall set the initial energy E in relation to the cohesive energy Ecoh = 520 meV
[38] of water.

The impact velocity v is related to the energy per molecule as

v =

√
E

Ecoh
−0.15 ·2.36 km/s. (8.5)

The droplet has sonic speed vsound = 1.50 km/s (for liquid water at 300 K [39]) at
a collision energy of E/Ecoh = 0.55.

The GROMACS package [36] is used to calculate the dynamics of the
water/polymer system, while our own code is used to analyze the data. The leapfrog
algorithm with a time step of 1 fs is used to integrate numerically the equations of
motion. The SETTLE algorithm [40] is employed to include the constraints posed
by the rigid water molecules in the dynamics.
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8.2.5 Data Analysis

Fragments

After colliding with the wall, the nanodroplet may fragment. We identify the water
molecules which are still bound to the macromolecule as the central fragment.
Fragments are identified using the cluster detector of Stoddard [41]. It works
such that all water molecules which are within their respective interaction radius
(rcut = 8.5 Å)—or for which an uninterrupted chain of interacting water molecules
can be found—are assigned to the same cluster.

The relative number of atoms in the central fragment, Nfr, will be denoted as

f =
Nfr

N
. (8.6)

Temperatures

We determine the temperature of water by distinguishing between the translational
Ttrans and rotational Trot degrees of freedoms of H2O molecules. These temperatures
will be evaluated as the average temperature in the nanodroplet or in its fragments.

We proceed as follows. Around each H2O molecule i, an ensemble is defined to
which all molecules within the cutoff radius, rcut, belong. The rotational temperature
T i

rot of molecule i is defined as

3
2

NikT i
rot =

Ni

∑
j=1

3

∑
α=1

mα
2

(vrot
jα)

2. (8.7)

Here, Ni is the number of molecules in the ensemble around molecule i, and
α = 1, 2, 3 counts the atoms (mass mα ) in a water molecule. The rotational velocity
of atom α in molecule j is given by vrot

jα = v jα − v j, where v jα is the velocity of the
atom and v j is the center-of-mass velocity of molecule j.

Analogously, the translational temperature, T i
trans, of molecule i is defined as

3
2

NikT i
trans =

m
2

Ni

∑
j=1

v′2j . (8.8)

Here, m is the mass of a water molecule and v′j is the relative velocity of molecule
j in the ensemble,

v′j = v j −Vi, (8.9)

and Vi is the center-of-mass velocity of the whole ensemble.
Ttrans and Trot of the entire central fragment are then given as averages over T i

trans
and T i

rot of all molecules in the central fragment.
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Finally, the polymer temperature, Tpolymer, is determined via

3
2

NpkTpolymer =
Np

∑
i=1

mi

2
(vi −Vp)

2. (8.10)

Here, Np is the number of (united) atoms in the polymer, mi the mass of (united)
atom i, and vi its velocity. Furthermore, Vp is the polymer center-of-mass velocity.

8.3 Fragmentation of Pure Droplets

In this section we consider collision processes of pure nanodroplets with a wall. As
the droplet meets the wall, the translational kinetic energy is transferred into internal
energy; hence the temperature and pressure in the droplet strongly increase. If the
impact energy E exceeds a threshold value, the droplet will be disintegrated and
fragments of different sizes are formed. The fragmentation process of a nanodroplet
is visualized in Fig. 8.2 and will be discussed in detail below. In this case, a
nanodroplet with 6,000 H2O molecules impinges on a repulsive (hydrophobic) wall
with velocity v0 = 2.25 km/s. In order to understand the behavior of the droplet
under different impacts, we define the total impact energy (per molecule) as the sum
of the translational energy of motion and the thermal energy in the droplet, Eq. (8.4).
We scale the impact energy E with the cohesive energy Ecoh of the material; the ratio
E/Ecoh is a measure of the total impact energy with respect to the binding energy
present in the substance.
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Fig. 8.2 Impact-induced fragmentation of a pure water nanodroplet; same system as in Fig. 8.1
(left). The droplet impinges on the wall with a velocity of 2.25 km/s corresponding to E/Ecoh =
1.06. Color codes the local temperatures, the black arrows indicate the velocity and direction of
the flow
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Fig. 8.3 Temporal evolution of the fragmentation process of a pure nanodroplet containing
N = 6,000 H2O molecules. The droplet impinges on the wall with a velocity of 2.25 km/s,
corresponding to E/Ecoh = 1.06. Top: evolution of translational (Ttrans) and rotational (Trot)
temperature. Bottom: evolution of the number of molecules in the largest fragment, mmax, and
of the number of free monomers, Nmono. The dashed black line indicates the time when the droplet
collides with the wall. The other vertical lines divide the fragmentation process into four stages:
compression, lateral jetting, void formation, and evaporation

8.3.1 Temporal Evolution

The time evolution of the temperature and of the fragmentation process of the
collision visualized in Fig. 8.2 is shown in Fig. 8.3. Water temperature is measured
using two quantities: Ttrans is the temperature in translational degrees of freedom
of H2O molecules in the largest fragment and Trot is the temperature in rotational
degrees of freedom.

We can identify four different development stages in Fig. 8.3:

1. The compression stage takes place from 0 to 1.2 ps. In this stage, the kinetic
energy of translational motion is converted to internal energy, and hence, the
temperature dramatically increases.

2. From 1.2 to 8.1 ps, in the lateral-jetting stage, the high compressive pressure
present in the bottom part of the droplet drives the reexpansion of the droplet.
This expansion occurs mainly sideways, i.e., along the wall, while the remainder
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of the droplet still continues moving toward the wall, until it is spread out as
a thin layer on top of the wall. Simultaneously, some H2O monomers may be
sprayed out of the droplet with high velocities. The snapshot at 5 ps in Fig. 8.2
visualizes the lateral-jetting process.

3. After the compressive pressure has been relaxed sideways, tensile pressure builds
up and starts tearing the droplet. Voids appear in the thin disk, to which the
droplet has been transformed, and tear it into fragments of different sizes. This
void-formation or multi-fragmentation stage takes place from 8.1 to 18.2 ps.
In this stage, the size of the remaining droplet decreases abruptly. The void-
formation process is shown in the 10-ps snapshot of Fig. 8.2.

4. After 18.2 ps, the droplet has been disintegrated to small clusters and monomers.
The ensuing dynamics is governed by the evaporation of H2O molecules from
the fragments and produces a large number of monomers (evaporation stage).

After a systematic study of different impact energies [24], we find that the
molecular-dynamics results are quite compatible with what is known about the fate
of macroscopic droplets after collisions with a wall [42]. With increasing impact
energy, the fate of nanodroplets can be described as (intact) bouncing off the surface,
onset of fragmentation (wetting of the surface) and full fragmentation. These three
regimes start at impact energies of E/Ecoh = 0.23, E/Ecoh = 0.51 and E/Ecoh = 1.03
for the water droplets studied here.

The droplet dynamics occurring for different impact energies can be made
comparable by normalizing time to the period of time needed to cover the droplet
radius R when moving with a velocity

√
2E/m:

τ =
R√

2E/m
. (8.11)

Figure 8.4 assembles the fragmentation dynamics for three impacts; the size of
the largest fragment, mmax, has been chosen to illustrate the fragmentation process.
In the case of bouncing (bottom part of Fig. 8.4, E/Ecoh = 0.3), the droplet survives
the collision and no significant molecule loss can be observed. As the nanodroplet
collides with the wall, it is deformed by the momentum pressing it onto the wall;
then, however, it is reflected from the wall and resumes its original spherical form
due to surface tension. If the impact energy is increased to E ∼= Ecoh (middle part
of Fig. 8.4), the fragmentation will disintegrate the droplet. As the impact energy is
further increased (top part of Fig. 8.4, E/Ecoh=3.0), the dynamics does not change
much when plotted in normalized time and is similar with the case of E/Ecoh = 1.0.

Additionally, we find that independently of the droplet material, the dynamics
in normalized time is similar [24], and that the threshold for onset of droplet
fragmentation is in the order of E/Ecoh

∼= 0.29−0.40 [24]. For full disintegration
of the droplet into monomers, on the other hand, an energy of E ∼= 100Ecoh is
needed [20].
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8.3.2 Dependence on Impact Energy

In this section we investigate the dependence of droplet fragmentation on impact
energy. To describe the fragmentation process in a quantitative way, we introduce
four measures: the total number of fragments, Nfr, the average fragment size, 〈m〉,
the size of the largest fragment, mmax, and the number of free monomers created,
Nmono.

In Fig. 8.5 we changed the impact energy systematically between 0.2Ecoh and
2.1Ecoh, and determined these quantities at the end of the simulations. From the
results we observe:

1. The onset of the fragmentation regime is seen in particular in the increase in the
number of fragments and in the number of free monomers. Taking as a threshold
the energy when Nfr/N > 10 %, fragmentation sets in at impact energies E/Ecoh

around 0.35−0.4. At smaller impact energies, the tensile pressures produced in
the lateral-jetting phase are not strong enough to tear the droplet.

2. The onset of the fragmentation regime is accompanied by a sharp falloff of the
average fragment size 〈m〉, which occurs at E/Ecoh

∼= 0.29−0.4. These strong
changes in the fragment distributions are reminiscent of a phase transition and
have been characterized as such [17, 43–47].

3. A regime of fully developed fragmentation might be tentatively characterized
by requiring that no large fragment of the initial droplet survives; we have
set mmax/N < 10 % as the limit. Fully developed fragmentation then starts at
E/Ecoh = 0.63−0.72.
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4. While the complete disintegration of the droplet requires considerably higher
impact energies, we observe that already more than 50 % of the droplet has been
fully disintegrated into its molecular constituents at E/Ecoh = 1.7.

The fragmentation behavior has also been studied for droplets consisting of other
materials; the results—when scaling the impact energy to the cohesive energy of
the droplet—are astonishingly similar [24]. It may be concluded that the cohesive
energy of the material is the essential parameter describing droplet fragmentation.

8.3.3 Understanding the Fragment Formation

Theories of fragmentation usually predict exponential distributions f (m) ∝
m−α exp(−bmc), where f (m) denotes the distribution of fragment size m. Such
theories originate either by assuming fragmentation to occur in local thermody-
namic equilibrium such that b depends on the local temperature achieved during
fragmentation [48–50] or by interpreting fragmentation via percolation theory such
that b depends on the percolation probability at the time of fragmentation [1, 51].
Both these theories predict a pure power-law decay at their respective critical points,
where cluster production at all sizes is most abundant: the thermodynamic model at
the critical point of the liquid–gas phase transition, where b vanishes and the power
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exponent α obeys 2 < α < 2.5 mildly dependent on the materials properties, and
the percolation model at the critical point of percolation α = 2.18 [52].

In Fig. 8.6 we display the distribution function of fragment size f (m) for three
impact energies E/Ecoh = 0.4, 1.0, and 3.0 for a nanodroplet with 9,000 H2O
molecules. In order to compare with theory, we fit their low-m behavior to a power-
law distribution,

f (m) ∝ m−α . (8.12)

We note that the monomers were not used in this fit since their contribution is
determined by evaporation rather than by the fragmentation process. It is observed
that at the smallest impact energy, E/Ecoh = 0.4, the distribution is steepest, while
the slowest decay is observed for E/Ecoh = 1.0. For larger impact energies, the
distribution steepens again. The reason for this dependence is intuitively clear:
At large impact energies, droplet energization is sufficient not only to tear the
droplet into many pieces but also to destroy any larger fragments. Thus, both
at small and at large impact energies, predominantly small clusters and a steep
fragment distribution result. Hence, at intermediate energies, the maximum cluster
abundance can be expected. Comparing with the theoretical value, we observe
that the minimum exponent observed in our simulation, α = 2.38 at E/Ecoh, is
in fair agreement with those of the two models just described at their respective
critical points. We note that in a previous investigation of cluster formation during
fragmentation of a solid under intense short-pulse laser irradiation, it was observed
that cluster formation is most abundant when E ∼= Ecoh [53] and can be described
by a power-law distribution in the small-fragment regime [54].
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In summary, our simulation results corroborate the finding of [55] that expo-
nential distributions may be too steep to describe fragment-size distributions in
droplet-wall collisions.

8.4 Collisions of Polymer-Loaded Droplets

Because the nanodroplet-wall collisions lead to droplet fragmentation, such pro-
cesses can be used to disintegrate the solvent and isolate the embedded macro-
molecules, which are dissolved in these droplets. This is the principle of a recently
developed experimental method in mass-spectrometry [12] known as IDEM. In
experiment, the macromolecules are dissolved in water or methanol; droplets of this
solution can be produced using the electrospray technique. Based on the knowledge
discussed in the last section, we shall investigate the isolation of macromolecules
from nanodroplets, induced by droplet-wall collisions.

In experiment, this method is usually employed for the isolation of biological
molecules, such as proteins. Here, in order to make a more systematic investigation
of the isolation process, we will consider polymers (polyketone and polyethylene),
whose sizes can be easily changed in our model system. This allows us to
obtain insight into the dependence of the isolation process on the size of the
macromolecules. Furthermore, proteins are composed of amino acids, which have
either polar (hydrophilic) or nonpolar (hydrophobic) properties. Thus, proteins
offer both hydrophilic and hydrophobic aspects. We use polyketone as a polymer
with purely hydrophilic character and polyethylene as an example of a purely
hydrophobic molecule.

8.4.1 Desolvation

Figure 8.7 displays a series of snapshots which show the essential stages of the
collision, droplet-fragmentation, and polymer-desolvation processes. Time is set to
t = 0, when the droplet starts to feel the interaction with the wall. The collision leads
to a strong vertical droplet compression, in the course of which the translational
center-of-mass energy of the droplet is converted to internal energy. Similarly as
for the pure droplets discussed in Sect. 8.3 above, the droplet starts to spread out
laterally on the surface. This lateral-jetting stage starts here at 5 ps and is fully
developed at 8 ps. In agreement with the behavior of pure droplets, this jetting
process produces small solvent clusters and monomers moving sideways along the
surface with high velocity, while in the central region the system is still dense
and continuous. After the lateral-jetting phase, the high energy density inside the
central region leads to the fragmentation of the central region, during which a
wide spectrum of small water clusters and free H2O molecules is formed. This
fragmentation stage has ended at the snapshot shown at 49 ps, where the polymer
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Fig. 8.7 Snapshots of the isolation process of a PK604 molecule embedded in a (H2O)6000 droplet,
which hits at time t = 0 a hard wall with energy E/Ecoh = 1.275. For these parameters, the polymer
does not become completely desolvated. Upper row: top view, lower row: side view. Purple: water
molecules. Green: polymer (PK). From [14]

is seen to be almost completely desolvated, while a few water clusters fly away
from it. The polymer itself has undergone a considerable conformation change due
to the violent collision process; its coiled structure has become unwound, while it
slowly moves away from the surface. A similar dynamics has recently been observed
in experiment [5]. In the next snapshot (300 ps), the polymer resumes its original
coiled form, while the water on it assembles to a remaining droplet; this constitutes
the central fragment, on which our attention is focused, because its time evolution
describes the desolvation process. The changes in the number of water molecules in
the central fragment occurring after 49 ps are due to water evaporation.

The impact-induced heating may become problematic for the mass-spectrometric
identification, because macromolecules may be decomposed via unimolecular
reactions by high temperature. Since in mass spectrometry analyte molecules are
recorded typically at a few μs after the collision with the wall, the analyte molecule
must survive at least a corresponding time scale (μs) in order to provide correct
measurements. We shall take up this issue in Sect. 8.5.

8.4.2 Temporal Evolution

In order to understand quantitatively how the system is heated in the compression
stage, we follow the temporal evolution of the temperature of polymer and solvent
in Fig. 8.8a, while the evolution of the fraction f , Eq. (8.6), of water molecules still
present in the central fragment bound to the polymer is displayed in Fig. 8.8b.

The droplets move with a velocity of v = 2.50 km/s and thus cover a distance
equal to the droplet diameter (5–7 nm) in 2–3 ps. The maximum temperatures of
both solvent and polymer occur at 3 ps, see Fig. 8.8a; this marks the compression
stage, during which the droplet is heated by conversion of center-of-mass energy to
thermal energy.
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The heating process can be described in more detail on a molecular level. The
sudden stopping of the front molecules by the wall lets the succeeding molecules
run into them; this not only leads to a compression of the liquid but also leads to
an increase in the pressure, since molecules are at short intermolecular distances
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and hence within the range of the repulsive part of the intermolecular potential. The
relaxation of this pressure leads to both hydrodynamic flow and heating; the flow
occurs sideways (parallel to the wall) since the direction normal to the surface is
blocked by the succeeding parts of the droplet. Pressure relaxation is accompanied
by energy dissipation, which leads to heating. As Fig. 8.8a demonstrates, both
the rotational motion of the water molecules is excited and the translational
temperature, that is, the random thermal motion of the molecular centers-of-mass
increases. The simultaneous rise of solvent and polymer temperature indicates the
simultaneous heating of both solvent and polymer. Figure 8.8a also indicates that the
maximum value of Tpolymer decreases with increasing droplet size, assuming values
of 1,100, 1,020, 925, and 892 K, respectively, for increasing droplet size. The reason
for this trend is as follows: The lower part of the energy dampens the collision with
the wall and transports part of the energy away by the lateral jetting process. Thus,
a larger droplet provides for a softer “cushion” to dampen polymer impact onto the
hard wall.

After the compression, the temperatures quickly decrease; this occurs during
the lateral-jetting and multifragmentation stages described above. The initial quick
decrease lasts for a time of around 20 ps. Note that the solvent temperature is
below that of the polymer, indicating an energy flow from the polymer to the
solvent; the compression-heated polymer acts as a heat source, which is cooled
by the fragmenting and evaporating solvent. During the fragmentation process,
bond breaking in the solvent reduces its temperature efficiently; in an equilibrium
process this would be characterized as “evaporational cooling,” and in this highly
nonequilibrium process, the physics is similar. Note that in this regime, rotational
and translational temperature of the solvent are equal, indicating that the solvent
itself is thermally equilibrated.

The later fate of the system is strongly influenced by the droplet size. The
smaller droplets studied (N = 2,000 and 3,000) quickly desolvate the polymer.
Here, after the compression stage (at t = 20 ps) only few solvent molecules remain
attached to the polymer—between 60 and 270, depending on the initial droplet size,
compare Fig. 8.8b. This means that polymer and solvent are only in poor thermal
contact; the polymer temperature is 100–200 K above that of the solvent. The strong
temperature fluctuations of the solvent immediately before isolation are due to the
small ensemble size. Note that the polymer temperature increases again in the time
window of 50–100 ps, after contact with the solvent has been lost. This temperature
increase is due to conversion of polymer configurational energy to internal kinetic
energy (temperature), while the polymer resumes its coiled structure after it has
been strongly stretched immediately after the collision.

For the larger droplets (N = 4,000 and 5,000), however, good thermal equilibrium
is established also in the evaporation phase. Here the polymer temperature contin-
uously decreases, while the polymer is in contact with the solvent. The polymer
reheating effect described above has been strongly dampened (N = 4,000) or is
even entirely missing (N = 5,000) due to the thermal contact with the solvent.
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Complete polymer isolation occurs at 81.6, 113.7, 183.4 ps for droplet sizes of
2,000, 3,000, 4,000 molecules; the N = 5,000 droplet does not completely desolvate
the polymer during the 300 ps simulation time.

8.4.3 Comparison Between Hydrophilic and Hydrophobic
Macromolecules

The time evolution of the relative size, f , of the central fragment also allows to
characterize the influence of the nature of the polymer–solvent interaction on the
desolvation process. For this purpose, we compare in Fig. 8.9 the evolution of the
desolvation of a hydrophobic PE with that of a hydrophilic PK polymer. All other
parameters (droplet size N = 3,000, energy E/Ecoh = 0.5, size of polymer 298
atoms) were kept unchanged.

The time evolution is identical until a time of 14.8 ps, where the droplet has lost
only 8 % of its molecules by lateral jetting. Then the fragmentation process sets in,
and instantaneously completely desolvates PE at 14.8 ps, while still around 30 %
of the solvent is bound to PK. At this time, the droplet has been spread out onto
the wall (see the side view shown in Fig. 8.7 at time t = 8 ps) and is torn apart
laterally. The fragmentation leads to desolvation since the polymer–water binding
forces are weaker than the water–water bonds; then the fragmenting water cloud
prefers to keep bonds among themselves and loosens its bonds with the polymer.
The desolvation process occurs so suddenly at this low impact energy because the
expansion of the water shell is radially symmetric such that the water decouples
more or less simultaneously from the polymer. In the course of time, PK sheds off
more water molecules, partly in the form of larger fragments, and eventually by
continuous evaporation. At the end of the simulation 16 % of the original molecules
remained bound to PK, while PE already has desolvated at 14.8 ps. The “spikes”
seen are due to short-lived droplet–droplet interactions in the still quite dense vapor



8 Nanodroplet Collisions with a Wall 187

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

f

E/Ecoh

1.275

0.517

PE298

PK298

Fig. 8.10 Dependence of the relative number, f , of water molecules in the central fragment at the
end of the simulations (t = 300 ps) in dependence of the scaled impact energy E/Ecoh. Initially, the
droplet contained 3,000 water molecules and a PK or PE polymer with 298 atoms. Filled symbols
indicate an isolated polymer, f = 0. From [14]

cloud. This comparison shows clearly the decisive influence of the solvent–polymer
interaction on the desolvation process.

We quantify the solvent–polymer interaction by an interaction energy Ess. We
calculate it by embedding the polymer in bulk solvent; after an energy minimiza-
tion we determine the total solvent–polymer interaction energy by summing the
respective van-der-Waals and electrostatic terms; Ess is then obtained by dividing
the total interaction energy by the number of solvent molecules within the cutoff
radius (8.5 Å) of the polymer. We obtain Ess = 33.45 and 15.65 meV for PK and PE,
respectively, in water.

We find that PK only becomes isolated at higher impact energies, E/Ecoh = 1.28,
see Fig. 8.10. We include also the time evolution of the central fragment for this
high impact energy in Fig. 8.9. Here complete isolation is achieved after 111.8 ps.
Of course, due to the higher droplet impact speed, water loss occurs earlier, starting
at 3 ps, with large losses due to fragmentation at 7 ps. Already at 10 ps, the central
fragment only contains 6 % of its initial size, and this size decreases continuously
by evaporation until complete isolation.

In Fig. 8.10, we display the dependence of the relative number, f , of water
molecules in the central fragment on the impact energy E and compare droplets
containing a PE and a PK polymer. While collisions with energies ≤0.4Ecoh disperse
the droplet only a little (≤20 % of its water molecules are lost), an increase of the
impact energy to 0.5Ecoh strongly shatters the droplet, such that less than 20 % of
the initial number of molecules remain bound to the polymer. As discussed above,
the PE is then completely isolated, while the hydrophilic PK still binds water to it.
From the change in slope of the f (E) data, we observe that at E/Ecoh

∼= 0.5 the
PK isolation enters a new regime, namely, the evaporation of the remaining water
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molecules from the PK molecule. This regime is missing for the PE molecules,
because here all water molecules have been shed off the polymer during the
fragmentation stage.

8.4.4 Effect of Polymer Size

In order to explore the effect of polymer size on the critical isolation energy Eisol,
we compare the desolvation of PK with 298 and 604 atoms, respectively, from
a water droplet. The dependence of the relative number of solvent atoms in the
central fragment on impact energy is displayed in Fig. 8.11. We concentrate on the
energy range above E/Ecoh = 0.5, where the interesting physics of polymer isolation
happens.

We find that, on average, the smaller polymer binds more solvent molecules
and, consequently, has a higher isolation energy, Eisol/Ecoh = 1.14 as compared to
0.98 for the larger polymer. However, the effect is not pronounced; it only amounts
to 16 % for a threefold change in polymer mass. The main reason for the easier
isolation of the large polymer is the extra amount of translational energy it carries
with it, and which can be used to heat and fragment the droplet and desolvate
the polymer. In addition, a larger polymer can receive more thermal energy in
the collision and store it so as to reduce the evaporational cooling effect of the
solvent. Furthermore a larger polymer will release more solvent molecules during
the collision-induced unfolding process, compare Fig. 8.7.
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8.5 Collision-Induced Heating of the Macromolecule

In this section we focus on the heating of polymers during the impact-induced
processes, and its dependence on the sizes of polymer and of the droplet as well
as the impact energy [25]. As discussed in the last section, the translational kinetic
energy is converted to thermal energy in the polymer during the compression stage,
and the polymer can exchange energy with the surrounding solvent molecules before
it becomes isolated. If the thermal energy of the polymer exceeds the activation
energy for unimolecular decay, it will be decomposed to fragments and reach a
mass spectrometer in the form of fragments. This motivates us to investigate the
dependence of the polymer temperature at the end of the isolation process on the
above-mentioned quantities.

8.5.1 Factors Affecting the Polymer Temperature

We summarize the dependence of the equilibrated polymer temperature at the end
of the simulation, Tend, and its peak value during the compression phase, Tmax, on
polymer size Np in Fig. 8.12. Two droplet sizes with N = 3,000 and N = 6,000
are compared. We find a roughly linear dependence of both Tmax and Tend on Np.
Thus, for the same impact velocity v and droplet size N, the peak temperature
of the polymer, Tmax, is only affected by Np. The final temperature, Tend, results
from the cooling of Tmax by the polymer–solvent coupling and the internal energy
redistribution described above. Figure 8.12 also demonstrates that larger droplets,
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N, reduce both Tmax and Tend. This appears plausible since a larger number of H2O
molecules can dampen more efficiently the droplet-wall collision, such that in the
compression phase less energy is conveyed to the polymer; additionally, a larger
amount of water molecules will take more energy from the polymer in the post-
compression phase.

The dependence of the final polymer temperature, Tend, on the scaled impact
energy, E/Ecoh, is shown in Fig. 8.13; also here a linear dependence can be observed.
At small impact energies and for large droplets, the polymer is not fully isolated
(open symbols in Fig. 8.13); here Tend assumes a rather constant value of around
400 K. This value is determined by the boiling temperature of water, since the
polymer is still coupled to water and water can efficiently cool by evaporation. After
the polymer becomes isolated, Tend increases linearly with the impact energy E.
This implies that for the same droplet size N, the solvent always receives the same
fraction of the initial energy from the polymer.

However, the increase of Tend with E strongly depends on the droplet size N. In
large droplets, Tend will not increase much with impact energy because more energy
is transferred from the polymer to the solvent. In view of the complexity of the
polymer isolation process, it is astonishing to find a simple linear dependence of
Tend on E/Ecoh.

8.5.2 Polymer Stability After the Impact Process

The rate of unimolecular reactions of the isolated hot polymer after the end of the
simulation time can be calculated using the RRKM theory [56] as

kRRKM =
1

2π
∑(Ekin −E0)

ρ(ω)
. (8.13)
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Here E0 denotes the activation energy for the unimolecular decay (we set it equal
to the dissociation energy D of the C–C bonds in the polymer) and ∑(Ekin −E0)
denotes the number of transition states between energy 0 and (Ekin − E0). The
density of states ρ(ω) can be determined using the method described in [25]; ρ(ω)
is calculated at 300 K.

The polymer lifetime is shown as a function of Tpolymer in Fig. 8.14. We find that
the lifetime does not depend sensitively on Np. For temperatures above 2,200 K, it
approaches the μs time scale. Since mass-spectrometric experiments are performed
on this time scale, this result shows that polymer temperatures above 2,200 K need
to be avoided. This value sets an upper limit to the impact energies that can be used
for molecule desolvation.

8.6 Conclusions

We have investigated the fragmentation behavior of pure nanodroplets and of
polymer-loaded droplets. In both cases, the processes occurring after impact on
a repulsive wall are similar and one can identify four development stages: com-
pression, lateral jetting, cluster formation, and evaporation. Among these, the third
(cluster formation) stage is essential for disintegrating the droplet. Quantitatively,
we find:

1. The droplet fragmentation starts already at low impact energies per molecule,
E = (0.29−0.4)Ecoh, where Ecoh is the cohesive energy of the solvent.

2. For an impact energy of E = Ecoh, the droplet fragmentation is already fully
developed, resulting in a fine dispersal of the droplet into fragments. If a polymer
is dissolved in the droplet, it will not yet be fully isolated.

3. The distribution of cluster sizes produced by droplet fragmentation obeys a power
law, in good agreement with theoretical predictions.
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4. The hydrophilic properties of macromolecules have significant influence on the
isolation process. Hydrophilic polymers attract H2O molecules to stay bound
to them during the droplet fragmentation. While they boil off some solvent
molecules after the fragmentation stage ended, evaporation is a slow process
and the polymer may not be isolated successfully. Hydrophobic polymers will
be isolated quite promptly after the fragmentation stage started, on a time scale
of only a few 10 ps.

5. Smaller polymers are more difficult to isolate since they receive less energy
during the impact, and thus have less chances to boil off remaining solvent
molecules after the droplet fragmentation.

6. While polymers may become heated dramatically during the impact, their
temperature decreases thereafter due to evaporation cooling by the solvent.

7. The temperature of an isolated polymer increases linearly with the impact energy.
It also increases with the size of the polymer.

8. Larger nanodroplets will more efficiently cool the polymer after the impact, and
hence the polymer isolation process will last longer, and also the final polymer
temperature, Tend, will be lowered.

9. For mass-spectrometric applications, there exists a large window in impact
energy to use, since the lifetime of the polymer molecule after isolation lies in
the order of μs. Suitable impact energies are above E/Ecoh > 1.

Furthermore, we argue that the isolation processes for embedded proteins
are similar to those of polymers, since proteins contain both hydrophobic and
hydrophilic groups and thus are intermediate between our two polymer models.
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Chapter 9
Polymer Films with Nanosized Liquid-Crystal
Droplets: Extinction, Polarization, Phase,
and Light Focusing

Valery A. Loiko

Abstract Extinction and polarization state of light transmitted through a polymer-
dispersed liquid-crystal (PDLC) film with nanosized, spherical, nonabsorbing
nematic droplets is investigated theoretically. Scattering properties of a single
droplet are described by the Rayleigh–Gans approximation. Propagation of coherent
light field is described in the frame of the Foldy–Twersky theory. The concept of
multilevel order parameters is used. Equations for extinction coefficients, phase
shift, and polarization of transmitted light for layers with random and oriented
droplets are written and discussed. Conditions for circular and linear polarization
of light are determined and investigated. Polarization-independent focusing of light
by films made of PDLC is considered. The results are in good coincidence with the
known experimental data.

9.1 Introduction

Matter that has properties of a liquid and of a solid crystal is named liquid crystal
(LC). They consist of anisotropic molecules, typically rodlike and disklike shapes.
Liquid crystals flow like a liquid and its molecules can be oriented in a crystal-
like way. Molecule orientation order is sensitive to mechanical strength; thermal,
magnetic, and electrical fields; and other external factors. Owing to that these
materials are of very considerable promise for science and technology. Liquid
crystals are also known as anisotropic fluids and mesomorphic materials [1–3].

There is a set of types of LC materials, which are distinguished by their different
properties. There are the ones where liquid crystal is dispersed in a polymer matrix.
They are known as polymer-dispersed liquid crystals (PDLCs). This is a polymer
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film with embedded droplets sandwiched between two transparent plates with
transparent electrodes. Such sandwiched structure is named as an LC cell. Under
an external field applied molecules of LC change their orientation. As a result, its
optical properties are changed. Thus, characteristics of light transmitted through the
cell (or light reflected by the cell) vary with the applied field. By selecting proper
materials and methods of the PDLC cell preparation, a lot of electro-optical devices
based on this effect are designed [4–7]. Nevertheless these materials are still under
investigation.

While bulk liquid-crystal cells typically need crossed polarizers to get electro-
optical effect [1–3] (but there are some exceptions [8–11]), PDLC films typically do
not require polaroids for producing that effect. They are characterized by higher
light stability, mechanical strength, flexibility, and resistance to external actions
compared with the devices based on bulk LCs. Their thickness is in the range from
a few micrometers to a few tens of micrometers. The size of droplets is in the range
from ten nanometers to tens of micrometers.

Films with droplets compared with the wavelength of the incident radiation
exhibit strong light scattering. Their transmission depends on the applied field
rotating optical axes (directors) of the LC droplets and/or changing the internal
structure of these particles [12, 13]. A lot of installations for modulating the intensity
of visible [6, 7] and infrared [4, 5, 7, 14, 15] ranges are constructed.

Films with nanosized liquid-crystal droplets exhibit small scattering. They are
usually characterized by high transmittance, which is not strongly influenced by
changes of optical axes of droplets. As a result the description of light propagation
reduces in many cases to the analysis of coherent (directed) [16] component of
the transmitted radiation. Here, the main field effect consists in a change in the
effective refractive index (similar to the Kerr effect) under the action of an applied
electric field [17]. They enable one to modulate phase [18] and polarization [19,
20] of transmitted radiation. Thanks to this, the cells possess a wide range of
applications, from lenses [21, 22], lens arrays [23] with tunable focal length, and
other optical elements to diffusive random lasers [24] and vertical cavity surface-
emitting lasers [25].

In any liquid-crystal elementary volume, there is a preferred orientation of
molecules. A unit vector indicating this direction is called “director.” There is a
set of stable director configurations in liquid-crystal droplets. They depend on the
boundary conditions on the surface of droplet. Two groups are separated: tangential
(parallel) and homeotropic (perpendicular) orientation of director to the droplet
surface.

A bipolar configuration is shown schematically in Fig. 9.1. There are two singular
points at opposite poles of a droplet. In this configuration, LC molecules are aligned
along the drawn lines from one pole to another and form a cylindrically symmetric
structure. The symmetry axis is defined by two point defects of the LC director
located on the droplet surface. The unit vector along this axis is called the director
of the droplet. It indicates the direction of its optical axis. Just this kind of droplets
is under consideration in here. In the applied electric field, the droplet director tends
to change its orientation, while the elastic forces oppose to this alignment.
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Fig. 9.1 Bipolar director
configuration in a droplet.
Directors are aligned along
the drawn lines

Rigorous theory establishing connection between the morphological properties
of a PDLC film and the characteristics of transmitted light is still under development,
although the main principles of their operation are rather clear. Rayleigh and
Rayleigh–Gans approaches, anomalous diffraction approximation (ADA), Wentzel–
Kramers–Brillouin (WKB) approach, discrete dipole approximation (DDA), and the
Mie theory [4, 5, 26–33] are used to describe scattering by a separate droplet.

In this chapter we consider the passage of light through a layer with nematic
nanosized bipolar droplets. The model [34, 35] is based on the Rayleigh–Gans
approximations [36, 37] to describe scattering by a single droplet and the Foldy–
Twersky theory [38, 39] to describe coherent field propagation in the layer.
The concept of multilevel order parameters [5, 26] is employed to characterize
orientation of LC molecules inside droplets and droplets in a sample.

The general equations for light propagation in the cells with nanosized liquid-
crystal droplets with random and partially ordered droplet directors are written
and analyzed. Intensity, extinction, phase, and polarization of transmitted light
are investigated. The attention is paid to the conditions, where circular and linear
polarization of transmitted light is implemented. Characteristics of polarization-
insensitive lenses are investigated.

9.2 Amplitude Scattering Matrix of Droplet

At first consider a single liquid-crystal droplet. Let the droplet be illuminated by
a linearly polarized monochromatic plane wave (Fig. 9.2). Every small elementary
volume dV of the droplet reemits an incident electromagnetic wave. In the far zone,
these waves add up with due regard for the phase difference arising as a result of
different arrangements of scattering elementary volumes in the droplet. Therefore,
the radiation propagates at angles that are absent in the incident wave (i.e., there
occurs light scattering) with a change in the polarization state.

The unit vector d indicates the direction of the orientation of the optic axes of
liquid-crystal molecules in this elementary volume. This vector is referred to as the
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Fig. 9.2 Schematic drawing of the liquid-crystal droplet and the elementary scattering volume dV
illumination. Vector RdV specifies the location of this volume with respect to the droplet center;
ei and es are the unit vectors in the directions of propagation of the incident and scattered waves,
respectively; ed is the droplet director; d is the director of the elementary volume of the droplet;
angle θ n specifies the deviation of the director of the elementary volume of the droplet from the
director of the droplet ed; angles θ s and θ d define orientations of the vectors es and ed with respect
to the axis z; angles ϕs and ϕd define orientations of the projections of vectors es and ed onto the
plane (xy) with respect to axis x, respectively

director of the elementary volume in the liquid-crystal droplet. Because there is no
physical polarity along the director axis, vectors d and −d are equivalent. The unit
vector ed is the director of the liquid-crystal droplet.

It specifies the average orientation of the liquid-crystal director in the droplet.
The direction of propagation of the incident wave is designated by the unit vector ei.
In every elementary volume dV, the incident light wave induces the dipole moment:

δP = εpα̂dV Ei exp(ikRdV · ei) , (9.1)

where εp is the permittivity of the polymer, α̂dV is the polarizability tensor of the
elementary volume of the liquid crystal in the coordinate system related to the
incident wave, Ei is the electric vector of the incident wave, k= 2π/λ p is the module
of the wave vector in the polymer matrix, and λ p is the wavelength in polymer
(polymer binder).

In the far zone the electric vector of the field scattered by the elementary volume
of the liquid-crystal droplet in the direction es can be written as follows:

δEs =− k2

4πr
exp(ik (r+RdV (ei − es)))es × [es × [es × α̂dV Ei]] . (9.2)

Here r is the distance from the droplet center to the observation point.
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The amplitude scattering matrix of the elementary volume of the droplet is
determined by the relation [36, 37]:

(
δEs · es

1
δEs · es

2

)
=−exp(ikr)

ikr

(
δS11 δS12

δS21 δS22

)(
Ei · ei

1
Ei · ei

2

)
. (9.3)

Here the unit vectors es
1, es

2 specify any two mutually perpendicular directions
of the polarization of the scattered wave; the three vectors e1

s, e2
s, es form a right-

hand triad. The unit vectors es
1, es

2 specify the mutually perpendicular directions of
the polarization of the incident wave, and the three vectors ei

1, ei
2, ei also form a

right-hand triad.
By using relationships (9.1) and (9.2), we can express the amplitude scattering

matrix elements as follows:

δSαβ =− ik3

4π
exp(iψ)

(
es

α α̂dV ei
β

)
, (9.4)

where ψ = kRdV (ei − es); α , β = 1, 2.
In order to determine the elements of the amplitude scattering matrix for the

entire liquid-crystal droplet, it is necessary to integrate expression (9.4) over the
droplet volume. The quantities dependent on the location of the elementary volume
in the droplet are the phase factor exp(iψ) and the polarizability tensor α̂dV .
Determination of the polarizability tensor α̂dV in each individual elementary volume
is a complex and tedious problem. To simplify the problem, we use the concept of
the orientational order parameters [26]. On the basis of this concept, we introduce
the average tensor α̂ , so that it is a constant over the entire droplet volume. Tensor
components depend on the configuration of the liquid-crystal molecules inside the
droplet.

9.3 Average Polarizability Tensor of a Liquid-Crystal
Droplet

The permittivity tensor and the polarizability tensor for the elementary volume of
the liquid-crystal droplet are related by the equation:

α̂dV =

(
1
εp

ε̂dV − Î

)
dV, (9.5)

where Î is the 3-by-3 unit matrix.
In an arbitrary coordinate system, the permittivity tensor components can be

written as

εi j = ε⊥δi j +
(
ε‖ − ε⊥

)
did j, (9.6)
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where di and dj are the components of the director of the elementary volume in
this coordinate system; δ ij is the Kronecker symbol; i, j= 1, 2, 3; and ε‖ and ε⊥
are the principal values of the permittivity tensor of the liquid crystal (the elements
of the dielectric permittivity parallel and perpendicular to the elementary volume
director d).

To study the response of PDLCs, we use the following order parameters [5,
26]: the molecular order parameter S, which takes into account the orientation of
molecular directors due to the thermal fluctuations, and the order parameter of
the liquid-crystal droplet Sd, which determines the degree of orientation of droplet
molecules with respect to the droplet director ed (this order parameter is related to
the director configuration within the droplet).

The product SSd is a measure of the orientational order of the LC molecules in
the droplet:

SSd =
1
2

〈
3cos2θn −1

〉
, (9.7)

where the angle θ n specifies the deviation of the director of the elementary volume
of the liquid-crystal droplet from the droplet director (Fig. 9.2) and the angle
brackets indicate averaging over the orientations of the liquid-crystal molecules in
the droplet. The value of SSd = 1 corresponds to the complete molecules ordering,
and the order parameter SSd = 0 corresponds to the random orientation of molecules.

Note that we consider droplets with the bipolar configuration. Liquid-crystal
molecules are oriented in a cylindrically symmetric manner with respect to the
droplet director ed (Fig. 9.1). The average permittivity tensor elements of the droplet
in the coordinate system related to the droplet director as follows from relationships
(9.6) and (9.7) are

ε11 = ε22 =
1
3

(
2ε⊥ + ε‖ −Δεd

)≡ εdo, (9.8)

ε33 =
1
3

(
2ε⊥ + ε‖ +2Δεd

)≡ εde. (9.9)

Here by εdo and εde, we denote average permittivity elements of the droplet. They
are the droplet effective refractive indexes, which depend on the director orientation
inside the droplet:

Δεd =
(
ε‖ − ε⊥

)
SSd = ΔεSSd. (9.10)

Δε = ε‖ − ε⊥ (9.11)

is the permittivity anisotropy of the liquid crystal. The off-diagonal tensor elements
are equal to zero. For nematic liquid crystals permittivities εo and εe for the ordinary
and extraordinary waves are [1, 4, 5]

εo ≡ ε⊥,εe ≡ ε‖ (9.12)
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In some cases it is convenient to write Eqs. (9.8) and (9.9) in another form [40]:

εdo = εiso − 1
3

Δε ·SSd, (9.13)

εde = εiso +
2
3

Δε ·SSd. (9.14)

Here

εiso =
2εo − εe

3
. (9.15)

There are linear dependencies of the droplet effective refractive indexes εdo and
εde on the parameter SSd.

Using relationship (9.5) we write the polarizability tensor of the elementary
volume of the liquid-crystal droplet in the coordinate system related to the incident
wave:

α̂ = AT α̂dV A. (9.16)

Here A is the transition matrix from coordinate system e1
i, e2

i, ei to coordinate
system associated with the director of the droplet. Since the choice of the axes in
the last frame in a plane perpendicular ed is arbitrary, without loss of generality, we
choose one axis in the plane (ei, ed) and the other one—in the perpendicular plane
[41].

It is a conveniently presented polarizability tensor as a sum of isotropic and
anisotropic components. The last depends on the orientation of the liquid-crystal
droplet:

α̂ =

((
εdo

εp
−1

)
Î+

Δεd

εp
T̂

)
dV, (9.17)

T̂ =

⎛
⎜⎝

(
ei

1 · ed
)2 (

ei
1 · ed

)(
ei

2 · ed
) (

ei
1 · ed

)
(ei · ed)(

ei
1 · ed

)(
ei

2 · ed
) (

ei
2 · ed

)2 (
ei

2 · ed
)(

ei
1 · ed

)
(
ei

1 · ed
)
(ei · ed)

(
ei

2 · ed
)
(ei · ed) (ei · ed)

2

⎞
⎟⎠ . (9.18)

After integration of Eq. (9.4) over the droplet volume, we obtain the formula for
the elements of the amplitude scattering matrix of the liquid-crystal droplet:

Smn =− ik3

4π
Fes

mα̂ei
n. (9.19)

Here m, n= 1, 2.
Pay attention that the average polarizability tensor is a constant. It means that

we have to integrate only multiplier exp(iψ). This function depends on the size and
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the shape of the liquid-crystal droplet and on the scattering angle. For droplets of
spherical shape [42],

F =

∫
V

exp(iψ)dv =
∫
V

exp(ikRdV (es − ei))dV

=
4π
a3 (sinaR−aRcosaR) , (9.20)

where a = k
√

2(1− (ei · es)), R is the droplet radius.
It should be noted that for forward scattering (ei = es) function F is equal to the

droplet volume V. Substituting the polarizability tensor (Eq. 9.17) and performing
the necessary transformations, we find

Smn =− ik3

4π
F

[(
εdo

εp
−1

)(
es

m · ei
n

)
+

Δεd

εp
(es

m · ed)
(
ei

n · ed
)]

. (9.21)

Relationship (9.21) permits one to calculate the elements of the amplitude
scattering matrix of droplets with a cylindrically symmetric configuration. These
matrix elements make it possible to determine light extinction coefficients of the
polymer film. Owing to the anisotropy of the liquid-crystal droplets, the extinction
coefficients depend on the incidence angle.

Now, we decompose the incident and scattered waves into two components:
parallel and perpendicular to the scattering plane. The scattering plane is the plane
determined by vectors ei and es (Fig. 9.2; see also Fig. 9.11 below).

The two components of the wave scattered by a single droplet are determined in
terms of the amplitude scattering matrix [36] as follows:

(
Es· es

‖
Es· e⊥

)
=−exp(ikr)

ikr

(
S2 S3

S4 S1

)(
Ei · ei

‖
Ei · e⊥

)
. (9.22)

Here Es and Ei are the electric vectors of the scattered and incident waves,
respectively; Sj (j= 1, 2, 3, 4) are the elements of the amplitude scattering matrix.

Under the Rayleigh–Gans approximation, the elements are [40–42]

S1 =− ik3

4π
F

[(
εdo

εp
−1

)
+

Δεd

εp
(e⊥ · ed)

2
]
, (9.23)

S2 =− ik3

4π
F

[(
εdo

εp
−1

)
(ei · es)+

Δεd

εp

(
es
‖ · ed

)(
ei
‖ · ed

)]
, (9.24)

S3 =− ik3

4π
F

Δεd

εp

(
es
‖ · ed

)(
ei
‖ · ed

)
, (9.25)
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S4 =− ik3

4π
F

Δεd

εp

(
ei
‖ · ed

)
(e⊥ · ed) . (9.26)

Let the droplet be illuminated by a wave propagating parallel to the axis
z (θ i = 0). At this case for the forward scattering (θ s = 0) at a fixed orientation of
the director ed, the elements of the amplitude scattering matrix S of the droplet in
the laboratory system of coordinates xyz are [40]

S1 =− ik3

4π
V

[(
εdo

εp
−1

)
+

Δεd

εp
sin2θdsin2 (ϕd −ϕs)

]
, (9.27)

S2 =− ik3V
4π

⎡
⎣
(

εdo
εp

−1
)

cosδ + Δεd
εp

cosδ sin2θdcos2 (ϕd −ϕs)

− Δεd
2εp

sinδ sin2θd cos(ϕd −ϕs)

⎤
⎦ , (9.28)

S3 =− ik3

4π
V

Δεd

2εp

[
cosδ sin2θd sin2(ϕd −ϕs)−
− sinδ sin2θd sin(ϕd −ϕs)

]
, (9.29)

S4 =− ik3

4π
V

Δεd

2εp
sin2θd sin2(ϕd −ϕs) . (9.30)

Here, δ is the scattering angle determined by the vectors es and ei; angle ϕs

defines the orientation of the projections of vector es (Fig. 9.2) onto the plane (xy)
with respect to the axis x (it is the angle between the scattering plane (eies) and the
plane (zx)); angle ϕd defines the orientations of the projections of vector ed onto
the plane (xy) with respect to the axis x; and angle θ d defines the orientation of Eq.
(9.30) the vector ed with respect to the axis z.

As a rule, films consist of polydisperse ensembles of droplets. Therefore, analysis
of a coherent field transmitted through the film requires the knowledge of averaged
elements of the scattering matrix. Averaged over the sizes and orientations of
droplets scattering matrix elements are

〈S1〉=− ik3

4π
〈V 〉

[(
εdo

εp
−1

)
+

Δεd

3εp

(
1+2Sxsin2ϕs +2Sycos2ϕs

]
, (9.31)

〈S2〉=− ik3

4π
〈V 〉

⎡
⎣
(

εdo
εp

−1
)

cosδ + Δεd
3εp

(
1+2Sxsin2ϕs

+2Sycos2ϕs

)
cosδ

⎤
⎦ , (9.32)

〈S3〉= 〈S4〉= 0. (9.33)
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Here, the angular brackets 〈〉 denote averaging over the sizes of droplets and
orientation of their directors; 〈V〉 is the average volume of droplets; Sx, Sy, and Sz

are the x, y, and z components of the film order parameter tensor. They characterize
the orientation ordering of the directors of LC droplets in the coordinate system xyz:

Sx =
1
2

(
3
〈
sin2θdcos2ϕd

〉−1
)
, (9.34)

Sy =
1
2

(
3
〈
sin2θdcos2ϕd

〉−1
)
, (9.35)

Sz =
1
2

(
3
〈
cos2θd

〉−1
)
. (9.36)

These components are related by the equation:

Sx +Sy +Sz = 0. (9.37)

Pay attention that at random orientation, Sx and Sy components are expressed via
Sz component as follows:

Sx = Sy =−1
2

Sz. (9.38)

9.4 Transmittance of the PDLC Film

Consider PDLC film (Fig. 9.3) of thickness l with a large number of heterogeneous
in size and orientation droplets. Every droplet is characterized by its director ed,
indicating the direction of preferred orientation of the liquid-crystal molecules
within it. Suppose further that at the absence of an applied electric field, droplets
have a preferred orientation direction 〈ed〉 (note that directions+ 〈ed〉 and −〈ed〉
are physically equivalent).

We choose a laboratory coordinate system as follows: the z-axis is perpendicular
to the film plane and the x- and y-axes are in the plane of the film. We choose the
direction of the x-axis so that the vector 〈ed〉 is in the plane (xz). The angle θ av

d
sets the deviation of the mean director 〈ed〉 on the z-axis. Unit vectors ei and es,
as before, indicate the direction of propagation of the incident and scattered waves,
and angles θ i, θ s, ϕi, ϕs are their polar and azimuthal angles, respectively.

So when we deal with the object consisting of a large number of LC droplets,
we can use statistical methods to describe characteristics of transmitted light.
The transmitted radiation can be considered as a sum of coherent (average) and
incoherent (fluctuating) components. The coherent component is determined by
means of the Foldy–Twersky equation [38]. In the problem under consideration,
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Fig. 9.3 Schematic presentation of the PDLC film and the illumination conditions. Notations are
in the text

we deal with polarized light; therefore, we have to generalize it to the vector case.
We write this equation for the vector case as

( 〈Ee〉
〈Eo〉

)
=

(
ψe(z) 0

0 ψo(z)

)∣∣∣∣
z=l

(
cosα
sinα

)
Ei. (9.39)

Here, 〈Eo〉 and 〈Ee〉 are the ordinary and extraordinary components of the
coherent field transmitted through a PDLC film. Functions ψe,o(z) are the solutions
to the integral equations:

Ψe;o(z) = exp(ikz)

⎛
⎝1−q〈Se;o(0)〉

z∫
0

exp(−ikzs)ψe;o (zs)dzs

⎞
⎠ , (9.40)

where q= 2πk− 2N, N is the number of LC droplets per unit volume, and 〈Se,o(0))〉
are the amplitude scattering functions, averaged over the droplet sizes and the
orientations of their directors, for the extraordinary and ordinary waves at zero
scattering angle.

A solution to Eq. (9.40) is given by

Ψe;o(z) = exp(ike,oz) . (9.41)
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Here, ke and ko are the wave propagation constants of the extraordinary and
ordinary waves:

ke,o = k+ iqexp(ike,oz)〈Se;o(0)〉 . (9.42)

Amplitude scattering functions Se(0) and So(0) are calculated with the use of
formula (9.32):

Se(0) = 〈S2〉ϕs=0,δ=0 =− ik3

4π
〈V 〉

[
εdo

εp
−1+

Δεd

3εp
(1+2Sx)

]
, (9.43)

Se(0) = 〈S2〉ϕs=π/2,δ=0 =− ik3

4π
〈V 〉

[
εdo

εp
−1+

Δεd

3εp
(1+2Sy)

]
, (9.44)

Using Eqs. (9.39), (9.40), (9.41), (9.42), (9.43), and (9.44), we find the extraor-
dinary and ordinary components of the transmitted light [40, 42]:

Ee
s = Re

Es · ei
e

Ei exp(ikl)
=

1
E

exp

(
−1

2
γel

)
cosΦe

(
Ei.ei

e

)
, (9.45)

E0
s = Re

Es · ei
0

Ei exp(ikl)
=

1
Ei

exp

(
−1

2
γ0l

)
cosΦ0

(
Ei · ei

0

)
. (9.46)

Here γe,o are extinction indices and Φe,o are phases of the extraordinary and
ordinary waves, respectively. They are determined as follows:

γe,o =
4πN
k2 Re〈S2,1(0)〉 , (9.47)

Φe,o =
4πNl

k2 Im〈S2,1(0)〉 . (9.48)

The transmission coefficients for extraordinary and ordinary waves as obvious
from Eqs. (9.45) and (9.46) are

te,o = exp

(
−1

2
γe,ol

)
. (9.49)

Pay attention that at random orientation of droplets γe = γo and te = to.
Characteristics of light transmitted through a PDLC film are investigated in

details below.
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9.5 Phase Shift

The phase shift between extraordinary and ordinary components of the transmitted
light can be determined by Eq. (9.48):

ΔΦ = Φ0 −Φe =
lkCV

2cosθi

Δεd

εp

(〈
(ee · ed)

2
〉
−
〈
(eo · ed)

2
〉)

. (9.50)

Here θ i is an incident angle of light; l is the film thickness; CV =N〈V〉 is a
volume concentration of droplets [42]. Note that the volume fraction of droplets
is less than the volume fraction of LC in the sample, because some portion of the
liquid crystal is dissolved in the polymer matrix.

In the case of normal incidence, Eq. (9.50) is reduced to

ΔΦn =
lkCV

2
Δεd

εp

(〈
sin2θdcos2φd

〉−〈
sin2θdsin2φd

〉)
, (9.51)

where ΔΦn is the phase shift at normal incidence of radiation and θ d and ϕd are the
tilt and azimuth angles of a droplet director ed, respectively.

To describe orientation distribution of LC droplet directors in the film, a tensor
order parameter Ŝ of a PDLC film with components

Si j =
1
2

〈
3(ed)i(ed) j −δi j

〉
, (9.52)

is used [5]. Here (ed)i,(ed)j, i,j= 1,2,3 are the components of the droplet director
[see Eqs. (9.34), (9.35), and (9.36)]: S11 = Sx, S22 = Sy, S33 = Sz.

The components of the order parameter tensor numerically characterize the ori-
entational ordering of the directors of the droplets with respect to the corresponding
axes of the laboratory coordinate system. These parameters are determined by
the orientation of LC droplet directors and depend on an applied external field.
They allow us to describe different types and transformations of the distribution
of directors of liquid-crystal droplets without knowledge of the explicit expressions
for the dependence on the controlling field applied to the film.

We assume, for simplicity, that droplet director azimuths are uniformly
distributed over the interval [−ϕmax

d , +ϕmax
d ] (note that the vector 〈ed〉 is

in the plane (xz)) and polar angles are uniformly distributed over the interval
[θ av

d − θ max
d , θ av

d + θ max
d ] at zero applied to the film electric field. θ av

d is the average
polar angle for droplet director orientation (Fig. 9.3.).

In this case we can write the components Sx and Sy in terms of component Sz as
follows:

Sx =
1
2

(
(1−Sz)

sin2φ max
d

2φ max
d

−Sz

)
, (9.53)
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Sy =
1
2

(
(Sz −1)

sin2φ max
d

2φ max
d

−Sz

)
. (9.54)

Z component of the tensor can be written as follows [43]:

Sz =
1
4
+

3
8

(
1
3

sin3θ av
d

sinθ av
d

sin3θ max
d

sinθ max
d

−1

)
, (9.55)

Below the tensor order parameters for some asymptotic orientational structures
of the layer are presented as the examples:

1. Planar-oriented structure of optical axes of liquid-crystal droplets along the x-
axis, θ av

d = π/2, θ max
d = 0, ϕmax

d = 0 (Sx = 1, Sy =−1/2, Sz =−1/2)
2. Homeotropic structure with directors of droplets oriented along the z-axis,

θ av
d = 0, θ max

d = 0, ϕmax
d = 0 (Sx =−1/2, Sy =−1/2, Sz = 1)

3. Planar random orientation in the (x, y) plane of the layer (x,y), θ av
d = π/2,

θ max
d = 0, ϕmax

d = π (Sx = 1/4, Sy = 1/4, Sz =−1/2)
4. Random orientation in the volume, θ max

d = π/2, θ max
d =π (Sx = Sy = Sz = 0)

Under an applied field, droplets tend to be aligned along the direction of the field
(we consider LC with positive birefringence Δn= ne − no > 0, ne =

√
εe, no =

√
εo

are refractive indexes of LC for extraordinary and ordinary waves, respectively).
So long as the field is directed normally to the sample, the change in the orientation
order degree of LC droplets can be described by means of the order parameter tensor
component Sz.

We suppose that the angular distribution of the droplet directors is uniform within
a solid angle ΔΩ. At E = 0 angleθ av

d = π/2 θ av
d = π/2 and angle θ av

d = 0. It means
that [−ϕmax

d ≤ϕd ≤+ϕmax
d ] and [π/2− θ max

d ≤ θ d ≤ π/2+ θ max
d ]. Here ϕmax

d and
θ max

d are the maximal deviation angles of the droplet directors from axis x in the (xy)
and (xz) planes, respectively. Then [40],

Sz =
1
4
+

3
4

(
u

4E2 +
3E4 −2E2 −1
16E3 sinθ max

d
ln

∣∣∣∣u+2E sinθ max
d

u−2E sinθ max
d

∣∣∣∣
)
, (9.56)

u =

√
(E2 −1)2 +4E2sin2θ max

d . (9.57)

Here E is the reduced (normalized) strength of an applied electric field.
E =Ea/Eth, where Ea is the applied (control) electric field and Eth is the field
magnitude to reorient droplet [5, 26].

At θ max
d = π/2, Eq. (9.22) describes transition from a random structure of droplet

directors to the homeotropic one [5, 26]:

Sz =
1
4
+

3
(
E2 +1

)
16E2 +

3
(
3E2 +1

)(
E2 −1

)
32E3 ln

∣∣∣∣E +1
E −1

∣∣∣∣ . (9.58)
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Fig. 9.4 Order parameter Sz

as function of field Ea applied
to the film along the z-axis.
Transition from a planar
((θ av

d = π/2, θ max
d = 5◦)

dashed line), random
((θ av

d = θ max
d = π/2) solid

line), and partially ordered
((θ av

d = 45◦, θ max
d = 10◦))

chain line) structures to the
homeotropic one.
Eth = 6.25 V/μm

The dependence of order parameter Sz as function of the applied field Ea is
shown in Fig. 9.4 for different initial angles θ max

d (realized at zero applied field).
One can see that the transition from a partially ordered structure of droplet directors
to the homeotropic structure is characterized by stronger dependence of the order
parameter on the applied field and offers more possibilities for modulating optical
radiation than transition from the random to the homeotropic one.

At the oblique incidence, the phase shift between extraordinary and ordinary
waves can be written as follows:

ΔΦobl = Φo −Φe =
lkcv

2cosθi

Δεd

εp
×
(
(1−Sz)

(
2cos2θi − sin2θi cos2φi

) sin2φ max
d

6φ max
d

+Szsin2θi

)
. (9.59)

Dependence of the phase shift ΔΦobl on the angle of incidence θ i and the electric
field strength for partial orientation of droplets in the film is displayed in Fig. 9.5.

For strongly oriented droplets, the first term in Eq. (9.59) is dominant. Maximal
phase shift changes are implemented for small angles of incidence. Phase shift has
maximal values at small angles of incidence and low fields when droplet directors
are mainly oriented along the x-axis, while achieving the greatest difference in the
refractive indices of the film for the extraordinary and ordinary waves.

Note that phase shift very weakly depends on the angle of incidence when the
wave vector of the incident wave is in the plane yz (angle ϕi is close to±π/2).

Dependence of the phase at oblique incidence of light as function of the angle of
incidence θ i and the applied electric field Ea is displayed in Fig. 9.6.

At random orientation of droplet directors, maximum phase shift is achieved at
high fields and high angles of incidence. This is explained by the fact that at low
fields the film is similar to the isotropic one. In a strong field, it has a preferred
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Fig. 9.5 Phase shift ΔΦobl at oblique incidence of light for the partially orientation droplets in
the film as function of incidence angle θ i and the electric field strength Ea. In the absence of
an external field (Ea =0) ϕmax

d = θ max
d = 10◦, θ av

d = 90◦. The wavelength of the incident radiation
λ = 0.6328 μm. The refractive index of the polymer np = 1.524 (εp = n2

p), the refractive indices of
the liquid crystal n⊥ = 1.511 Ë n‖ = 1.74 (ε‖ = (n‖)2); the layer thickness l= 41.3 μm, the volume
concentration of the liquid crystal CV = 0.075, the molecular order parameter S= 0.6, the order
parameter of the liquid-crystal droplet Sd = 0.7, the average droplet radius 〈R〉= 0.05 μm, and the
parameter of the gamma distribution [see Eq. (9.73)] μ = 16

Fig. 9.6 Phase shift ΔΦobl at oblique incidence of light as function of angle of incidence θ i and
electric field Ea. Initial droplet director distribution (in the absence of an external field, Ea = 0)
is close to the random (ϕmax

d = θ max
d = 80◦, θ av

d = 90◦). The other parameters are the same as in
Fig. 9.5
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Fig. 9.7 Phase shift between extraordinary and ordinary components of transmitted light at
oblique illumination by a laser with λ = 0.6328 μm versus applied voltage at different incident
angle θ i. Theoretical results (solid curves), experimental data [46] (symbols). Thickness of film
l= 36 μm, volume concentration of droplets Cv = 0.4, molecular order parameter S= 0.92, order
parameter of droplet Sd = 0.818. no = 1.511, ne = 1.74, np = 1.55. The samples were prepared by
the phase-separation method using fluid prepolymer EPON 815 (Shell Chemical Co.) and MK 107
(Wilmington Chemical Corporation) and as curing agent Capcure-3-800 (Shell Chemical Co.) and
B component BOSTIC (Boston s.p.A.). The LC E7 (British Drug House) was used

direction (optical axis). Therefore, the larger the angle of incidence of light (the
angle between the optical axis and the direction of propagation), the greater is
the difference in refractive indexes of the film and the larger phase difference is
achieved.

Below we consider two limiting cases that allow one to get the highest phase
difference: (i) oblique incidence of light on the film with random director distribu-
tion and (ii) normal incidence of light on a layer of with partially oriented director
droplets.

(i) At random droplet distribution ϕmax
d = π/2. In this case the phase difference

ΔΦobl between the extraordinary and ordinary components is

ΔΦobl =
lkcv

2cosθi

Δεd

εp
Szsin2θi. (9.60)

The theoretical results as shown in [44, 45] are in good agreement with the
experimental data [46]. Dependence of the phase shift ΔΦobl on the applied
voltage is displayed in Fig. 9.7.
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Fig. 9.8 Phase shift ΔΦn between extraordinary and ordinary waves versus the applied electric
field strength Ea at normal illumination. The other parameters are the same as in Fig. 9.5

(ii) At partially oriented droplets and normal illumination (θ i = 0◦), we have

ΔΦn =
lkcv

3
Δεd

εp

sin2φ max
d

2φ max
d

(1−Sz) . (9.61)

Maximal possible value of the phase shift at normal illumination is achieved
when all directors are oriented along the x-axis (Sz =−1/2):

ΔΦmax
n =

lkcv

2
Δεd

εp

sin2φ max
d

2φ max
d

. (9.62)

The dependence of the phase shift on the strength of applied electric field
is displayed in Fig. 9.8. It shows the results of calculations of phase ΔΦn at
different initial orientation of the LC droplets.

Analysis shows that the maximal value of the phase shift is determined by
both angles θ max

d and ϕmax
d . Meanwhile, the slope of the curve depends only on

the angle θ max
d . This implies that a PDLC sample with small partially oriented

droplets can be utilized as a phase plate working either in the “sharp” regime
(the phase shift decreases abruptly from maximal value to zero with applied
electric field) or in the “smooth” one (the phase shift is changed gradually with
applied electric field).

Dependence of the phase shift ΔΦn versus strength of the applied electric
field Ea and angle ϕmax

d at normal illumination is shown in Fig. 9.9.
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Fig. 9.9 Phase shift ΔΦn at normal incidence of light versus strength of the applied electric field
Ea and angle ϕmax

d at θ max
d = 5◦. The other parameters are the same as in Fig. 9.5

9.6 Extinction Indices

Since we consider nonabsorbing LC, the elements of the amplitude scattering
matrix are pure imaginary values. It means that we cannot use Eq. (9.47) to
calculate the extinction indices. Thus, we faced the problem of the extinction indices
determination and have to use another way [36]:

γe,o = N
∫
4π

〈
dσ
dΩ

(e = ee,o)

〉
sinθsdθsdφs. (9.63)

Here N is concentration of the LC droplets; θ s and ϕs are the tilt and azimuth
angles of the vector es; e is unit vector in the direction of the incident light polar-
ization; eo and ee are unit vectors which point the direction of the extraordinary and
ordinary waves polarization, respectively; and dσ /dΩ is the differential scattering
cross section for a single LC droplet [29, 36]:

dσ
dΩ

=
1
k2

(∣∣∣S2e · ei
||+S3e · ei

⊥
∣∣∣2 +

∣∣∣S4e · ei
||+S1e · ei

⊥
∣∣∣2
)
. (9.64)

By means of Eqs. (9.63) and (9.64), the extinction indices can be calculated only
numerically [41].

At small azimuthal angles ϕi, the extinction coefficient for extraordinary wave
γe strongly depends on the angle of incidence θ i, whereas the extinction coefficient
for the ordinary wave γo depends on this angle very weakly. By contrast, at the



214 V.A. Loiko

a.1

a.2

a.3

b.3

b.2

b.1

Ea (V/µm)

0
0

0.5

1

1.5

2.5

3.5

3

2

2 4 6 8 10

γe, ro�103 (μm−1)

Fig. 9.10 Dependences of the light extinction coefficient for the extraordinary wave γe (curves
a.1, a.2, a.3) and for the ordinary wave γo (curves b.1, b.2, b.3) on the strength of the electric field
applied to the layer at the angles ϕmax

d : 1−ϕmax
d = 5◦; 2−ϕmax

d = 45◦; 3−ϕmax
d = 90◦. θ i = 0◦.

The other parameters are the same as in Fig. 9.5

azimuthal angles ϕi close to π/2, the extinction coefficient for the ordinary wave γo

substantially depends on the angle of incidence, whereas the extinction coefficient
γe depends on this angle only slightly. However, both extinction coefficients (γe and
γo) at any angles of incidence are on the order of 10–3 μm−1. This, for example,
means that the transmittance of the film with a thickness of 40 μm is no less than
85 %. Owing to high transmittance, the films containing nanosized dispersed liquid-
crystal droplets can be used as optical modulators with low-energy losses for many
applications, for example, in telecommunication systems. The influence of droplet
director ordering in the film plane on the light extinction coefficients is illustrated in
Fig. 9.10.

An increase in the angle ϕmax
d (it characterizes the degree of orientational

ordering) leads to a decrease in the extinction coefficient for the extraordinary
wave and, contrastingly, to an increase in the extinction coefficient for the ordinary
wave. In the limiting case of a random orientation of droplets in the film plane
(ϕmax

d =π/2), extinction coefficients coincide.
The calculations from relationship (9.63) are complicated by the fact that the

distribution of the orientations of liquid-crystal droplets in the film is known only in
the rare cases.

In order to obtain convenient analytical expressions for the extinction coef-
ficients, we use the approximation of the effective amplitude scattering matrix.
The real layer containing liquid-crystal droplets with different sizes and different
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Fig. 9.11 Schematic representation of the laboratory frame, the scattering plane, and the unit
vectors. The vector 〈ed〉 is the preferred orientation direction of the droplet directors. The z-axis
is perpendicular to the sample plane and the vector 〈ed〉 is in the x–z plane. The scattering plane
is the plane which the wave vectors of incident ei and scattered es waves belong to; δ is the angle
between ei and es; e⊥, e‖i, and e‖s are components of the polarization vectors of the incident and
scattered waves

orientations is replaced by an effective layer containing identical droplets with the
average optical characteristics. In order to determine the amplitude matrix of light
scattering by these droplets, the matrix elements defined by relationships (9.23),
(9.24), (9.25), and (9.26) are averaged over the sizes of droplets and over the
orientations of their directors.

The effective extinction coefficients of the layer are determined by integrating
the equations for the differential scattering cross sections over the full solid angle.
In order to simplify the problem, we calculate the differential scattering cross
sections as the half sum of the differential scattering cross sections for the two
limiting positions of the vectors ei, es, and 〈ed〉 at which these cross sections take on
minimum and maximum values. Vectors ei, es, and 〈ed〉 determine unit vectors of
the incident and scattering waves and the average direction of the droplet directors
(Fig. 9.11).

In the first case the scattering plane (ei, es) coincides with the principal plane
(ei,〈ed〉). Then the differential scattering cross sections are

(
dσ
dΩ

)(1)

e
=

(
dσ
dΩ

(
e = ee

)(1)

=
1
k2

(∣∣∣〈S(1)2

〉∣∣∣2 +
∣∣∣〈S(1)4

〉∣∣∣2
)
, (9.65)

(
dσ
dΩ

)(1)

o
=

(
dσ
dΩ

(
e = eo

)(1)

=
1
k2

(∣∣∣〈S(1)3

〉∣∣∣2 +
∣∣∣〈S(1)1

〉∣∣∣2
)
. (9.66)
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In the second case the scattering plane is perpendicular to the principal plane.
The differential scattering cross sections are

(
dσ
dΩ

)(2)

e
=

(
dσ
dΩ

(
e = ee

)(2)

=
1
k2

(∣∣∣〈S(2)3

〉∣∣∣2 +
∣∣∣〈S(2)1

〉∣∣∣2
)
, (9.67)

(
dσ
dΩ

)(2)

o
=

(
dσ
dΩ

(
e = eo

)(2)

=
1
k2

(∣∣∣〈S(2)3

〉∣∣∣2 +
∣∣∣〈S(2)1

〉∣∣∣2
)
. (9.68)

We determine “effective” extinction indices of the cell as follows:

γeff
e,o = πN

π∫
0

[(
dσ
dΩ

)(1)

e,o
+

(
dσ
dΩ

)(2)

e,o

]
sinθsdθs. (9.69)

At normal light incidence Eq. (9.69) is transformed into [41]

γeff
e,o =

Nk4g
16π

(
εdo

εp
−1+

Δεd

3εp
(1+2Sx,y)

)2

, (9.70)

where

g =

π∫
0

〈F〉2 (cos2θs +1
)

sinθsdθs, (9.71)

〈F〉 is the function given by Eq. (9.20) averaged over the LC droplet size.
Assume that LC droplet radii R are distributed according to the gamma distribu-

tion with the probability density:

ρμ(R) =
μμ Rμ−1

〈R〉μ Γ(μ)
exp

(
−μ

R
〈R〉

)
, (9.72)

where 〈R〉is the mean radius of LC droplets; μ is the distribution parameter. Then

〈F〉= 4π
a3

(
t2 −1

)− μ+1
2

(
sin((μ +1)arctan t)

− t(μ+1)√
t2+1

cos((μ +2)arctan t)

)
, (9.73)

t =
a〈R〉
μ +1

. (9.74)

Comparison of the described simplified approach for the extinction index
calculation with the results obtained by Eq. (9.63) has shown their reasonable
coincidence [41].
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Fig. 9.12 Transmittance at parallel TVV and crossed TVH polarizer and analyzer versus applied
electric field strength. Theoretical results obtained by the described model (curves) (SSd = 079).
Experimental data [19] (symbols)

Equation (9.70) allows one to determine effective extinction indices by the order
parameter tensor components. Note that the function g depends on the polydispersity
of droplets. It does not change with the external field. It was used to calculate the
ellipticity and azimuth of the polarization state of transmitted light. Calculation error
for these values as follows from numerical analysis is about 1 %.

The results of calculations for transmittance are displayed in Fig. 9.12 (lines) in
comparison with the experimental data [19] (symbols). The described theoretical
results were compared [42] with the experimental data of [19]. The sample was pre-
pared using LC BL24 from Merck Industrial Chemicals (ne = 1.7174, no = 1.5132 at
589 nm) and polymer NOA81 from Norland Products Inc. (np = 1.5662 at 589 nm).
The volume concentration of LC droplets Cv was about 1 % and the mean radius
of droplets was measured to be 50 nm. The sample was illuminated with infrared
radiation (λ = 1.3 μm) along its plane. Electric field was applied normally to the
sample plane. The incident light was polarized at angle α = 45◦ to the z-axis by
polarizer. Analyzer was placed behind the sample and was oriented in two ways:
parallel and perpendicular to the polarizer. Transmittance at parallel TVV and crossed
TVH polarizer and analyzer was measured.

It is obvious that the theoretical model is in good agreement with the experiment.
Moreover, since the only fitting parameter is the product SSd, it might expect that
the method proposed can be employed to determine the order parameters by the
transmittance measurements.
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9.7 Polarization of Transmitted Light

Let the incident beam be parallel to the direction of applied electric field and
normal to the film surface. At this case [see Eqs. (9.45) and (9.46)] amplitudes of
extraordinary αe and ordinary αo waves are

ae,o = te,o

(
cosα
sinα

)
. (9.75)

Here α is the polarization angle of the incident wave relative to the x-axis of the
laboratory frame; te,o are the transmission coefficients:

te,o = exp

(
−1

2
γe,ol

)
. (9.76)

Using the above equations, one can write the expression for polarization ellipse:

(
Ex

ae

)2

+

(
Ey

ao

)2

−2
ExEy

aeao
cosΔΦn = sin2ΔΦn. (9.77)

The semiaxes of the polarization ellipse are

A2 = (ae cosβ )2 +(ao sinβ )2 +aeao sin2β cosΔΦn, (9.78)

B2 = (ae sinβ )2 +(ao cosβ )2 −aeao sin2β cosΔΦn, (9.79)

where

tg2β = 2
aeao

a2
e−a2

o

cosΔΦn. (9.80)

Consider ellipticity η and azimuth ξ of the transmitted wave. Ellipticity η is a
ratio of the semiminor axis of the ellipse of polarization to the semimajor one:

η =

√
(ae sinξ )2 +(ao cosξ )2 −aeao sin2ξ cosΔΦn

(ae cosξ )2 +(ao sinξ )2 +aeao sin2ξ cosΔΦn

. (9.81)

Azimuth ξ is an angle between the major axis of the polarization ellipse and
the x-axis of the laboratory frame counted counterclockwise with respect to the
positive direction of axis z. If A>B, the angle ξ = β . Otherwise, if β < π/2, the
angle ξ = β + π/2, and if β > π/2, then ξ = β − π/2.

Transition from a partially ordered structure of droplet directors to a homeotropic
structure is displayed schematically in Fig. 9.13. The phase difference ΔΦ (which
depends on the order parameter Sz) changes from 0 to π [40].
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Fig. 9.13 Schematic view of
the shape and orientation of
the polarization ellipse. The
arrows indicate the sign of
rotation of the electric vector.
Notations are in the text

It follows from Eqs. (9.78), (9.79), and (9.80) that, for ΔΦ = π , a wave
transmitted through a film at an angle of β (tan β = (te/to)tan α) is linearly polarized
(line 1 in Fig. 9.13). For ΔΦ = 0, the transmitted wave holds the linear polarization
of the incident wave (line 5 in Fig. 9.13). When π >ΔΦ > 0, the transmitted wave
is elliptically polarized. The polarization ellipse rotates clockwise for the optical
anisotropy Δε > 0 (ellipses 2, 3, and 4 in Fig. 9.13). Maximal ellipticity is obtained
for ΔΦ = π/2 (ellipse 3 in Fig. 9.13). When ΔΦ = π/2 and a wave is incident at
an angle of αo(tan αo = te/to), then the transmitted wave is circularly polarized
(η = 1). Figure 9.13 illustrates the rotation of the polarization ellipse and of the
plane of polarization of the transmitted wave for polarization angles α �=αo of the
incident wave. The electric vector rotates clockwise from the positive direction of
axis z (right elliptic polarization).

The calculated dependences of the ellipticity and the azimuth on the strength of
the external electric field applied to the PDLC sample are shown in Fig. 9.14. The
phase shift between extraordinary and ordinary waves (see dashed line) is displayed
in this figure as well.

In a general case the transmitted light is elliptically polarized. Under certain
conditions linear or circular polarizations can be implemented. For the case under
consideration when the strength of external field is equal to 4.5 V/μm (correspond-
ing to the phase shift between extraordinary and ordinary waves ΔΦn = 180◦),
the ellipticity η = 0 (see Fig. 9.14). Consequently, the transmitted light is linearly
polarized. At this strength the polarization angle of the transmitted light is char-
acterized by the azimuth ξ = 127◦. This means that the polarization plane of the
transmitted light is rotated (polarization angle α of incident light is 50◦).
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Fig. 9.14 Ellipticity η (thin solid line), azimuth ξ (bold solid line), and phase shift ΔΦn (dashed
line) of the transmitted light at normal illumination versus the electric field strength Ea. Polarization
angle of the incident light α = 50◦; the angles θ max

d = 25◦ and θ max
d = 5. The other parameters are

the same as in Fig. 9.5

One more case of linear polarization of the transmitted light is displayed in
Fig. 9.14. For a strong applied field, the ellipticity η = 0 and the azimuth equals
to the polarization angle of the incident light. This implies that the transmitted light
keeps its initial polarization state. If the phase shift ΔΦn = π/2 (for the sample under
consideration it occurs at 6.25 V/μm), the ellipticity has a peak, and the azimuth is
equal to π/2.

The transmitted light is linearly polarized at angle

tanξlin = (−1)n

{
exp

[
k3gn
8〈V 〉

(
εdo

εp
−1+

2nπϕmax
d

Lkcv sin
(
2ϕmax

d

)
)]

tanα

}
, (9.82)

if the phase shift ΔΦn = πn (n is an integer). For 〈R〉 tending to zero the trans-
mitted light polarization angle ξ lin = π −α for ΔΦn = (2n+ 1)π and ξ lin =α for
ΔΦn = 2nπ .

Dependences of polarization angle ξ lin of the transmitted linearly polarized light
versus the angle ϕmax

d and the average LC droplet radius 〈R〉 at different polarization
angles of the incident light are displayed in Fig. 9.15.

It is evident from Fig. 9.15 that at small 〈R〉 the angle ξ lin = π −α . Thus the
polarization plane can be rotated by more than 90◦ by means of a PDLC cell with
nanosized LC droplets. The other parameters entering into Eq. (9.82) have rather
weak influence on the polarization angle ξ lin.
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Fig. 9.15 Polarization angle ξ lin of the transmitted linearly polarized light versus the angle ϕmax
d

(a) and the average LC droplet radius 〈R〉; (b) at different polarization angles of the incident light.
The other parameters are the same as in Fig. 9.5

Rotation angle Φ rot of the polarization plane, obviously, is determined by the
relation:

Φrot = ξlin −α. (9.83)

Dependence of the rotation angle on the average radius of LC droplets 〈R〉 and
angle ϕmax

d is displayed in Fig. 9.16.
The rotation angle depends linearly on the angle α:

Φrot = π −2α. (9.84)

Dependence of the ellipticity on the polarization angle of incident light and the
strength of external electric field is displayed in Fig. 9.17. There are two polarization
angles of the incident light such that the circular polarization of transmitted light (the
ellipticity η = 1) is implemented.

Dependence of ellipticity η versus the applied field and the angle ϕmax
d is shown

in Fig. 9.18.
We now consider the cases in which it is possible to get circular polarization of

the transmitted wave. From Eq. (9.81) it follows that ellipticity η = 1 if the incident
light is polarized at angle

αcirc = arctan

(
exp

(
−k3

8〈V 〉

(
εdo

εp
−1+

π (n+1/2)φ max
d

lkcV sin
(
2φ max

d

)
)))

(9.85)

or at angle α ′
circ = π −αcirc, and phase shift ΔΦn = (n+ 1/2)π . Dependence of the

angle αcirc on the average LC droplet radius 〈R〉 is displayed in Fig. 9.19.
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Fig. 9.16 Angle Φ rot versus average radius of LC droplets 〈R〉 and angle ϕmax
d . The other

parameters are the same as in Fig. 9.5

Fig. 9.17 Ellipticity η versus polarization angle α of the incident light and the applied electric
field strength. Normal illumination. The other parameters are the same as in Fig. 9.5

The angle αcirc tends to π/4 at small size of LC droplets and does not exceed this
magnitude for LCs with positive birefringence. By means of Eqs. (9.82) and (9.85),
droplet size can be estimated through the optical measurements.
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Fig. 9.18 Ellipticity η versus the applied field Ea and the angle ϕmax
d . Polarization angle α = 500;

the average LC droplet diameter 〈d〉= 75 nm, θ max = 50. The other parameters are the same as in
Fig. 9.5
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〈R〉 (nm)
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Fig. 9.19 Polarization angle of the incident light αcirc at which the transmitted light is circularly
polarized versus the average droplet radius 〈R〉. The results are calculated at ϕmax

d = 5◦ at the
parameters specified in Fig. 9.5
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Note that not always it is possible to produce light circular polarization at the
output of the film. There are initial orientations of the LC droplets when it is
unavailable. Maximum ellipticity depends on the size of droplets and the degree
of orientational order in the plane (xy). The example is shown in Fig. 9.20. For the
considered case angle ϕmax

d should not exceed 35o, to obtain circular polarization of
the transmitted light.

9.8 Liquid-Crystal Lens with Electrically Variable
Focus Length

LC lenses usually have polarization-dependent properties. Using the PDLCs allows
one to make polarization-insensitive lenses. Below, based on the described results,
we analyze electrically tunable polarization-independent light focusing by two types
of PDLC lenses with nematic LC droplets with random (at zero field) orientation
of directors. One of these called for brevity “flat lens” is a plane parallel PDLC
layer with axially symmetric distribution of liquid-crystal droplet concentration. The
other is a combination of a PDLC layer with a glass lens. We call it for brevity
“combined lens” [47].

9.8.1 Flat Lens

Consider a plane parallel PDLC film of thickness l with axially symmetric dis-
tribution of liquid-crystal droplet concentration confined between plane parallel
transparent electrodes, with an aperture of diameter D. The (xy) plane of the
laboratory coordinate system x, y, z is the front surface of the PDLC film, and the
z-axis is normal to the film (see Fig. 9.21).

At zero field, the LC directors are randomly oriented (the order parameter Sz = 0).
When a uniform electric field is applied along the normal to the film, the droplet
directors align with the field. The characteristics of light transmitted through the
PDLC film with droplet directors reoriented in this manner are independent of the
light polarization at normal incidence.

We use the Foldy–Twersky equation [38, 40] to determine the coherent trans-
mitted field. The mean coherent field amplitude in the plane z= l is expressed as

〈E (x,y, l)〉= Ei exp(iKl), (9.86)

where Ei is the amplitude of the incident wave and K is the propagation constant of
the film:

K = k+ iq〈S(0)〉 . (9.87)
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Fig. 9.20 Maximum ellipticity as function of the average radius of droplets 〈R〉 and angle
ϕmax

d (top), the projection of a three-dimensional graph in the plane of maximum ellipticity angle
ϕmax

d (bottom)

Here, k= 2π/λ p (λ p is the wavelength of the incident light in the polymer),
q= 2πNv/k2 (Nv is the concentration of droplets), and 〈S(0)〉 is the forward
amplitude scattering averaged over LC droplet size and director orientation.
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Fig. 9.21 Schematic representation of a flat lens with axially symmetric droplet distribution

It follows from Eqs. (9.86) and (9.87) that the PDLC film can be treated as a
uniform retarder with the complex refractive index [45, 47, 48]:

ñ =
K
ki

= np

(
1+

2π
k3

p
Nv 〈S(0)〉

)
, (9.88)

where ki = 2π/λi is the wave vector of the incident on the film light, λi is the incident
wavelength, and np is the refractive index of the polymer.

The optical characteristics and director orientations of LC droplets are changed
by the applied field, and the averaged amplitude scattering 〈S(0)〉 changes accord-
ingly. Using the Rayleigh–Gans approximation, we can write an expression for the
averaged amplitude scattering 〈S(0)〉 of nanosized droplets as follows [40, 45]:

〈S(0)〉=− ik3
p

4π
〈V 〉

[
εdo

εp
−1+

εde − εdo

εp

(
1−S f

)]
, (9.89)

where 〈V〉 is the mean LC droplet volume, εp is the dielectric constant of the
polymer, Sf ≡ Sz is the field-dependent scalar order parameter of the PDLC film,
and εdo and εde denote the effective ordinary and extraordinary dielectric constants
of droplet, respectively. They are determined by Eqs. (9.13) and (9.14).
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Using relations (9.86), (9.87), (9.88), and (9.89), one can find expressions for
the absolute value ta of amplitude transmittance and the real part of the complex
refractive index of the PDLC film:

ta = exp

(
−1

2
γl

)
, (9.90)

Reñ = nf = np

{
1+CV

1
2

[
εo

εp
−1+

Δε
3εp

(
1−SSdS f

)]}
, (9.91)

where γ is the attenuation coefficient, Cv =N〈V〉 is the LC volume fraction in the
film, and nf is the effective refractive index of the PDLC film.

The film with axially symmetric distribution of refractive index can be used as a
polarization-independent lens. According to Eq. (9.91), the spatial distribution of
the real part of refractive index can be varied by creating an axially symmetric
distribution of LC droplet concentration in the film and/or applying an axially
symmetric field.

Suppose that the LC droplet concentration is described by the Gaussian axially
symmetric distribution:

Cv =Cv(r) =Cc
v exp

(−αr2/R2) , (9.92)

α = ln
(

Cc
v/Cb

v

)
, (9.93)

where Cc
V and Cb

V are the LC droplet concentrations at the center and periphery of
the lens, respectively; r2 = x2 + y2 determines the distance from the lens center; and
R=D/2 is the lens radius.

At the paraxial approximation, the refractive power of the lens is

1
f
=−1

n

1∫
0

(
d2Reñ(r)

d2r

)
r=0

dz. (9.94)

Here n is the ambient refractive index and f is the focal length of the lens.
According to expression (9.91), when the LC droplet concentration decreases

toward the periphery of the lens, the second derivative of Reñ(r) is negative at r = 0;
i.e., f > 0 (the lens is converging). When the LC droplet concentration increases
toward edge, we have f < 0 (the lens is diverging).

Combining distribution (9.92) with (9.91) and (9.94), we obtain

f =
R2

l
1

2α
n

npCc
VA

. (9.95)
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Fig. 9.22 Focal length f versus normalized applied field E for flat lens. D= 108 μm, l= 36 μm,
Cc

V = 0.8, Cb
V /Cc

V = lb/lc = 0.05. The LC refractive indices no = 1.511 and ne = 1.457, np = 1.524,
ng = 1.74, n= 1, λ = 0.6328 μm, S= 0.94, and Sd = 0.82

Here

A =
1
2

[
εo

εp
−1+

Δε
3εp

(
1−SSdS f

)]
. (9.96)

In general case the focal length corresponding to an axially symmetric LC droplet
concentration can be written as

f =
R2

l
G

n
npCc

vA
, (9.97)

where G is a function depending on the distribution of LC droplet concentration.
For the converging lens, G> 0. For the diverging lens, G< 0.

Dependence of the focal length versus normalized applied field (E) for the flat
lens is shown in Fig. 9.22.

9.8.2 Combined Lens

A combined lens consisting of a glass lens, a substrate, transparent electrodes, and
a PDLC is schematized in Fig. 9.23.
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Fig. 9.23 Schematic representation of a combined lens comprising a PDLC with uniform LC
droplet distribution and a glass lens

Using the Foldy–Twersky equation [38], we obtain the following expression for
the amplitude of the coherent field component at z= l (here l is the overall thickness
of the combined PDLC–glass lens):

〈E〉= Eita exp(iΦ(r)) . (9.98)

Here Φ(r) is the axially symmetric phase distribution in a beam transmitted
through the PDLC film and glass lens, Ei is the incident field amplitude, and ta
is the absolute value of the amplitude transmittance.

Expression (9.98) is a generalized solution to the Foldy–Twersky equation for an
axially symmetric optical system. It is obtained by taking into account the axial
symmetry of the field-induced reorientation of droplet directors. For an axially
asymmetric combined lens, the phase of the field at z= l is

Φ(r) = kz(r)+ kg (l − z(r)) . (9.99)

Here k is the module of the wave vector in the film and kg is the module of the
wave vector in the glass; the function z(r) describes an axially symmetric PDLC–
glass interface.

Equation (9.98) can be rewritten as

〈E〉= Eita exp(ikilReñ(r)) . (9.100)
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The real part of the complex refractive index of the combined lens is

Reñ(r) = ng +
(
n f −ng

) z(r)
l

, (9.101)

where ng is the refractive index of the glass. The value nf is the effective refractive
index of the film (Eq. 9.91).

Note that the nonuniformity of the applied field due to the curvature of an
electrode in the system depicted in Fig. 9.23 is neglected.

If the PDLC–glass interface (see Fig. 9.23) is a convex spherical segment of
radius R0, then

z(r) = h

[
1+C1

(√
1−C2

r2

R2 −1

)]
, (9.102)

where h= lc – lb (lc and lb denote the PDLC film thickness at the center and
periphery of the lens, respectively),

C1 =
R0

h
=

1
2

(
R2

h2 +1

)
, (9.103)

C2 =
R2

R2
0

=
4(R/h)2

(
(R/h)2 +1

)2 , (9.104)

and R is the lens radius. For function z(r) (Eq. 9.102), there are relations:

z(r) =

{
h,r = 0
0,r = R

, (9.105)

(
d2z(r)

d2r

)
r=0

=− h
R2 C1C2 =− 1

R0
. (9.106)

The focal length f of a lens with convex PDLC–glass interface is

f =
R0n

nf −ng
=

DBn
np (1+CVA)−np

. (9.107)

Here

B =
1
4

(
D

2lcα
+

2lcα
D

)
, (9.108)

α = 1− lb
lc
. (9.109)
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Fig. 9.24 Focal length f
versus normalized applied
field E for combined lens
with D= 10 μm,
lc = 500 μm, and lb/lc = 0.05.
The other parameters are the
same as in Fig. 9.22

It is clear from Eqs. (9.108) and (9.109) that the focal length of the combined
lens is determined by the PDLC film thickness at the center and periphery of the
cell, being independent of the glass thickness. If nf < ng, then f > 0, and vice versa
(Fig. 9.24).

This implies that the glass and liquid-crystal refractive indices can be adjusted
by varying the applied voltage so that the lens is switched between converging
and diverging. The following expression for absolute value of the amplitude
transmittance of the lens depicted in Fig. 9.23 takes place:

ta = exp

(
−1

2
γ (lb+ z(r))

)
, (9.110)

where the attenuation coefficient γ is determined using Eq. (9.63).
Finally, we note that the focal length of a lens with an aspherical PDLC–glass

interface is

f =± Rcn
nf −ng

, (9.111)

where Rc is the radius of curvature of the interface at the center of the lens. The plus
and minus signs correspond to convex and concave interfaces, respectively. The
dependence of focal length f on normalized applied field E is shown in Fig. 9.25.

As noted above, a lens with a proper chosen refractive indexes of glass and liquid
crystal may be either converging (f > 0) or diverging (f < 0). Figure 9.25 shows the
focal length plotted versus E for a converging–diverging lens.
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Fig. 9.25 Focal length f
versus normalized applied
field E for the
converging–diverging
combined lens with
D= 10 μm, lc = 500 μm,
lb/lc = 0.05. ng = 1.55. The
other parameters are the same
as in Fig. 9.21

9.9 Conclusions

In this chapter, we considered methods for analyzing the light extinction, polar-
ization, and phase by polymer film containing nanosized liquid-crystal droplets
at normal and oblique incidence of light. The methods are convenient for use
in practical applications because they do not require knowledge of the exact
distribution of the droplet director in the layer. They operate with the order
parameters. The results enable one to analyze characteristics of transmitted radiation
as a function of the morphology and structure of the film. The approach is valid
for samples with spherical droplets and can be extended for films with elliptical
droplets. The model is in good agreement with the experimental data.

Numerical results for extinction of ordinary and extraordinary components of
transmitted light are presented. Phase shift between extraordinary and ordinary
components and the polarization state of light transmitted through PDLC film with
nanosized spherical partially oriented nematic droplets are investigated. Depen-
dence of the polarization state of the transmitted light on the properties of a sample
is established. The conditions to get circular and linear polarization of transmitted
light are found.

Equations to calculate the focal lengths of the polarization-independent lenses
as functions of their geometric parameters, film morphology, and applied field are
derived. Analysis of the focal length of lenses as a function of lens geometry
is made. It is shown that the combined lens can be used as the converging–
diverging one.

The results can be used to design various devices for light modulation based on
polymer-dispersed liquid-crystal materials: optical filters, tunable polarizers, phase
plates, polarization plane rotators, devices for mapping of optical information, and
lenses with tunable focal lengths. The last can be used in fiber optical switch design,
laser collimation, phase-conjugate optics, ophthalmic optics, and photographic
optics.
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The described methods make it possible to solve the inverse scattering problem,
i.e., to determine the parameters of polymer films with small liquid-crystal droplets
(to evaluate the size and shape of the liquid-crystal droplets and the degree of their
orientational ordering) from the characteristics of transmitted radiation.
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Chapter 10
Clusters and Nanoparticles in Superfluid
Helium Droplets: Fundamentals, Challenges
and Perspectives

Shengfu Yang and Andrew M. Ellis

Abstract Helium nanodroplets provide a cold and confined environment that offers
many possibilities for the formation and investigation of clusters and nanoparticles.
Here we present a review describing the fundamental properties of helium droplets
and address in particular their application to and importance in the study of clusters
and nanoparticles. We highlight several key experiments on atomic and molecular
clusters and then turn our attention to very recent work on using helium droplets for
nanoparticle synthesis. Finally, we look to the future and consider some areas where
the growth of new nanoparticles via this route may be beneficial.

10.1 Introduction

Atomic/molecular clusters are collections of atoms/molecules that are bound
together, often by intermolecular forces. Such clusters have received intensive
experimental and theoretical investigations in recent decades from chemists and
physicists, who have been endeavouring to understand the interactions between
atoms and molecules and how they scale with size.

Clusters can vary from a collection of a few atoms/molecules through to
objects on the nanometre size scale. The latter, with dimensions up to a few
hundred nanometres, are called nanoclusters or, more usually, nanoparticles. At even
larger particle sizes, the material has essentially the same properties as the bulk
substance except the large surface to volume ratio. Compared with bulk materials,
nanoparticles have distinct and fascinating properties that can depend strongly on
their size, shape, structure and chemical composition; hence, nanoparticles can in
principle be ‘tuned’ for specific applications, and many exciting possibilities have
already been identified in medicine, electronic and optoelectronic devices, catalysis
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and even consumer products such as clothing and sunscreen creams. Unsurprisingly,
nanoparticles have now become the focus of a huge scientific and technological
research effort, and major challenges include the high degree of control of the
growth of nanoparticles in order to achieve the desired properties and performance,
as well as a good understanding of fundamental science at the nanoscale.

The most commonly used method to produce atomic and molecular clusters is
the molecular beam technique [1], in which a gaseous sample at high pressure
expands through a small orifice into a vacuum chamber to form a supersonically
expanding jet. If this passes through a skimmer it forms a collimated beam of
atoms/molecules moving at approximately equal velocities. In a typical molecular
beam, the translational temperature is generally a few K, the cooling being produced
by adiabatic expansion of the gas. To form clusters, either a seeded supersonic beam
technique or a pickup technique can be applied. The former employs the expansion
of a gas mixture, usually containing an inert carrier gas in large excess, such as
Ar or He, along with a small quantity of the desired atomic or molecular dopants.
This seeded supersonic molecular beam is a celebrated tool in the arsenal of the
physical chemist and has been widely used to produce molecular complexes, as
well as being used to study individual molecules at very low temperatures [2, 3].
The pickup technique generally employs the supersonic expansion of an inert gas,
such as argon or helium, which then gathers gaseous molecules and/or atoms in
their path [4, 5], allowing clusters to be formed within this low temperature gas
environment.

Another means to stabilise atomic and molecular clusters is to embed them in a
cold and solid environment, which is the so-called matrix isolation technique [6].
Matrix isolation generally involves molecules and atoms being trapped in an inert
solid matrix, such as one formed by molecular hydrogen, nitrogen or rare gases
at cryogenic temperatures. Due to the chemical inertness of the matrix materials,
particularly for the rare gases, guest molecules are only slightly perturbed, allowing
them to qualitatively retain the structures and electronic properties of the free
molecules. In addition, the cold solid matrix confines the guest molecules so that
even chemically reactive species that are difficult to maintain in the gas phase can be
isolated and stabilised for long periods of time [7]. Since its discovery in 1954 [8],
cryogenic matrix isolation has become a powerful experimental technique for the
investigation of molecules and small molecular clusters, and is particularly useful in
studies of transient species, such as atoms, molecular radicals and ions [9–13]. Other
examples include the synthesis of rare gas complexes, which are very challenging
to make using conventional techniques because of the intrinsic chemical inertness
of rare gases, especially, for the lighter rare gases Ar [14] and Ne [15].

Helium nanodroplets [16–20] are derived from a combination of matrix isolation
and molecular beam techniques and form the subject matter of this chapter. Unlike
other review articles and book chapters [16, 20–22], where the emphasis has been on
the broad utility of helium droplets in physical chemistry, here we focus specifically
on clusters and nanoparticles. We will begin with a description of some of the basic
properties of helium droplets that are particularly important in a cluster context and
then proceed to illustrate the key issues through a review of several previous studies.
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Finally, we turn to the future and ponder some remaining challenges and suggest
some new experiments using helium droplets that may lead to exciting developments
in nanoscience and nanotechnology.

10.2 Fundamentals of Helium Droplets

10.2.1 What Are Helium Droplets?

Helium is the only substance that remains liquid at the absolute zero of temperature,
0 K. This property derives from a combination of the low mass of atomic helium
and the exceptionally weak interactions between two helium atoms owing to the
fully occupied 1s orbital. The zero-point vibrational energies are comparable to
the very weak interatomic binding energies, thus preventing individual atoms from
being restricted to a particular lattice site (except at high pressure). The critical
temperature of 4He is 5.2 K, and helium cannot be liquefied at temperatures above
this even with a large excess pressure [23].

4He is the most abundant isotope of helium, and our emphasis here is on this
isotope. Unlike other elements in our universe, helium is the only element that does
not possess a triple point. Instead, it has a so-called λ -point, which separates the
normal liquid phase (He-I), the superfluid phase (He-II) and the solid phase (see
Fig. 10.1). The superfluid phase kicks in at 2.17 K for bulk helium [23], while above
this temperature the helium behaves in many respects like most other liquids. Below
this temperature the liquid helium becomes a superfluid, with vanishingly small
viscosity and an ultra-high thermal conductivity. In addition, superfluid helium
shows bizarre behaviour such as the fountain effect, film flow and creep, and
quantized vortices [24, 25]. The ability to form the superfluid phase derives from
the bosonic nature of 4He atoms: at a sufficiently low temperature, the system can
form a single macroscopic wave function in which single particle identities are lost.
The superfluidity is due to this partial Bose–Einstein condensation of the liquid
helium.

Helium droplets are large helium clusters typically composed of 103–106 helium
atoms [20], although even larger droplets are accessible [26]. Unlike bulk liquid
helium, whose temperature can be continuously adjusted up or down using an
appropriate cryostat, the temperature of superfluid helium droplets is nonadjustable.
After being formed, they undergo a rapid evaporative loss of helium atoms until
a sufficiently low temperature is reached to prevent any further evaporation. This
steady state is known to be close to 0.38 K, as confirmed by determining the
rotational temperatures of molecules inside helium droplets using spectroscopy
[27–29]. Given that this temperature is well below the λ -point, the resulting droplet
is expected to consist of superfluid helium.
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Fig. 10.1 The phase diagram of 4He

Direct evidence for the superfluidity of 4He droplets was first obtained by
comparing the effect of 3He and 4He on the spectra of molecular dopants contained
within these droplets. In contrast to 4He droplets, 3He droplets are not expected to
be superfluid. This is because 3He only becomes superfluid at temperatures below
0.003 K [29], whereas 3He droplets have a steady-state temperature of 0.15 K
after evaporative loss of helium atoms. When a probe molecule such as OCS is
added to a reasonably large 4He droplet, the infrared vibration–rotation spectrum
shows well-resolved rotational structure similar to that in the gas-phase spectrum
produced when OCS is seeded into a supersonic argon beam (see Fig. 10.2). On the
other hand, in 3He the rotational structure for OCS is completely lost and this is
behaviour typical of a normal liquid, where collisional quenching is rife [30]. The
stark difference between 4He and 3He droplets provides strong evidence that 4He
droplets are superfluid. From here onwards we concentrate on 4He droplets.

10.2.2 Formation of Helium Droplets

As indicated in the phase diagram in Fig. 10.1, a very low temperature is needed to
liquefy helium. Helium droplets can be generated by agitating bulk liquid helium,
for example, by a piezoelectric transducer placed a few millimetres below the
surface of the liquid [31]. Other means, such as laser levitation [32] and magnetic
field-assisted levitation [33], can also be applied to form helium droplets from bulk
liquid helium. However, producing helium droplets by this means is expensive, and
the droplets produced are often extremely large, for example, up to a diameter of
2 cm [34].
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Fig. 10.2 Comparison of the rotationally-resolved vibrational spectra of OC32S in different
environments: (a) the free molecule in an argon supersonic beam, (b) in pure 4He droplets with an
average size of 6,000 atoms, (c) in pure 3He droplets containing 1.2× 104 atoms [30] (reproduced
with permission from [20])

The most commonly used and most cost-effective way to produce nanoscale
helium droplets is via the supersonic expansion of pre-cooled helium through a
pinhole nozzle [16, 17], typically with a 2–5 μm diameter aperture. At present most
existing helium droplet sources apply continuous expansion of helium gas [16, 19]
or liquid [26, 35]. The typical helium droplet experiment consists of a cryostat for
initial cooling of the helium, a skimmer to create a collimated helium droplet beam,
pickup cells where gaseous dopants are added and differential pumping to avoid



242 S. Yang and A.M. Ellis

Fig. 10.3 Typical scheme for the formation of helium droplets and their subsequent doping and
probing

excess collisions that can destroy the helium droplets (see Fig. 10.3). In addition,
diagnostic equipment, such as mass spectrometers, is often employed to characterise
the helium droplet source and the pickup conditions.

Continuous helium droplet sources are now well characterised and empirical
scaling laws have been applied to describe the size distribution of helium droplets.
At a typical pressure at 20 bar, a beam of helium droplets is formed by an isentropic
supersonic expansion in the subcritical regime for T0 > 9.2 K [36] where the
resulting helium droplets show a size distribution that can be adequately described
by a lognormal function [20], i.e.:

P(N) =
1√

2πNσ
exp

(
− (lnN −μ)2

2σ2

)
(10.1)

Here σ is the width of the distribution, μ is the maximum, and 〈N〉= exp(μ +
(σ2/2)) is the average size of helium droplets expressed as the number of helium
atoms [37]. Below ∼9.2 K, the droplets are formed by fragmentation of the liquid
state [38], for which the size of helium droplets has been measured to follow an
exponential distribution [39], i.e.:

P(N) =
1

〈N〉 exp

(
− N
〈N〉

)
(10.2)

In this regime the size of helium droplets rapidly increases when the source
temperature drops, and the average size can increase by several orders of magnitude
within a few Kelvin.

Equations (10.1) and (10.2) describe the distribution of helium droplet sizes
under certain experimental conditions. The average size, <N>, is determined by
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Fig. 10.4 Average helium droplet size versus nozzle temperatures for a continuous helium droplet
source operating with a 5 μm nozzle and P0 = 20 bar. Results obtained via measurements of the
attenuation of helium monomer in collisions with helium and argon gases are shown by squares
and circles, respectively. Open triangles [43] and stars [36] were obtained from previous deflection
measurements of helium droplet sizes (reproduced with permission from [42])

the source conditions, i.e. the aperture size of the nozzle along with the helium
stagnation pressure and temperature. Based on these parameters empirical scaling
laws have been suggested to predict the average size of helium droplets as a function
of temperature, pressure and the aperture diameter [40, 41]. However, scaling laws
can only be applied in a certain range of source temperatures and can be unreliable
outside of this range, especially, for large helium droplets produced at temperatures
below 10 K. Recently, Gomez et al. have carried out comprehensive measurements
of the average size of helium droplets composed of 103–1010 helium atoms by
attenuation of the droplet beam through collisions with argon and helium gases at
room temperature [42]. With similar experimental conditions, i.e. a nozzle diameter
of 5 μm and a stagnation pressure at 20 bar, it is possible to estimate the size of
helium droplets at each temperature by interpolation using the results generated by
Gomez et al. (see Fig. 10.4).

A special case is the expansion of liquid helium through a small aperture
at very low temperature. Grisenti and Toennies have expanded liquid 4He at
pressures P0 = 0.5–30 bar and temperatures T0 = 1.5–4.2 K into a vacuum through
a 2 μm nozzle [26]. Under these conditions the liquid helium forms a microjet,
which eventually fragments into large droplets due to Rayleigh oscillations. The
droplet beam produced under such conditions consists of micron-sized droplets
(<N>≥ 109), which have been found to be highly monodisperse by direct
microscopy observations.
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Pulsed helium droplet sources have also been developed [44]. The nozzle
diameter in a pulsed system is usually much larger than for continuous nozzles and is
typically around 0.5 mm. Compared with continuous helium droplet sources, pulsed
sources consume much less helium owing to the short duty cycles. In addition,
pulsed helium droplet sources can produce helium droplet beams with much larger
fluxes than continuous beams [45] and can be tuned by the source conditions in a
manner similar to that of continuous sources [46]. Another feature of pulsed helium
droplet beams is that a wide range of helium droplet sizes can be selected within
a single pulse by probing the appropriate portion of the droplet pulse [47]. More
recently, a high-repetition-rate pulsed helium droplet source has been developed
using the Even–Lavie pulsed valve, which can be operated at a repetition rate up to
500 Hz [48].

10.2.3 Key Properties of Helium Droplets Relevant
to the Formation of Clusters

Pickup and Location of the Dopants

Doping helium droplets with atoms and molecules is straightforward using the
so-called pickup technique, which was originally conceived by Scholes and his co-
workers for doping impurities in argon clusters [4, 5]. In the case of helium droplets,
the droplets pass through a so-called pickup region (see Fig. 10.3) containing the
atoms or molecules that the user wishes to add to the droplets. Helium droplets are
highly sticky and when the dopant species collides with the helium droplets, they
will be captured with a near unity pickup probability [49]; the pickup cross-section
is close to that of their geometric cross-sections. Once picked up, the dopant can
penetrate the surface and energetically will prefer to locate itself somewhere near
the centre of the droplet. The only known exceptions to this are some metal atoms
and their clusters with diffuse valence electron distributions, such as the alkalis
and some alkaline earth metals [20, 50]. Theory indicates that the alkali atoms
locate themselves in a dimple on the surface of a helium droplet, as illustrated in
Fig. 10.5 [51].

Ancilotto and co-workers have provided a criterion for the location of impurities
in liquid helium in terms of the dimensionless parameter, λ [52], where λ is given by

λ =
ρεre

21/6σ
(10.3)

The quantities ρ and σ are the density and the surface tension of liquid He,
respectively, and ε and re are the well depth and the equilibrium distance of the
helium–impurity interaction, respectively. Essentially, this parameter measures the
balance between the energy of the impurity when located inside the helium versus
the surface energy of the liquid helium required to create a cavity for the dopant.
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Fig. 10.5 Density profiles of 3He and 4He nanodroplets with N = 1,000 atoms doped with alkali
atoms (reproduced with permission from [51])

According to this model if λ < 1.9, the impurity sits on the surface of helium
droplets and no solvation occurs, while for λ > 1.9 the impurity will reside inside
the droplet. Since this criterion is necessarily an approximate description, one must
be cautious when the value of λ is fairly close to 1.9: in this case only a detailed
calculation may unveil the solvation properties of a given impurity in He droplets.

For Mg, λ = 2.6 for 4He and λ = 4.6 for 3He, so on these grounds it is expected to
have an internal location. A comparison of infrared spectra of HCN–Na and HCN–
Mg is given in Fig. 10.6, which was originally carried out by Douberly and Miller
[53]. The HCN–Mg complex is fully embedded in helium droplets and therefore its
spectrum resembles that in the gas phase with clearly identified rotational structure.
In contrast the HCN in the HCN–Na complex is submerged within the droplet, but
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Fig. 10.6 Comparison of the infrared vibration–rotation spectra of HCN–Mg and HCN–Na in
helium droplets (reproduced with permission from [53])

the Na resides at the surface, leading to a very large moment of inertia and thus a
much smaller rotational constant B.

The addition of a dopant to a helium droplet leads to a decrease in the initial
droplet size, a result of the kinetic energy and the internal energy of the impacting
molecule being transferred to thermal energy and subsequently dissipated by
evaporative loss of helium, leading to droplet shrinkage. Thus for a second pickup
event, the pickup probability will decline because of the reduced geometric cross-
section of the droplet, although the effect will be small if the loss of helium is small
relative to the overall helium content of the droplet. The loss of helium atoms and
the reduction of the droplet size will tend to be most significant when the dopant
species interact strongly: good examples are those metal clusters that form strong
metal–metal bonds. For example, the addition of one Ag atom to a pre-existing
Ag cluster liberates approximately 3 eV energy [54], resulting in the loss of 4,800
helium atoms. Thus, if the starting droplet size is small, it will take the addition of
only a few Ag atoms before complete evaporation of the helium.

If the change in the pickup cross-section as dopants are added is neglected,
the pickup probability, Pk, of helium droplets can be described using Poisson
statistics [16]:

Pk(z) =
zk

k!
exp(−z) (10.4)
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Fig. 10.7 The pickup probability of dopants (Poisson distribution) for (a) <n>= 3,
(b) <n>= 10, (c) <n>= 100 and (n) <n>= 1,000. For further details see main text

Here k is the number of atoms or molecules picked up by a droplet and z=σnl is
the so-called pickup parameter, with σ being the pickup cross-section of the droplet,
n the number density of the dopant in the pickup zone and l the length of the pickup
region through which the helium droplet beam passes. Assuming a monodispersed
size distribution of helium droplets, the pickup probabilities can be calculated, as
illustrated in Fig. 10.7. Clearly, as the average pickup number increases, the relative
size distribution narrows. The relative size distributions Δn/<n>, where Δn is the
full width at half maximum, are 130%, 70%, 24% and 7% for <n>= 3, 10, 100 and
1,000, respectively. This shows the wide size distribution when small clusters are
formed in helium droplets, but a clear narrowing as the mean cluster size approaches
the nanoscale. This suggests that while helium droplets can never be used to form
clusters and nanoparticles with a specific size, the relative spread of sizes can be
quite narrow if large particles are formed. Of course, this ignores the size distribution
of the helium droplets.

Finally, we discuss the possibility of picking up more than one type of dopant.
This can be achieved by adding more than one dopant to a single a pickup cell or by
using more than one pickup cell in series (see Fig. 10.3). For the latter arrangement,
it is useful to note that the helium droplets travel in a vacuum chamber with a typical
velocity from 200 to 300 m/s, depending on the source conditions. The timescales
for migration and cooling of the dopants within the droplet are estimated to be
≤10 μs [55], which is much shorter than the time required for helium droplets to
travel from one pickup cell to the next (typically a few hundred μs). Consequently,
dopants picked up in the first cell are at the ambient temperature of helium droplets
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before they reach the second pickup cell. A consequence of this, which will also
be discussed again later, is that helium droplets offer a way of obtaining exquisite
control of core-shell structures, simply by using two or more pickup cells and
through appropriate control of the order in which dopants are added [56, 57].

Unique Features

Superfluid helium has an ultra-high thermal conductivity (about 30 times higher
than copper [20]). Combined with the low equilibrium temperature of 0.38 K,
it is unsurprising that helium droplets can cool dopants rapidly to the ambient
temperature of helium droplets when they are captured, with a cooling rate that may
be as high as 1016 K/s [58]. The cooling is achieved by evaporative loss of helium
atoms, each removing 5 cm−1 energy until all of the excess energy is removed.

The low temperature of helium droplets is important for the investigation of
molecules and molecular clusters under cryogenic conditions. At 0.38 K, most
molecules are in their ground states. In addition, since helium droplets are isolated
nano-matrices with distinct boundaries, molecules and atoms, once trapped, have
to locate themselves somewhere inside or on the surface of the droplet and will be
cooled to the ambient temperature of 0.38 K. When more than one dopant is added to
the droplet the long-range interaction between them is able to drive the aggregation
of dopants to form clusters. Here the superfluidity of helium droplets plays a key role
in the formation of clusters because atoms and/or molecules can translate almost
freely so that their aggregation is not hindered. This is distinct from other potential
matrices, such as large Ar clusters, on which the motion of molecules and atoms is
very much restricted. Also, much stronger interactions between molecules and solid
clusters occur when compared with superfluid helium.

The combination of the low temperature and the superfluidity of helium droplets
offers a unique environment for forming clusters. In contrast to rigid rare gas
matrices, such as cryogenic argon matrices, the liquidity of helium droplets, perhaps
aided by the superfluidity, enables dopant particles to move relatively freely while
at a temperature close to absolute zero. An illustration of this was shown earlier, in
Fig. 10.6. This shows a clearly rotationally resolved infrared spectrum of HCN–Mg,
which indicates that free rotational motion of this particular complex occurs within
the helium droplets [53].

Given their unique properties, helium droplets offer extraordinary possibilities
for the growth of nanoparticles with an almost unlimited combination of materials.
At 0.38 K all materials, apart from helium, will solidify. The sequential addition
of materials to the ultra-cold superfluid helium droplets should therefore deliver
core-shell clusters, with the core material frozen into place before the shell material
is subsequently added. Furthermore, the low temperature will practically eliminate
diffusion between the core and the outer layer, something that would be hard to
avoid when core-shell particles are formed at much higher temperatures.

Finally, we point out that not all of the advantages mentioned above are met by
bulk liquid helium. This is because helium is literally the worst possible solvent,
and thus any material added would prefer to locate at the walls of any liquid helium
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container, rather than reside within the liquid. By way of contrast, there is no wall for
a helium droplet and, even given the poor solvation characteristics of liquid helium,
the lowest energy location for almost all dopants is at the centre of the droplets [59].
For this reason one can grow and observe materials in helium droplets that could
not be prepared in bulk liquid helium.

Quantized Vortices

Vortices are thought to be commonplace in bulk superfluid helium. Quantized
vortices are narrow vortex lines around which helium circulates. In 1949 Onsager
tried to deduce the wave function describing a superfluid and perceived that a con-
tainer of rotating superfluid helium should show a distribution of vortices in which
the circulation is quantized in units of Planck’s constant, h [60]. Experimentally,
quantized vortices in superfluid helium were first observed by Vinen in 1961 [61],
and quantized vortex rings were discovered by Rayfield and Reif [62] in 1964. Such
a vortex can be characterised by a macroscopic wave function and quantized velocity
circulation in units of κ = h/M, where M is the mass of the 4He atom [63, 64].

Rayfield and Reif applied the trapping of electrons and ions in the vortex rings of
bulk liquid helium as a probe for quantum vortices. By drawing an analogy with this
approach, it has been suggested that atoms and molecules located along the vortices
could be used as a possible means to detect quantized vortices in helium droplets
[65]. However, to date there has been no experimental evidence for the existence of
quantized vortices in helium droplets, althou gh spectroscopic measurements have
indicated the occurrence of superfluidity, as discussed earlier. However, theoretical
work by Pitaevskii and Stringari has been carried out to ascertain superfluid effects
in rotating helium clusters and found that an angular velocity of the helium droplets
is necessary for the formation of vortices in the droplets [66]. Calculations have
also been carried out by Bauer et al. to determine the stable configurations of a
vortex in a freely rotating superfluid droplet, which is constrained to rotate at a fixed
angular momentum [67]. The existence of quantized vertices in helium droplets
might influence the way dopants agglomerate in helium droplets, and hence they
might affect the morphology of nanoparticles.

The first indication of quantized vortices in superfluid helium droplets was
reported recently. Gomez et al. formed large helium droplets and added silver
atoms to the droplets by oven evaporation [68]. A remarkable observation is that at
different helium droplet sizes, i.e. with initial diameters of 100, 300 and 1,000 nm,
silver clusters deposited on substrates by collision of the droplets with the substrate
show distinct morphologies. At a droplet diameter of 100 nm, roughly spherical
silver nanoparticles are seen on the substrate. For droplets with a diameter of
300 nm, the silver particles become more rod-like, and for the largest helium
droplets, with diameters of 1,000 nm (ca. 1.7× 1010 helium atoms), long silver
cluster chains a few hundred nanometres length were observed (see Fig. 10.8). To
interpret this switch from spherical to rod- and chain-like structures, the authors
have suggested that superfluid helium droplets of diameters larger than 300 nm
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Fig. 10.8 TEM micrographs obtained upon deposition of Ag-doped droplets of initial average
diameter (A) 100, (B) 300 and (C) 1,000 nm and average number of He atoms <NHe>= 107,
3× 108 and 1.7× 1010, respectively (reproduced with permission from [68]; Copyright (2012) by
The American Physical Society)

contain quantized vortices, and that the silver atoms are funnelled into these vortices,
although it has to be said that these are early days and there is no other evidence
currently available to support this claim.

If the interpretation of Gomez et al. is correct, then one would expect that in a
large helium droplet, say composed of over 107 helium atoms, nanoparticle chains
will be commonplace. This may therefore make it difficult to form large and near
spherical nanoparticles using large helium droplets. The jury is still out on this issue,
but it is clearly possible that the synthesis of nanoparticles using helium droplets will
face a severe size limit, i.e. only relatively small compact particles can be formed.

Soft Landing of Particles

As hinted at above, it is possible to remove nanoparticles from helium droplets and
deposit them on solid surfaces. The soft landing of clusters and nanoparticles grown
in the gas phase onto solid targets has long been a major aim of the gas-phase cluster
community for the controlled synthesis and characterisation of nano-structured
metal and metal oxide catalysts [69, 70]. However, clusters formed in the gas phase
will tend to strike solid surfaces at velocities that can lead to subsequent damage:
this is particularly true for mass-selected cluster ions, which are difficult to slow to
velocities where some damage, either to the cluster or the surface, is avoided.

In principle, helium droplets can help to deliver a soft landing for a nanoparticle
located inside the droplet. The reasoning here derives from the easy removal of
helium atoms, which may be able to rapidly dissipate the kinetic energy as the doped
droplet collides with a solid surface, thus avoiding depositing any energy into the
nanoparticle. Thus, in effect, the helium acts as a cushion that soft-lands the particle
onto the solid surface.

The possibility of soft landing using helium droplets has received some the-
oretical and experimental interest. Aguirre et al. have recently modelled the
He–TiO2(110) interaction using density functional calculations and applied this to
the collision of a helium droplet [71]. Their model predicts that the helium droplet
spreads on the TiO2 surface as it collides and leads to the formation of a thin film
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above the substrate, indicating that the helium layer can act as a cushion for the soft
landing of nanoparticles embedded within the droplet. Experimental investigation
of the soft landing of nanoparticles formed in helium droplets has been reported by
Loginov et al., who explored silver clusters [72]. Assuming that the kinetic energy
of the clusters is determined by the velocity of the helium droplets (in the range of
200–300 m/s), the kinetic energy per impacting Ag atom was estimated as 0.034 eV,
which is far lower than the binding energy between a silver atom and a silver cluster
(3 eV) and the binding to an amorphous carbon surface (∼1 eV). Compared with
these binding energies, the kinetic energy of a particle embedded within a helium
droplet is so low that it should have a negligible impact on both the surface and
the particles. Hence the deposition of silver nanoparticles embedded within helium
droplets would seem to fall well inside the regime of soft landing [73, 74], which
is defined by Ki ∼0.1 eV, where Ki is the kinetic energy per atom. The authors
concluded that the estimated collision energy per atom with the substrate is less than
the lowest yet reported in the literature, 0.05 eV, for SbN

+ ions (N = 90–2,200) [75].

10.3 Clusters in Helium Droplets

When more than one dopant particle is picked up by the helium droplet, agglom-
eration will occur leading to the formation of a cluster. The agglomeration of
dopants is mainly driven by the intermolecular forces between the foreign species,
while the superfluidity of the helium droplet allows almost unhindered migration.
Helium droplets have provided a unique environment for the growth of clusters, so
they have distinct features when compared with other means for the formation of
clusters. In this section we will highlight a few illustrative studies to demonstrate
the characteristics of helium droplets in the formation and investigation of atomic
and molecular clusters.

10.3.1 High-Spin Metal Clusters

Alkali atoms are known to reside on the surface of helium droplets rather than
entering inside. The preference for a surface location arises because the attractive
part of the alkali–helium interatomic potential is overwhelmed by the short-range
Pauli repulsion. The same tendency occurs for small alkali clusters, but here the
atoms can combine in two ways: the spins can either combine in an antiparallel
way, leading to the formation of strong metal–metal bonds, or they can be parallel,
in which case weakly bound van der Waals clusters result. Higgins et al. found
that when alkali dimers are formed on the surface of helium droplets, triplet
states are detected in greater abundance than their singlet counterparts using laser
spectroscopy, in contrast to the situation found in a heat pipe [76]. Later on, similar
observations were made for the trimers Na3 and K3, which form high-spin quartet
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Fig. 10.9 Schematic
representation of the
formation of sodium quartet
and doublet trimers on the
surface of a helium droplet
(reproduced with permission
from [77])

states rather than the more strongly bound doublet states [77]. The mechanism
was explained in the context of binding energies of the high-spin and low-spin
states, which has to be dissipated by evaporation of helium atoms from the helium
droplets. Taking Na3 as the example (see Fig. 10.9), the formation of a quartet state
releases ∼850 cm−1 energy, which can be dissipated by removal of 170 helium
atoms. In contrast, the formation of a doublet state will lead to the evaporation
of 1,600 helium atoms. In the latter case the removal of energy now becomes a
kinetic bottleneck, and desorption of the alkali clusters competes effectively with
this helium evaporation route. In a crude sense, one can imagine that the additional
energy release in forming the doublet state leads to the alkali trimer being blasted off
the helium droplet surface. In this sense helium droplets offer a unique opportunity
to form and study alkali metal clusters in unusual high-spin states.

For larger clusters it has been suggested that the formation of spin-polarised
configurations is of low probability, so these clusters will most likely be in their
electronic ground states [78]. Thus one might therefore expect that the chance of
forming large alkali clusters on helium droplets is remote, given the large energy
release when forming low-spin alkali clusters of large size. However, when the
metal cluster becomes larger, other factors, such as the more favourable interaction
potential between the clusters and the helium, come into play. Theoretical modelling
has predicted that the dispersion force increases faster than the repulsive energy,
and at some critical size the alkali cluster may become submerged in the helium
rather than adopt a surface location [79]. For example, Nan clusters are predicted
to preferentially enter 4He nanodroplets once n≥ 21, whereas Kn clusters require
approximately 78 atoms to become fully solvated.
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These theoretical predictions were recently given strong experimental support by
An der Lan et al. [80], who have observed the submersion of alkali metal clusters
for the first time using mass spectrometry. Using controlled electron impact energies
to construct ion yield curves, a clear surface-to-interior transition was observed at a
sufficiently large cluster size. Although it remains unclear what the minimal cluster
size is for the submersion to take place, the mass spectra imply that Nan clusters
with n≥ 21 submerge, which is in remarkably good agreement with the theoretical
prediction by Stark and Kresin [79].

10.3.2 Dipole-Aligned Self-Assembled Clusters

For nonpolar molecules and atomic dopants, their attractive interactions are gov-
erned by the dispersion force. This force is weak and so the dopants will,
presumably, undergo migration towards each other at random orientations in helium
droplets. However for polar molecules long-range attraction can be strong, e.g. due
to dipole–dipole interactions, which can influence the relative orientation of these
molecules and thus the way they aggregate. In this section we will focus on how
molecular clusters are formed in helium droplets when they possess substantial
electric dipole moments.

At room temperature, the dipole–dipole interaction is small compared with the
rotational energies of molecules, and rotational averaging changes the distance
dependence from 1/R3 to 1/R6 [81]. Consequently, dipole–dipole interactions play
only a minor role in determining the structures of molecular clusters at room
temperature. However, inside helium droplets the very low rotational temperature,
which should be close to 0.4 K, means that there is no rotational averaging and
thus the dipole–dipole interaction can be a strong steering force as two molecules
approach each other. In particular, the dipole–dipole interaction is maximised when
the dipoles align in a head-to-tail fashion, so this would be expected to be the
preferred orientation when the cluster forms.

A remarkable illustration of this point was provided by Nauta and Miller, who
formed long-chain (HCN)n clusters (n= 2–7, μHCN = 2.98 D) in helium droplets
and confirmed their structures by laser spectroscopy (see Fig. 10.10) [82]. Unlike in
a standard seeded supersonic expansion, where HCN molecules tend to form more
stable structures such as a cyclic trimer, in helium droplets higher energy structures,
i.e. the head-to-tail aligned linear clusters, are formed and are then stabilised by
the ultra-cold helium droplets. In other words, the clusters are steered into position
by the dipole–dipole forces and become trapped in a shallow potential energy
minimum, even though a lower energy minimum is available. This remarkable
finding is a consequence of three properties of helium droplets: the very low
temperature, the rapid cooling of dopant molecules and the ability of molecules
to move freely within the liquid environment.

Similar behaviour was observed in another experiment by Miller and co-workers,
this time on formic acid (μHCOOH = 1.41 D) [83]. Using infrared spectroscopy,
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Fig. 10.10 Spectrum of the free C–H stretching region of HCN polymer chains, showing clusters
up to at least the heptamer. A linear heptamer chain is shown as an inset. This spectrum was
obtained in the presence of a large electric field used to orient the polar chains within the helium
droplet, thus collapsing the rotational band contours into a single vibrational peak for each cluster
size (reproduced with permission from [82])

formic acid dimers in helium nanodroplets were observed in the ‘free’ OH and CH-
stretching regions. The experimental results show a polar acyclic structure for the
dimer, rather than the much more stable cyclic isomer with a pair of hydrogen bonds.
Again, the mechanism is the same as that in the case of HCN: when two formic acid
molecules are added to a helium nanodroplet, a dipole-aligned single hydrogen bond
geometry is formed, instead of the more stable cyclic dimer. We therefore expect
that for molecules possessing strong interactions between each other, the likelihood
is that aligned clusters will form rather than randomly distributed geometries.

Finally, we briefly discuss the migration of molecules and atoms in a much
broader but relevant sense beyond dipole–dipole interactions, in particular the
charge transfer process initiated by electron impact ionization. When an energetic
electron hits a helium droplet, it has little chance of ionizing the dopant directly;
it is more likely to strike a helium atom [84], forming a He+ cation. The He+

then undergoes resonant hopping for some 10 hops before becoming self-trapped
by forming Hen

+ ions [85]. The latter is an irreversible process, but if the positive
charge reaches a dopant before the 10 hop limit is reached, it can then transfer the
charge to the dopant and allow it to be observed in a mass spectrum. Theoretical
modelling has shown that the migration of the He+ ion in helium droplets seems
to be steered by following the gradient of the potential well created by the
charge–dopant interaction [84, 85]. The interactions between He+ and the dopant
are typically charge–neutral interactions and/or charge–dipole interactions. In this
sense the migration of the positive charge is similar to the self-alignment of HCN
and HCOOH inside helium droplets.
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10.3.3 Core-Shell Molecular Clusters

The earliest work on clusters within helium droplets began with the mass spectrom-
etry of atomic clusters containing one species only, such as Ar [49], Ne [86], Kr [87]
and Xe [88]. Since then this work has expanded to include molecular clusters [49,
89–93] (for more references see the review articles in [16, 20–22] and references
therein).

Compared with a single type of dopant species, droplets containing two different
types of dopants have attracted much less attention. This is somewhat surprising
given the potential that helium droplets offer for the formation and the investigation
of unusual molecular cluster combinations at very low temperature. One example
is ion–molecule reactions at low temperature, which can be initiated in a helium
droplet by electron impact. The first specific attempt to study ion–molecule reactions
in helium droplets involving two different molecular constituents was carried out
by Fárnik and Toennies, who characterised the reactions N+ +D2, CH4

+ +D2 and
CH3

+ +D2 [94]. More recently, in Scheier’s group, a number of binary clusters
were formed in helium droplets involving C60 and another molecular species, such
as NH3 [95] and H2O [96, 97], and were investigated via mass spectrometry. The
major finding was that the C60 molecules added to the binary clusters significantly
enhance the unprotonated channels of NH3 and H2O clusters bounded to C60, i.e.
C60(H2O)n

+ and C60(NH3)n
+ ions are prominent when compared with the proto-

nated C60(H2O)nH+ and C60(NH3)nH+ ions. With a slightly different emphasis,
Ren and Kresin have co-embedded water molecules with fragile organic molecules
in helium droplets and have shown that small water clusters can have a major
effect in softening the ionization process, thus drastically reducing the degree of
fragmentation of the organic ions [98].

The sequential addition of different types of materials to helium droplets clearly
offers the opportunity to form core-shell structures. Experimental evidence for
the formation of core-shell molecular clusters inside helium droplets was recently
obtained in Leicester by Liu et al. [56]. Core-shell particles with water clusters
at the core and surrounded by an atomic or molecular shell were synthesised by
adding water and a co-dopant sequentially to helium nanodroplets using two pickup
cells. This work employed mass spectrometry of binary clusters, such as O2/H2O,
N2/H2O and CO2/H2O [56]. By reversing the order in which the dopants were
added to the helium droplets, changes in the mass spectra were observed which
were attributed to core-shell formation. An illustration of the mass spectra recorded
is given in Fig. 10.11, where the branching ratio of water clusters is biased toward
the unprotonated (H2O)n

+ ions when water is added prior to O2.

10.3.4 Very Large Molecular Clusters

Helium droplets have wide scope for the study of molecular clusters. However, so
far most research in this field has focused on small clusters composed of, at most, a
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Fig. 10.11 Comparison of the yields of (H2O)3
+ relative to (H2O)3H+ for different pickup orders

of H2O and O2. The red line in the upper plot is for addition of H2O in the first pickup cell and
O2 in the second, while the reverse pickup order applies for the red plot in the lower half. The blue
lines are for water addition only (reproduced with permission from the PCCP Owner Societies)

few tens of molecules, and generally much smaller clusters have been targeted such
as dimers and trimers. One of the major reasons for the focus on small clusters is that
these studies have involved spectroscopy and unravelling the spectroscopic details
is only really possible for the smallest clusters. In addition, there are complications
from overlapping features of different sized clusters in the spectra (the spectroscopy
is not species selective), and this adds to the complication in interpreting the
spectra.

Nevertheless, in a few recent experiments, large molecular clusters in helium
droplets have been investigated. For example, Mozhayskiy et al. have investigated
the transportation of large molecular clusters using helium droplets as the carrier
[99]. With helium droplets composed of 104–107 helium atoms, propyne clusters
(C3H4)n with (n= 10–104) were formed whose size was estimated by the ratio of the
maximum attainable flux of the propyne molecules transported by helium droplets
to the flux of helium droplets. With a slightly different emphasis, Slipchenko et al.
have formed large ammonia clusters in helium droplets and have investigated the
size-dependent evolution of the infrared spectroscopy in the N–H stretching region
from a single molecule to very large cluster sizes [100]. The largest (NH3)n clusters
in this study were estimated to have a mean size of 104 molecules, which is assumed
to be large enough to be regarded essentially as ‘bulk’ material. The spectra indicate
that ammonia clusters in He droplets adopt a hydrogen-bonded structure similar to
that in the crystalline form of ammonia. This ability to form crystalline ammonia
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ice, instead of amorphous ammonia, was ascribed to the directionality of hydrogen
bond formation, which guides each added NH3 molecule at relatively long range
into the correct position for crystal formation.

10.4 Metal Clusters and Nanoparticles

10.4.1 Metal Clusters

A wide range of small metal clusters have been investigated in and on helium
droplets, including clusters of the alkali metals Na, K, Cs and Rb [50, 51, 76, 77,
79], the coinage metal Ag, the group 13 metal In [101] and the transition metal Cr
clusters [102]. Only in a few cases have sizeable metal clusters in helium droplets
been studied, such as Agn (n> 40) [103], Eun clusters (n∼ 20) [103], Nan [80] and
Kn (n∼ 100) [104]. Recently, larger metallic clusters composed of over 1,000 atoms
have also been produced in helium droplets, such as Cdn [50, 105], Znn [50, 105]
and Mgn [105].

10.4.2 Deposition of Metal Nanoparticles

Although large metal clusters, such as those of Cd and Mg, have been formed
in helium droplets [50, 105], it is only recently that nanoparticles have been
synthesised in helium droplets and deposited on substrates. A typical experimental
setup is shown in Fig. 10.12, where the major difference from other helium droplet
experiments is the inclusion of a deposition system of some sort. With this setup,
very large silver clusters composed of over 6,000 Ag atoms have recently been
synthesised by Vilesov’s group and have been investigated by both transmission
electron microscopy [72] and laser spectroscopy [106]. Images of the clusters on

Fig. 10.12 Experimental arrangement for the surface deposition of metal clusters formed in
helium droplets. The typical pressure in each vacuum chamber, with the He beam off, is shown
(reproduced with permission from [72])
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Fig. 10.13 Normalised
photoabsorption spectra for
Ag particles of different
average sizes assembled by
pickup in helium droplets
(reproduced with permission
from [106])

amorphous carbon substrates obtained at short deposition times have shown a broad
size distribution of the metal nanoparticles, i.e. for <n>= 6,400, Δn= 5,000 and for
<n>= 11,800, Δn= 11,400; and generally the Δn/<n>≈ 0.8. The average sizes of
the deposited clusters are in good agreement with an energy balance-based estimate
of Agn cluster growth in helium droplets. Measurements of the deposition rate
indicate that upon impact with the surface, the silver nanoparticles are attached with
high probability and seem to be soft-landed intact on the deposition surface.

Spectroscopic investigations of silver nanoparticles inside helium droplets
revealed unexpected features in the growth of nanoparticles using helium
droplets (see Fig. 10.13) [106]. For small silver nanoparticles (<n>∼ 300), the
photoabsorption spectra resemble that of the surface plasmon resonance of silver
clusters, which falls in the UV region. On the other hand, for <n>∼ 2,000 and
∼6,000 nanoparticles absorption in the near infrared was observed, which can
only be accounted for by coupling between small silver nanoparticles, which are
formed by multi-centre growth within the helium droplets. This is because silver
clusters can grow at different places within the droplets and then subsequently
aggregate near the centre of the helium droplet when large helium droplets (�106

helium atoms) and a high Ag doping rate is used. This essentially produces grain
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Fig. 10.14 TEM images of nanoparticles. (a) Ag nanoparticles at a resolution of 20 nm; (b) Au
nanoparticles at a resolution of 10 nm

boundaries within the agglomerated nanoparticle, giving rise to the interparticle
coupling.

In another experiment, the formation of core-shell nanoparticles by the sequential
addition of metal atoms to helium droplets was also attempted by Vilesov’s group,
who reported the formation of core-shell Ag–Au nanoparticles composed of ∼500
metal atoms [99]. However, while conditions were adopted that could lead to the
formation of these core-shell nanoparticles, there is no direct evidence, such as from
microscopy, to confirm that an actual core-shell structure was formed.

In our laboratory an ultra-high vacuum helium droplet apparatus has recently
been constructed which is designed for the synthesis of metallic nanoparticles
[57]. Several types of metal nanoparticles, including pure Ag and Ni nanoparticles,
as well as the bimetallic systems Ag/Au and Ni/Au, have been synthesised and
deposited on substrates for ex situ investigations using high-resolution transmission
electron microscopy (TEM) and X-ray photoelectron spectroscopy (TEM). The
XPS investigation on Ni/Au core-shell nanoparticles has recently provided the first
direct evidence for the formation of core-shell nanoparticles using superfluid helium
droplets [57].

Some TEM images of nanoparticles deposited using the Leicester apparatus are
shown in Fig. 10.14. At a 20 nm resolution the TEM image of silver nanoparticles
shows a clear bimodal size distribution, i.e. larger particles with an average diameter
of 4 nm are accompanied by relatively smaller ones with diameters <2 nm, with a
dearth of particles between these two sizes. The reason for the bimodal distribution
is not fully established, but it is likely due to the aggregation of free metal atoms on
the deposition targets.

Figure 10.14(b) shows clear evidence of a regular arrangement of atoms into a
crystalline structure. This is the first time that the crystalline structure of a metal
cluster grown in a helium droplet has been established, thus showing that metal
atoms can self-assemble into a regular structure inside superfluid helium.
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10.4.3 Challenges and Opportunities

One of the major limitations of using helium droplets as a means to synthesise
nanoparticles is the deposition rate. The typical flux of helium droplets that can be
used to synthesise nanoparticles is in the range of 109–1012/s, which sets the upper
limit for the flux of nanoparticles impinging on a substrate surface. On these grounds
it would be challenging to produce more than 100 μg of nanoparticles per day,
and the likely quantities will be much lower. For fundamental research this may be
sufficient in many cases, e.g. for the investigation of fundamental nanoscience, such
as the optical and magnetic properties of the particles. It may also be sufficient for
applications where a surface coating of the material is required, e.g. for construction
of sensors, for heterogeneous catalysis and for data storage based on arrays of
nanoparticles. However, if much larger quantities of the nanoparticles are required,
as might be the case for some biological or medical applications, there is a major
challenge in scaling up the process.

Another challenge is the incorporation of certain metals as dopants, such as the
alkali metals, which as we have already seen tend to reside on the surface of helium
droplets. Hence, new strategies are needed in order to inject alkali metal clusters
into helium droplets. A possible solution is to add alkali metal clusters to helium
droplets rather than single atoms, since we saw earlier that sufficiently large clusters
of alkali metals will submerge into a helium droplet.

Another challenge is the size limit of nanoparticles that can be produced in
helium droplets. To grow the largest possible nanoparticles, one needs the largest
possible helium droplets. Very large helium droplets can be formed by passing
liquid helium, rather than gaseous helium, through the pinhole nozzle and into the
vacuum system. When the temperature is sufficiently low, the helium departs the
nozzle as a microjet, which eventually fissures into droplets which have diameters
on the order of the microjet beam diameter. These droplets should be called helium
microdroplets and may consist of somewhere in the region of 1010 or more helium
atoms [26]. Inside these ultra-large helium droplets, it is possible in principle to
grow nanoparticles with diameters up to several hundred nanometres. However, as
we saw earlier even for much smaller droplets, multi-centre growth will come into
play, so many small particles are likely to be formed in one large helium droplet
rather than a single large particle. So far the largest nanoparticles produced in helium
droplets have a diameter less than 10 nm [57] and it has not been proved possible to
synthesise larger particles, although these are early days for this technology.

Although there are obvious limitations in using helium droplets as a tool
for synthesising nanoparticles, they also offer some very exciting possibilities in
nanoscience and nanotechnology. To close this section we summarise the key
advantages of helium droplets.

1. Due to the very low temperature, any added materials will attach to and condense
within liquid helium, providing it can be delivered initially as a gas or vapour.

2. Helium droplets can sequentially pick up dopants in the gas phase when passing
through the pickup region, and therefore they offer the opportunity to form core-
shell and even core-multiple shell nanoparticles.
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3. The low-temperature environment for the synthesis of nanoparticles minimises
the diffusion between layers, and hence the expectation is that nanoparticles can
be produced with sharp boundaries between layers.

4. A good degree of control of the size of nanoparticles and the amount of materials
in the core and each layer can be achieved by choosing the appropriate pickup
conditions, i.e. the droplet sizes and the partial pressures of the dopants in the
respective pickup cells.

5. Helium droplets offer the possibility of soft landing the embedded nanoparticles
on a solid surface.

10.5 Conclusions

Helium droplets offer a somewhat exotic and cold environment for the formation and
investigation of individual molecules and collections of molecules. In this chapter
we have attempted to give succinct descriptions of the properties of these droplets,
how they can be formed and doped and how their properties can be used for the
formation and investigation of clusters. For clusters, the key factors that influence
their formation have been addressed and special characteristics of helium droplets
that can lead to form unusual cluster structures, such as dipole-aligned molecular
chains and surface-located high-spin alkali metal clusters have been described. The
properties of helium droplets were then discussed in the context of nanoparticle
formation, which opens up new possibilities for using helium droplets as a powerful
tool in nanoscience and nanotechnology. By addressing this, we hope to encourage
the scientific community to consider the many exciting possibilities offered by
nanoparticle growth in helium droplets and to identify clear advantages of this
technique over more established techniques for nanoparticle formation.
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Chapter 11
Reactive Dynamics in Confined Water
by Reversed Micelles

Minako Kondo, Ismael A. Heisler, and Stephen R. Meech

Abstract The excited state reactive dynamics of the fluorescence dye molecule,
Auramine O, were studied in the confined water environment in reversed micelles
formed by ionic and nonionic surfactants. The fluorescence decays were measured
by the fluorescence up-conversion method with a time resolution of <70 fs.
The time-resolved fluorescence spectra were recreated and analysed using a one-
dimensional generalised Smoluchowski equation assuming a time-dependent dif-
fusion coefficient. The fluorescence decay times measured showed a dependence
on water droplet sizes, and the reaction time was significantly slowed down in the
smallest reversed micelles by both ionic AOT and nonionic surfactant. The reactive
friction estimated from the Smoluchowski analysis was enhanced in the confined
media which shows good agreement with the reaction times. Therefore, we found
out that the interfacial charges are not required for the suppression of the reaction.
Interestingly, the slower reaction dynamics were measured in nonionic surfactant
reversed micelles than that in reversed micelles by AOT, even when Auramine O is
in a similar size of water droplet.

11.1 Introduction

Water plays an essential role as a solvent in biology and chemistry. For this reason
the physical chemistry of water has been studied in detail [1–3]. The detailed
picture of liquid water dynamics, such as molecular rotation, H-bond breaking and
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rearrangement, is being revealed using vibrational spectroscopy [4] and theoretical
calculations [5]. However, in many important systems water molecules are not
present as bulk water at all, but as a limited number of water molecules in a
spatially constrained environment. For example, confined water plays a critical role
in the micro-heterogeneous environment of proteins and membranes. A number
of proteins hold a large cavity filled with water molecules [6]. The structure and
dynamical properties of water inside the cavity may govern the primary functional
events in the protein. Protein-protein interactions and protein folding are also both
critically dependent on a confined water layer [7]. Nanometre-sized reverse micelles
containing water appear in membrane lipid bilayers, such as cell membranes, and are
involved in an array of cellular processes [8]. For membranes themselves interfacial
water is essential for their equilibrium structure and biological function.

There are other important applications of reactions in constrained water environ-
ments. Water dispersed by reversed micelles in nonpolar solvents could be used for
syntheses of the ultrasmall semiconductor CdS nanoparticles or quantum dots. The
reversed micelle could be used for controlling nanoparticle size. Therefore there is
an increasing application of reversed micelles as a nano-reactor [9–12]. Enzymes
could also dissolve in the water droplet within reversed micelles in which they can
retain their activity and stability. The catalysed reaction showed slower reaction
rate, and the enzyme presents significantly higher activity in water pool of reversed
micelles compared to bulk liquids. During the reaction, the existence of counterions
within the water pool is also known to change the stability of intermediate
states [13]. Therefore, the study of the effect on chemical reactions of the change in
water structure and dynamics that occur on confinement has gained much attention
[14–18].

11.2 AOT Reversed Micelle System

In this section we will briefly introduce the study of fast dynamics in confined
water, focussing on inverse micelle media. The next section will give details
on the reactive probe which we selected to study in the inverse micelle media.
Section 11.4 shows the sample preparation. The experimental methods, especially
ultrafast fluorescence, we have employed in these studies will be explained in
Sects. 11.5 and 11.6. Section 11.7 will include a detailed review of our studies
of the reactive probe molecule AO in inverse micelles formed by ionic surfactants
[19–21]. Finally in Sect. 11.8 we will give a detailed description of the analysis of
the time-resolved fluorescence data, giving as an example the dynamics of AO in
water nanodroplets confined in nonionic micelles [22].
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Fig. 11.1 (a) The structure of AOT surfactant and (b) the reversed micelles [1]

11.2.1 Water Behaviour in Reversed Micelles
and Core-Shell Model

One of the most common and widely used models for a constrained aqueous envi-
ronment is the reversed micelle [23]. Water nanodroplets are formed and stabilised
by surfactants in reversed micelles. The size of the water nanodroplet is controllable
in the range of 1–10 nm by mixing water, surfactant and nonpolar solvents at
appropriate compositions [24]. The most studied reversed micelle system is that
formed by Sodium bis(2-ethylhexyl) sulfosuccinate known as AOT (Fig. 11.1). AOT
is an anionic surfactant, and the structure and properties of its reversed micelle
phase have been studied in detail in both experimental (e.g., small-angle neutron
scattering (SANS) [23], vibrational spectroscopy [25–27]) and theoretical studies
(e.g., molecular dynamics simulation [28]). For the water/Na-AOT/heptane reversed
micelles, the water nanodroplet radius was shown to be determined by the molar
ratio of water to Na-AOT concentrations:

rw ≈ 0.18w0, (11.1)

where w0 = [H2O]/[AOT]. This relation was determined by small-angle neutron
scattering measurements [29].
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The dynamical properties of confined water are found to be considerably
different to those of water in the bulk phase. The FTIR absorption spectra of the
OD stretch mode of 5% HOD in H2O in different rw AOT reverse micelles showed
a blue shift from that in the bulk. It is known that weaker hydrogen bonds lead
to a water hydroxyl stretch absorption on the blue side compared to bulk water,
thus suggesting the weakening of hydrogen bonds in the micelle [30]. Furthermore,
the restriction of the structural dynamics of water in AOT reversed micelles was
observed in measurements of the water orientational relaxation, which showed a
drastic slowing in the reversed micelle compared to the bulk phase [27].

A ‘core-shell’ model was suggested to explain these effects [14, 27, 31]. This
model proposes that the nature and dynamics of water in the reversed micelles
are expressed as a combination of core (bulk-like) water and shell (interface-
bounded) water. The blue shift of the OH stretch mode was accurately reproduced
by this core-shell model [27]. However, there was a significant difference between
the predictions of the core-shell model and data for orientational relaxation in
small (w0 < 10) reversed micelles, which could not be represented by a sum of
two contributions [27]. Since the orientational relaxation depends strongly on the
global hydrogen bond network rearrangement, this failure shows that the hydrogen
bond network in small rw micelles cannot be simply separated into core and shell
character [32]. In very small droplets (formed with w0 less than five, rw < 1 nm),
the perturbation from interfacial water apparently extends into the core water.
Therefore, the core water dynamics in such very small reversed micelles are still
slower than in large reversed micelles. When the water droplet size increases
(w0 = 10), the water properties can then be separated into two components [33].
Thus, on the basis of studies of H-bond spectra, the core-shell model operates at
w0 > 16.5.

11.2.2 Rotation and Solvation Dynamics

There have been a number of studies of the rotation and solvation dynamics
of fluorescent probes. In this case the probe is nonreactive, but water dynamics
are probed by time-dependent fluorescence anisotropy decay and time-resolved
Stokes shift method, respectively [34–37]. Levinger et al. studied the rotational
dynamics of Coumarin 343(C343) in water droplets of AOT reverse micelles.
Fluorescence depolarisation timescale of C343 was found to be within 200 ps in
bulk solution in the presence of ions (since in small micelles the concentration of
the counterions may be very high, up to 10 mol dm−3solution). The concentrated
electrolyte solution can itself change the bulk water structure and hydrogen bonding
strength by the presence of ions [38, 39]. The formation of ion–water interaction
influences the bulk water–water H-bonding showing significant dependence on
electrolyte concentrations, in particularly highly concentrated electrolyte solutions.
The rotational correlation time of C343 in reversed micelles was measured to
have much longer timescale about 1.3 ns in w0 = 1.7. This time constant decreases
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with increasing rw which suggested that C343 experienced decreasingly restrictive
environment in larger water droplets. However the rotational motion of C343 was
still significantly slower in the large water droplet of w0 = 40 than in the bulk
electrolyte. The result suggested that the C343 presented near the micellar interface
and that the dynamics were affected by the AOT interface.

Levinger et al. also studied the solvation dynamics of C343 in the same reversed
micelle system. The solvation time was measured to be slower in the reversed
micelles than in bulk water, and the slower solvation dynamics was observed in
smaller rw. In addition, the impact of varying the counterion on solvation dynamics
in AOT reversed micelles has been investigated using Na+, K+, Ca2+ and NH4

+

AOT [25, 40]. Steady-state absorption, emission and time-resolved fluorescence
spectra of C343 in these different AOT reversed micelles were measured and
compared with the results in bulk aqueous solution. The results suggested that
the mobility of water inside AOT reversed micelles is suppressed in all cases,
while it was hardly altered in the ionic solutions. Consequently, it was concluded
that the immobilisation of water in reversed micellar environments is principally
due to the restricted environment rather than to specific water ion interactions.
However, water dynamics in the different micelles were influenced differently by
different counterions. Specifically, the fastest solvation dynamics were observed in
ammonium AOT reversed micelles and assigned to weaker interactions of water
with the cation. Correspondingly, water in calcium AOT reversed micelles was
considerably restricted compared with the potassium and sodium AOT reversed
micelles, reflecting relatively stronger interactions between water and Ca2+ com-
pared with the singly charged alkali metal ions. Thus counterion is a potential
variable for tuning the properties of the water nanodroplet.

11.3 Reactive Probes for Femtosecond Dynamics Study

The rapid development of systems that produce ultrashort laser pulses has enabled
experimental investigations of many ultrafast molecular dynamical processes in real
time. Excited state proton transfer (ESPT), intramolecular charge transfer (ICT)
and photoisomerisation are some of the ultrafast chemical reactions that have been
studied [15]. Some of these processes have been studied in reverse micelles [35].
In this work we will be particularly concerned with chemical reactions involving
larger scale structural change. Examples include the Z-to-E photoisomerisation
of stilbenes and azobenzenes, which occurs on the timescales of a few hundred
femtoseconds to tens of picoseconds. Solvent effects have been observed for the
isomerisation of stilbene. In particular it is well established that the reaction rate is
significantly affected by the solvent friction (or viscosity) and that the isomerisation
is suppressed in viscous solvents [41]. Triphenylmethane (TPM) dyes such as
Malachite Green (MG) also reveal a strong viscosity dependence of the fluorescence
quantum yield with a decay time of the electronic excited state occurring in the
picosecond range. The relaxation dynamics were investigated through nonlinear
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Fig. 11.2 The diagram of
Auramine O (blue—nitrogen,
grey—carbon,
white—hydrogen)

Fig. 11.3 The scheme of
potential energy curves
illustrating the excited state
processes [2]

spectroscopic techniques with picosecond time resolution [42, 43]. The relaxation
rate is strongly dependent not only on the solvent viscosity but also on substituents
on the phenyl ring. This dependence has been attributed to the radiationless decay
promoted by diffusive rotational motions of the phenyl groups in the excited state,
leading to internal conversion [44].

The diphenylmethane dye Auramine O (AO, Fig. 11.2) presents a solvent
viscosity dependence of its fluorescence quantum yield, being weakly fluorescent
in low viscosity solvents and highly fluorescent in very viscous solvents [45].
The dynamics associated with the fluorescence decay in AO are ascribed to an
internal conversion process promoted via the rotational diffusion of phenyl groups,
analogues to MG. The relaxation dynamics of AO and MG have been studied
mainly in bulk solvents. As a result of recent picosecond transient absorption and
femtosecond time-resolved fluorescence studies, it was proposed that the initial
photoexcited state relaxation is via a barrierless (or nearly barrierless) diffusive
internal motion to form a nonradiative state (Fig. 11.3) [46, 47]. Bagchi, Fleming
and Oxtoby (BFO) developed a theoretical model for radiationless processes with
no internal barrier [48]. In the BFO model the radiationless decay is represented by
a coordinate-dependent sink centred on the excited state minimum and a radiative
decay rate along the potential surface which is independent of coordinate. They
employed a modified Smoluchowski equation to regulate the diffusive motion along
the excited state potential surface; models for barrierless diffusive dynamics are
described further in Sect. 11.6.
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11.4 Sample Preparation

Auramine O (AO, Fig. 11.2), the reactive probe molecule, was purchased from
Sigma-Aldrich as dye content �80%; it was verified by recrystallisation that the
other <20% impurities do not affect the resultant fluorescence and absorption
spectra.

The model confined aqueous environments to be studied were realised by
forming a reversed micelle system where water droplets are stabilised by surfactants
in nonpolar solvents. The nonionic surfactant Igepal CO 520, Mn∼ 441 (IG,
Fig. 11.4) was also purchased from Sigma-Aldrich. Pure water was obtained as an
analytical reagent grade from Fisher Scientific.

The IG reversed micelles have been characterised by small-angle neutron
scattering by Lipgens et al. [49]. The radius of the inner and outer water, Ri and
Ra, can be calculated through the following Eqs. (11.2) and (11.3), respectively:

Ri = 0.19 w0 +0.70, (11.2)

Ra = 0.22 w0 +2.05, (11.3)

where w0 = [H2O]/[IG].
In these expressions, Ri represents the core water radius which forms once the

solvation shell has been completed by solvating the oxyethylene chain region with
water. Ra is the radius including the oxyethylene chain region. For the experiments,
Ri = rw was controlled in the range 2–4 nm, the limits of microemulsion stability.
The AO concentration for the IG systems was determined to be less than one AO
molecule per one reversed micelle.

11.5 Time-Resolved Fluorescence Spectroscopy

11.5.1 Femtosecond Fluorescence Up-Conversion Setup

Fluorescence decays were measured by the fluorescence up-conversion spectrom-
eter [19]. The laser pulses centred around 820 nm from a Ti:Sapphire oscillator
(Coherent Micra 10) were compressed to 20 fs and focused onto a BBO crystal
to generate the second harmonic pump beam. The second harmonic beam was

Fig. 11.4 The structure of
Igepal CO 520
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recompressed with a pair of chirped mirrors and focused onto a 1 mm sample
cuvette. The sample fluorescence was collected and focussed on to a BBO crystal
with a reflective microscope objective. Fundamental beam pulses at 820 nm
travelled via a delay stage and were recompressed using a pair of chirped mirrors.
The fundamental beam was used as a gate pulse and mixed in the BBO crystal
with sample fluorescence. The up-converted signal amplitudes were detected by
a photomultiplier tube and a photon counter. Time resolution of the setup was
determined to be 70 fs by up-converting Raman scattering from pure solvent and
fitting the result to a Gaussian function.

11.5.2 Decay Curve Fitting and Time-Resolved
Fluorescence Spectra

Fluorescence decays were fitted by mathematical functions, F(t), a sum of expo-
nentials convoluted with the instrumental response function (IRF) from the up-
converted Raman:

F(t) =
n

∑
i=1

Ai exp(−t/τi) . (11.4)

The averaged fluorescence decay time was obtained from

< τ >=

∑
i

Aiτi

∑
i

Ai
. (11.5)

From the measurement of fluorescence decays at several fluorescence wave-
lengths, we can create the time-dependent fluorescence spectra [50]. The fluores-
cence spectrum at a given time, S(λ , t), was obtained from deconvoluted fits to the
decay data measured at different wavelengths spanning the emission spectrum, F(λ ,
t). These are weighted according to the intensity in the steady-state spectrum, S0(λ ),

S (λ , t) =
F (λ , t)S0 (λ )∫ ∞

0
F (λ , t)dt

. (11.6)

Usually fluorescence spectra are recorded as a function of wavelength, λ , in
nanometre scale. However, from a physical interpretation point of view, it is better
to represent the data in terms of energy, using the wave number, ν

[
cm−1

]
, scale. As

a result, the 3-dimensional fluorescence surfaces were created as a function of both
time and wave number.



11 Reactive Dynamics in Confined Water by Reversed Micelles 273

The time-resolved fluorescence spectra are obtained by slicing the 3D fluores-
cence surface at different times. These spectra are fit with a log-normal function

F (ν) = h

{
exp

[
− ln(2){ln(1+α)/γ}2

]
α >−1

0 α ≤−1

}
, (11.7)

where α ≡ 2γ
[
ν −νp

]
Γ.

This function is extremely helpful in describing structureless asymmetric spectra,
where h represents the height, γ the asymmetry parameter or skewness, Γ the width
parameter and νp the peak wave number. Recording these parameters as a function
of the delay time characterises the temporal evolution of the spectral shape. In
addition, the first moment of the emission band, νFM, was calculated from

νFM =

∫
ν I (ν) dν∫
I (ν)dν

. (11.8)

11.6 Generalised Smoluchowski Model

The excited state decay of AO was modelled in terms of the diffusive phenyl
rotational motion on a barrierless excited state potential energy surface leading
to a curve crossing with a non-emissive charge transfer state. The evolution
of the excited state population on the surface was reproduced by solving the
Smoluchowski equation. This model was developed for structural dynamics by
Glasbeek and co-workers [46, 51–53] and successfully applied to AO in several
solvents and AOT stabilised water and also to other excited state reactions [19].

In this model the evolution of the excited state population, ρ(z,t), along a reaction
coordinate z is determined by solving a generalised Smoluchowski equation, for the
motion of a particle in a harmonic potential as described in the BFO model [48] and
by Okumura and Oxtoby [54]:

∂
∂ t

ρ (z, t) = D(t)
∂
∂ z

(
∂
∂ z

+
1

kBT
∂
∂ z

S(z)

)
ρ (z, t)−κΓ(z)ρ (z, t) , (11.9)

where the first term is the diffusive motion on the excited state potential surface Sr(z)
and the second term accounts for decay back to the ground state. In this expression,
kB is the Boltzmann constant 0.695 cm−1/K where 1 cm− 1hc= 1.986× 10− 12J,
and T is temperature at 293 K. D(t) is the time-dependent diffusion coefficient, and
Γ (z) is a Gaussian sink function

Γ(z) =
1

σ
√

π
exp

(
−(z− z0)

2

σ2

)
(11.10)
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in which σ represents the width and z0 is the centre of the Gaussian, and finally
κ is the nonradiative decay rate to the ground state. This allows for decay to the
ground state with different probabilities along the reaction coordinate. The initial
population on the excited state, ρ(z,0), is assumed to be asymmetric and given by a
log-normal shape:

ρ (z,0) = exp

⎛
⎜⎝− ln(2)

⎛
⎝ ln

(
1+2γz/

(
2
√

kBT/k
))

γ

⎞
⎠

2⎞
⎟⎠ (11.11)

if 2γz/
(

2
√

kBT/k
)
> −1 and elsewhere ρ(z,0)= 0; γ represents an asymmetry

parameter.
The excited state potential energy surface, Sr(z), is obtained by applying an

adiabatic coupling model in which the excited state potential surface was assumed
to arise from coupling between a locally excited emissive state, Se(z), and a dark
(charge transfer) state, Sd(z) [55, 56]

Sr(z) =
1
2
(Se(z)−Sd(z))− 1

2

√
(Se(z)+Sd(z))

2 +4C2, (11.12)

where C is the coupling strength parameter. During the evolution from the fluo-
rescent to the dark state, the normalised coordinate-dependent transition moment,
M2(z), can be calculated from

M2(z) =
C2

C2 +[Sr(z)−Se(z)]
2 , (11.13)

which is a decreasing function with increasing motion along z and decreases more
sharply for weaker coupling.

To compare the model with the experimental data, it is necessary to calculate the
time-dependent spectra, given by [55, 56]:

Ifl ∝
∫

dz g(ν0(z),ν(z)−ν0(z))M2(z)ρ (z, t)ν3, (11.14)

in which g(ν0(z), ν(z)− ν0(z)) is a line shape function (a log-normal function
was used here) which describes the Franck-Condon factor, where ν0(z) is the
torsional-angle-dependent energy gap between the excited and ground states, that
is, ν0(z)= (Sr(z)−G(z))/h.

In the Stokes–Einstein–Debye equation, the diffusion coefficient is obtained as
Dr = kBT/ζ which is independent of time. Here, ζ is defined as a friction coefficient.
An example of ρ(z,t) calculated by solution of Eq. (11.9) is shown in Fig. 11.5. The
distribution broadens and becomes asymmetric with time as it moves down and
along the reactive potential energy surface.
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Fig. 11.5 (a) The
representative excited state
potential surface and the
evolution of the excited state
population ρ(z,t) of AO in
decanol. (b) The transition
dipole moment as a function
of the normalised twisting
coordinate, z, with different
coupling constant values

In this study, the data could not be well fit with a time-independent diffusion
coefficient so a time-dependent diffusion coefficient is employed, D(t). Hynes and
co-workers [57] examined the influence of solvent dynamics on adiabatic electron
transfer (ET) reactions through MD simulations. In their paper, the friction, ζ (t), on
the solvent coordinate was found to be time dependent and showed a steep increase
in the early (sub-picosecond) timescale. They stressed that the ET transition reflects
the shorter time friction and solvation dynamics. Essentially, the slow part of the
friction cannot influence the rate of a fast reaction.

The excited state structure changes in AO are known to lead a photoinduced
intramolecular charge transfer state (the dark state) [47]. Hence the diffusion
coefficient associated with the AO excited state dynamics is likely to be time
dependent. According to Hynes and co-workers [57], the time-dependent diffusion
coefficient is given by
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D(t) =−
〈
(δ z)2

〉 Δ̇
Δ
, (11.15)

where

Δ(t) =
〈δ zδ z(t)〉〈
(δ z)2

〉 (11.16)

and δ z= z− zeq (zeq = 0 and 1 for the fluorescence and the dark state, respectively),〈
(δ z)2

〉
=
(

mLωL
kBT

)−1
, where mL and ωL are the longitudinal solvent polarisation

mass and frequency governing oscillation in wells, respectively. Δ(t) is the nor-
malised reaction coordinate time correlation function. For the case of a medium
responding to a CT reaction, this function can be estimated from the time-dependent
fluorescence Stokes shift associated with dipole stabilisation (solvation dynamics),
in which case z is the solvation coordinate, so we can write

Δ(t) =C(t), (11.17)

where C(t) is the solvation time correlation function, defined by

C(t) =
ν(t)−ν (∞)

ν(0)−ν (∞)
. (11.18)

In solvation dynamics experiments, this function can generally be well fit by a
biexponential function [55]:

C(t) = A1 exp(−t/τ1)+A2 exp(−t/τ2) . (11.19)

We will assume as an initial guess for our analyses that Δ(t)=C(t) is valid for
the AO excited state reaction, since motion along the reaction coordinate involves
formation and stabilisation of a CT state.

11.7 Reactive Dynamics in Confined Media Formed
by AOT Reversed Micelles

11.7.1 Auramine O in Nano-constrained Water in AOT
Reversed Micelle

The influence of confinement on the excited state twisting reaction of AO in water
was studied through femtosecond fluorescence up-conversion. The confined water
system was a reversed micelle system with ionic surfactant, AOT. The size of
water droplet, rw, was controlled between 1 and 10 nm by controlling the ratio
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Fig. 11.6 (a) Fluorescence
decay of AO in reversed
micelles and bulk solvents.
(b) Averaged fluorescence
lifetime of AO in AOT
reversed micelle changing
counterions

of water and surfactant [19]. Time-dependent fluorescence spectra were constructed
and analysed through the Smoluchowski model (Sect. 11.6). The comparison of
fluorescence decay time of AO in bulk solvents and AOT reversed micelles shows
that significantly slower dynamics of the excited state twisting motion of the phenyl
ring of AO was observed in confined water in AOT reversed micelles in Fig. 11.6a.
Both the fluorescence decay time and quantum yield of AO depend on the reversed
micelle sizes, and both were increased with decreasing rw. The friction recovered
from the Smoluchowski model (Sect. 11.6) also suggested the restricted twisting
dynamics associated with intramolecular charge redistribution in confined media,
which is strongly related to the solvation dynamics measured in the AOT reversed
micelles.

To understand the effect of changing counterion on the reaction dynamics, the
counterion of AOT was changed to Ca2+, K+ and NH4

+ as well as Na+ as shown in
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Fig. 11.6b [20]. The effect of changing the counterions had a minor influence on the
reactive dynamics as can be seen in Fig. 11.6b. For the doubly charged counterion
Ca2+, a slightly slower reaction reflecting a larger reactive friction was obtained than
for singly charged counterions. The same result was observed in the reactive friction
obtained by the quantitative Smoluchowski analysis. The result was synchronised
with the slower solvation dynamics in Ca2+ AOT reversed micelles [20]. On the
other hand, the fluorescence decay times in the singly charged counterion were
measured to be very similar to one another, although the difference of solvation
dynamics with different counterions was more significant. The effect of counterions
on solvation dynamics appeared largely perhaps indicating the different dynamics
involved—water reorientation for solvation compared to both water reorientation
and structural change for AO.

11.7.2 Auramine O in Water and Adsorbed
on Regular Micelles

The fluorescence decay of AO was studied extensively in a series of alcohols and as a
function of temperature [21]. It was found that viscosity has a major influence on the
excited state decay, at least in a series of similar solvents. However, a considerably
faster fluorescence decay was measured in bulk water than was expected on the basis
of its viscosity. This was explained by the fast solvation dynamics of water. It was
concluded that sufficiently fast solvation dynamics can promote a facile barrierless
formation of the CT state. This result suggests that both viscosity and solvation
dynamics may play a role in the reaction of AO.

The fluorescence decay of AO was also studied in aqueous but unconfined
media. These solutions were AO in 1 M Na2SO4 salt and adsorbed at the charged
interface formed by sodium dodecyl sulphate (SDS). For comparison, a solution
of AO in the presence of positively charged cetyltrimethylammonium bromide
(CTAB) micelles was also studied. This series allows us to probe the effect of ions
and charged interfaces on AO reactivity in the absence of confinement. The AO
absorption peak in SDS solutions showed a significant red shift from that in bulk
water, which was not seen in salt and CTAB solutions. In addition, the fluorescence
intensity and decay time of AO were enhanced in the presence of SDS surfactants,
and they could reflect the formation of micelle (Fig. 11.7a). The critical micelle
concentration (CMC) of SDS was sensed to be 7.3× 10−3 mol dm−3 which is
close to the value of the SDS CMC [58]. However the fluorescence decay of AO
could not be changed in the presence of ions or CTAB in Fig. 11.7b. This suggests
that the rate of AO reaction was suppressed by the presence of the SDS micelle
interface. It suggests in turn that there is an electrostatic interaction between negative
interface and positively charged AO molecule. However, there is a further slowdown
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Fig. 11.7 (a) Normalised
fluorescence yield (cross) and
averaged fluorescence decay
time (circle) as function of
SDS concentrations.
(b) Fluorescence decay of AO
in water with salt and micelle
interfaces

of AO excited state reaction when adsorbed at the confined interface of the AOT
reversed micelle systems. This shows a significant effect of geometrical confinement
on the reaction. The change in H-bonding structure between the SDS micelle
and AOT reversed micelle–water interfaces may influence the AO excited state
reaction. Molecular dynamics simulation points to significant differences in the two
interfaces. The sodium ion density was much higher at the AOT-nanoconfined water
interface than at the interface between water and SDS. This results in increasing
the H-bonding between surfactant and water in the first solvation shell at the AOT
interface [59, 60]. This perturbs the water structure strongly. Hence it may be that the
suppressed excited state AO reaction arises from the perturbation to the H-bonded
network leading to slower aqueous solvation and thus a slower decay.
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11.8 Reactive Dynamics of Auramine O in Confined Media:
Interfacial Charge Effect

Steady-state and time-resolved fluorescence studies of AO in nanoscale water
droplets confined by AOT were described in previous studies as noted in Sect. 11.7
[19]. The effect of modifying the interface by changing the counterion was
investigated and found to be small [20]. In addition, it was concluded that
although the presence of a charged interface itself leads to slower dynamics of the
twisting reaction of AO than in bulk water, the geometrical confinement leads to a
significantly larger slowdown of the reaction dynamics [21]. An alternative reversed
micelle system in which the water nanodroplet is confined by a neutral nonionic
surfactant can be produced. Water dynamics in a nonionic surfactant-stabilised
inverse micelle which is similar in structure to IG were studied by MD simulation
and by ultrafast infrared pump-probe spectroscopy, and the results were compared
to water dynamics observed in Na-AOT reversed micelles [61–66]. This system will
allow us to assess further the role of interfacial charge in determining the reaction
rate in AO. Thus, our studies of the reactive dynamics of AO in AOT reversed
micelle systems (Sect. 11.7) are extended to uncharged IG micelles using the
fluorescence up-conversion measurement and Smoluchowski analysis. The results
are compared with the measurements in ‘simple’ solutions of water/polyethylene
glycol which serves as a mimic for the IG polar head group [22].

11.8.1 Steady-State and Time-Resolved Fluorescence

Steady-state absorption spectra of AO shows the increase of absorption about
350 nm in the smallest water droplet, rw =2 nm. The increase can be assigned to the
formation of the deprotonated neutral form of AO by comparison with the acid and
base pentanol solutions of AO. The result suggests that the oxyethylene head group
of IG is incompletely hydrated in the smallest reversed micelles, and this causes
the formation of deprotonated AO. The deprotonated AO is not excited at 415 nm
excitation wavelength, and so the time-dependent measurements were not affected
by the neutral AO.

The fluorescence decays of AO were measured with changing rw of IG reversed
micelles. The fluorescence decay times were dependent on rw. That is, the decay
time increased with decreasing water droplet size which is consistent with the AOT
reversed micelle system. However, there is a significant enhancement of the decay
time in IG reversed micelles compared to that in AOT reversed micelle system. For
example, the averaged decay time of AO in IG is 35 times larger than that in the AOT
system, when the rw = 2. Also the water size dependence of the decay time is weak
in the IG system, since the decay times of AO in IG systems are sharply decreased
from the rw = 2 to 3, but they are almost independent in the range of rw = 3–4. In
contrast, the decay times of AO showed a size dependence from rw = 1 to 10 nm in
the AOT stabilised reverse micelles.



11 Reactive Dynamics in Confined Water by Reversed Micelles 281

Table 11.1 The parameters used to fit the log-normal fitting data of AO by Smoluchowski
model

�(t)/ps−1

Medium Se/cm−1 Sd/cm−1 a1 a2 τ1/ps τ2/ps <τ>/ps κ/ps−1

IG 22,280 21,430 0.83 0.17 0.33 3.2 0.82 0.04
rw = 2 nm
IG 22,230 21,380 0.88 0.12 0.23 1.9 0.43 0.05
rw = 4 nm
AOT 22,640 21,790 0.83 0.17 0.32 1.6 0.54 0.14
rw = 1 nm
AOT 22,230 21,380 0.94 0.06 0.33 1.2 0.38 0.26
rw = 5 nm
Water 22,480 20,500 0.68 0.32 0.23 0.52 0.32 5

The sink parameter were z0 = 0.8, σ = 0.2 (for micelle system) and σ = 0.5 (for bulk water)

11.8.2 Analysis of Time-Dependent Emission Spectra
with Smoluchowski Model

Fluorescence up-conversion data of AO in IG micelles rw = 2 and 4 nm were
measured at several fluorescence wavelengths across the emission spectrum. Time-
resolved emission spectra were recreated by the procedure explained in Sect. 11.5.2.
The time-dependent spectra obtained were analysed with the Smoluchowski model.
The parameters obtained from the best fit of experimental result are listed in
Table 11.1 for the IG and AOT systems and bulk water. The quality of the best
fit is illustrated in Fig. 11.8. The normalised reaction coordinate time correlation
function, �(t), which correlated to the time-dependent diffusion coefficient showed
a good agreement with the qualitative results. That is, the larger fluorescence decay
time in the IG system than in bulk water reflects the increased friction experienced
by the reaction coordinate in the micelle. Also the decay coefficient from dark state
to ground state, κ , significantly increased in bulk water, but became smaller in IG.
Both �(t) and κ values suggested slower reactive dynamics and slower radiationless
decay of AO in IG than in the AOT system.

11.8.3 Origin of the Friction Increase in IG Reversed Micelles

The significant increase of friction experienced by the reaction coordinate and
decrease of decay coefficient from excited to ground state in IG was outlined in
Sect. 11.8.2. Both of these contribute to the differences with AO in solution phase
and in AOT micelles. One possible reason for these changes is that the head group
of IG has a five monomer oxyethylene chain and which may trap the ionic probe
molecule. To investigate whether the trapping effect arises from the head group,
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Fig. 11.8 (a) Time-resolved
spectra, (b) first moment and
(c) width parameter for AO in
IG system, rw = 2 nm with
the result of Smoluchowski
model
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Fig. 11.9 Averaged
fluorescence lifetime in PEG5
and water mixtures
with<τ> of AO in IG data

we contrast the observation for AO in IG reversed micelles with the measurements
for AO absorption and fluorescence in mixture of water and poly(ethylene glycol),
(Mn= 190–200, n= 4–5), PEG5 while changing the ratio w= [water]/[PEG5].

The absorption spectra and fluorescence decay of AO in the mixture of water
and PEG were measured. Figure 11.9 shows the averaged fluorescence decay time,
<τ>, as a function of w0 or w. The AO lifetime is a strong function of w in the
PEG5-rich region. Particularly at w< 3 the<τ>was increased sharply. The result
can be due to the increase in media viscosity and the decreased water environment
which leads to the suppression of the quenching mechanism specifically found in
water [21]. It can be interpreted that the AO preferentially locates in the micelle head
group region. However, this argument is not consistent with the result of absorption
spectra measurements. The absorption spectra of AO in mixed solvents and in water
droplet in IG reversed micelle are compared in Fig. 11.10a. The peak wavelength
was red shifted at w< 5 and subsequently blue shifted with increasing w. The blue
shift is ascribed to the increase of water–AO interactions stabilising the ground
electronic state. The blue shift at low w is less readily explained, but perhaps it
indicates the solvation of AO by PEG5. The important point of Fig. 11.10 is that
the peak position of AO in IG reversed micelle is well matched to that in bulk water
rather than in the mixture. Therefore this result suggests that AO presents within the
water droplet rather than in the head group region.

We speculate that the orientation of AO phenyl rings relative to oxyethylene
chains may be different in AOT and IG reversed micelles, leading to a stronger
effect of the interface on the AO twisting reaction. In the AOT reversed micelles,
the electrostatic interaction between AO and charged interface was suggested [21].
The positively charged imine group of AO may thus orient on average towards the
anionic head group of AOT. In contrast, the AO phenyl rings may preferentially
point toward the oxyethylene chains in the IG head group (Fig. 11.11) to allow
hydration of the imine group of AO by bulk-like water. Because the rate of twisting
of the phenyl rings determines fluorescence lifetime of AO, a bigger effect on the
rate may be observed depending on the phenyl rings’ direction into the surfactant
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Fig. 11.10 (a) Absorption
spectra of AO in the
water/PEG5 mixed solvent as
a function of w. (b) Peak
wavelength as a function of w
compared with w0(micelle)
value. The value for bulk
water is shown as a
dashed line

head group or into the interfacial water in which the slower water dynamics were
reported than into bulk-like water [21].

11.9 Conclusions

The excited state reaction of AO has been studied in aqueous nanodroplets in reverse
micelles stabilised by the nonionic surfactant IG, and the results were compared
with various charged AOT surfactants. Both the experimental methods and the
analysis of the barrierless reaction have been outlined. In both IG and AOT stabilised
water nanodroplets, the rate of the excited state reaction of AO is dramatically
decreased compared with bulk water. Interestingly the averaged fluorescence decay
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Fig. 11.11 The diagrams of
AO in (a) AOT and (b) IG
reversed micelles where the
outer blue region expresses
the hydrophilic head group of
surfactants and the inner
sphere is water nanodroplet
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time of AO became considerably longer in the IG stabilised water droplet than in the
AOT stabilised water. Therefore, the excited state AO twisting reaction which was
observed to be much slower in AOT reversed micelles than in bulk aqueous solution
is not caused exclusively by the presence of interfacial charge in reversed micelles.

The further slowdown of AO excited state reaction in IG stabilised water could
arise because the AO is trapped in the oxyethylene chain region of IG surfactant.
However, it was concluded that AO is fully hydrated in nanodroplet water and
therefore in bulk-like water region in all sizes of the IG reversed micelles. The
friction undergone by AO can be due to the orientation of phenyl rings of AO relative
to surfactant head groups in reversed micelles. In water droplets stabilised by IG,
the phenyl rings can be oriented towards the IG head group, i.e. in the interfacial
water region which has slower water dynamics than in bulk-like core water. This
may result in more hindered AO excited state twisting reactions in IG than in AOT
reversed micelles. Importantly, the confinement effect has a major impact on the AO
reactive dynamics, independent of interface charge.
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Chapter 12
Brownian Deposition of Nanodroplets
and Nanofiber Growth via
“Vapor–Liquid–Solid” Route

Sergey P. Fisenko and Dmitry A. Takopulo

Abstract Simulation results of nanodroplet deposition on the wall of cylindrical
reactor are presented. Additionally qualitative analytical estimations are given.
Contributions of the Brownian diffusion of nanodroplets and thermophoresis are
discussed. Application of deposited nanodroplets for the formation carbon nanofiber
via “vapor–liquid–solid” route is briefly described.

12.1 Introduction

Many novel products of nanotechnology, among them carbon and silicon nanowires
(nanofibers), are obtained by means of modernized CVD reactors. In particular
for the formation of carbon nanofibers, a flow of hydrocarbon gases is organized
in a CVD reactor. But at first tiny pieces of catalytic metals should be deposited
on the substrate. Usually such metals as nickel, cobalt, and iron are used; the
nature of substrate is important also for nanofiber formation [1]. The temperature
of these tiny particles should be about 700◦C and their characteristic size is about
10 nm. Therefore there are a lot reasons to consider such particles as metallic
nanodroplets. The principal role of these tiny metal nanodroplets is a catalytic decay
of hydrocarbon vapors and then to serve as a stock of solute carbon atoms. After the
cooling of the substrate, supersaturated solid solution of carbon atoms is formed
in deposited nanodroplets. If the supersaturation is high enough, a carbon cluster is
formed and grows. The coalescence of these carbon clusters in the nanodroplet leads
to formation of the nanofiber. It is surprising but the external diameter of nanofiber
is always equal to the diameter of nanodroplet. Briefly described above, the set of
physical–chemical transformation is called “vapor– liquid–solid” (VLS) route.
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Fig. 12.1 The sketch of
CVD reactor

It is worth to mention that the productivity of the CVD reactor for nanofiber
growth strongly depends on how many nanodroplets are deposited per unit of wall
square of the reactor. The sketch of such reactor is shown in Fig. 12.1. In order
to emphasize the nature of Brownian deposition, several stochastic trajectories of
metal nanodroplets are drawn.

This chapter is organized at the following way: At first we consider the substan-
tial features of the Brownian deposition of nanodroplets on the wall of cylindrical
CVD reactor. In particular we give analysis of a non-isothermal deposition of
nanodroplets. It is well known now [2] that practically every metallic nanodroplet
at VLS route serves as source of carbon atoms for formation of carbon nanofibers
and their growth. We consider the nucleation of carbon clusters on the interfacial of
substrate and metallic nanodroplet in the next section. Then the growth of carbon
nanofiber, which is formed due to coalescence of carbon clusters, is considered.
Main results are summarized in “Conclusions.”

12.2 Brownian Deposition of Nanodroplets on the Wall

At first we present our recent results of the simulation of the Brownian deposition of
catalytic metallic nanodroplets on the reactor wall. Gas flow is a laminar one, but it is
worthy to note that interaction of nanodroplets with gas flow is in the free molecular
regime. The key reason is that the mean free path of gas molecules (typically about
200 nm at atmospheric pressure) is much larger than a nanodroplet diameter. For
description of the development of the number density of nanodroplets n(z, r) along
the reactor, we have the convective diffusion equation

∂
∂ z

(u(r,z)n)+
1
r

∂
∂ r

(vthrn) =
1
r

∂
∂ r

[
rD

∂n
∂ r

]
, (12.1)

where u is the gas velocity profile and vth is the thermophoretic velocity of
nanodroplets, which is directly proportional to the gradient of gas temperature in
the reactor [3]. Cylindrical system of coordinates is used here due to the symmetry
reactor and gas flow in it.
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For the free molecular regime of interaction nanodroplet with molecules of gas
flow, the coefficient of the Brownian diffusion of spherical nanodroplet D is [4]

D =
3kT

16πR2 p

√
2πkT

m
,

where R is the nanodroplet radius, k is the Boltzmann’s constant, T is the gas
temperature, p is pressure, and m is the mass of gas molecule. Below we consider
only the steady-state solution of Eq. (12.1).

The boundary conditions for Eq. (12.1) are the following:
the symmetry condition of nanodroplet distribution on the axes of the reactor

∂n(0,z)
∂ r

= 0, (12.2)

the second boundary condition reflects our assumption that nanodroplet will not
return to gas phase if they reach the wall:

n(Rr,0) = 0, (12.3)

where Rr is the reactor radius.
For isothermal deposition of nanodroplets, gas temperature is equal to the wall

one; therefore thermophoretic velocity is equal to zero. Following [4] we can semi-
qualitatively solve Eq. (12.1) and write the expression for the number density of
nanodroplets in any point of the reactor

n(r,z)∼ n0 exp [−z/lB]J0 (br/Rr) , (12.4)

where n0 is the initial number density of nanodroplets, J0 is the Bessel function of
the zeroth order, and b is the least root of the equation

J0(b) = 0.

The characteristic length of Brownian deposition lB in the expression (12.4) was
obtained in [4]:

lB =
0.27u0R2

r

D
.

The flux of nanodroplet J on the reactor wall is given by the expression

J =−D∇n, (12.5)

and using Eq. (12.4) we have more detailed expression for J:

J ≈ Dbn0

Rr
exp [−z/lB] . (12.6)
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If we would like to deposit the N nanodroplets per unit wall square, then the
question arises: what time will it take? Deposition time td can be estimated by means
of Eq. (12.6). We obtain that td is

td =
N
J
∼ NRr

Dn0
exp [z/lB] . (12.7)

Let us make numerical estimations. For Rr = 1 mm and the mean gas (argon)
velocity 0.1 m/s, nanodroplet radius R= 10 nm, the wall temperature T = 1,000 K,
and characteristic length of Brownian deposition lB is about 0.3 m. If the reactor
length is smaller than lB, then it is possible to neglect the exponential dependence in
Exp. (12.7). Correspondingly, for N = 1011 nanodroplets/m2 and the number density
in gas flow n0 = 1012 nanodroplets/m3, we have td is about 103 s.

For acceleration of the Brownian deposition of nanodroplets or nanoparticles,
usually the thermophoresis is used by experimentalists or engineers. It exists
due to temperature difference between wall and inlet gas temperature. It is clear
that for deposition process the wall temperature has to be lower than inlet gas
temperature, Tin. For non-isothermal deposition we have additionally to solve the
equation of convective heat conductivity. It has practically the same mathematical
form as Eq. (12.1); only the term with thermophoretic velocity is absent. This
equation with temperature-dependent thermophysical coefficients was incorporated
in our mathematical model. For illustration some numerical results are given
in Fig. 12.2.

It can be seen in Fig. 12.2 that temperature difference about 100 K doubles
deposition rate of nanodroplets. It is worthy to note that at our notation lt is the
characteristic length of heat transfer process in the reactor. For laminar flow in the
cylindrical reactor, lt was obtained at [5, 6]:

lt =
0.26u0R2

r ρc
λ (Tw)

,
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where ρ and c are, correspondingly, mass density and heat capacity of gas flow
and λ is the heat conductivity of gas at wall temperature. Also it was shown that
the temperature difference between gas temperature T(z) and Tw has an exponential
decreasing versus coordinate z:

T (z)−Tw ∼ (Tin −Tw)exp [−z/lt] .

Thus we can neglect the influence of thermophoresis on deposition rate of
nanodroplets for z> 3lt; see some details in [5]. Nevertheless the thermophoretic
force drastically enhances the deposition rate of nanodroplets on the reactor wall at
the inlet zone.

For non-isothermal deposition of nanodroplets, three phenomena, namely, the
flow cooling, the Brownian diffusion, and thermophoresis, affect on the rate of
Brownian deposition. It is obvious that the higher the number density of nan-
odroplets near the wall, the higher the deposition rate. For the position r/Rr = 0.9,
results of our simulation of the influence of all three factors are shown in Fig. 12.3.
At first, due to cooling of gas flow, there is decreasing of velocity of gas flow and,
due to the conservation law, increasing of the number density of nanodroplet in
the gas flow. Curve 1 in Fig. 12.3 clearly demonstrates this well-known effect. The
second effect under consideration is the Brownian diffusion of nanoparticles. Curve
2 shows that the Brownian diffusion plus cooling effect significantly reduces the
number density of nanoparticles near the wall and, subsequently, deposits them on
the wall. For simulation of gas flow parameters, we use the modified Poiseuille
profile [7]. Curve 3 is the result of joint contributions: cooling gas, the Brownian
diffusion, and thermophoretic force which affect only on inlet zone of the reactor.
In the long run the single player responsible for deposition of nanodroplets is the
Brownian diffusion.

For large distance in comparison with lt, the thermophoresis influence is not a so
profound one.
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12.3 Nucleation of Carbon Clusters
in a Metallic Nanodroplet

It was shown in our previous publications [2, 8] that the basic route for carbon
nanofiber formation is “vapor–liquid–solid” (VLS) route. This route is important for
silicon nanofiber formation as well. It is interesting to note that gold nanodroplets
are used for obtaining a silicon nanofiber.

Below we consider the most important physical processes related with this
route inside the metallic nanodroplet deposited on the reactor wall. Released
from hydrocarbon molecules by catalytic pyrolysis, carbon atoms diffuse into
nanodroplet and in some time create the equilibrium solution of carbon atoms in
nickel nanodroplet. We don’t discuss vapor pyrolysis problem here, but metallic
nanodroplets successfully serve as the tool for catalytic decomposition of hydrocar-
bon vapors.

Characteristic diffusion time τ to reach the equilibrium solution of carbon atoms
in the nanodroplet is expressed by formula

τ = R2/π2Dc

where Dc is the carbon diffusion coefficient in nickel. For example, at 873 K
equilibrium, number density of carbon atoms ne in nickel is about 1.9× 2026

atoms/m3. It is useful to compare this value with the number density of nickel atoms
in condensed material, which approximately equals 9× 1028 atoms/m3.

For “VLS route” a very crucial step is to form a set of carbon clusters in
nanodroplet. For this goal the supersaturated solid solution of carbon has to be
created. It is well known that the solubility of carbon atoms in nickel increases
if temperature of nickel increases. Thus the most effective and practical way to
create supersaturated solid solution is at first obtain the equilibrium solution at
higher temperature and then cooling the material to the desirable temperature. The
supersaturation of solid solution is defined as

S = n/ne(T ),

where n is the actual number density of carbon atoms in nanodroplet. The influence
of the drop temperature on the supersaturation value of carbon solution in nickel is
shown in Fig. 12.4. It can be seen that the drop of temperature about 70 K creates
high enough supersaturation of the solid carbon solution in metallic nanodroplet for
the beginning of nucleation of carbon clusters.

Let us consider the free energy of cluster formation on interface of the nan-
odroplet and the substrate. For simplicity we assume also that all clusters have the
semispherical form (see Fig. 12.5).
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Fig. 12.5 Carbon cluster in
catalytic nanodroplet

Then, the free energy ΔΦ(g) of the carbon cluster consisting of g atoms at the
droplet–substrate interface is

ΔΦ(g) =−gkT ln(S)+2π r2 σab +π r2 (σas −σbs) , (12.8)

where r is the radius of the carbon cluster, σ ab is the surface tension between the
cluster and the material of nanodroplet, and σbs is the one between nanodroplet
and substrate. On the right side of the expression (12.8), the last term, which
takes into account the difference between the surface tension coefficients, under
some conditions substantially decreases the free energy of carbon clustering. For
example, if the substrate is made of carbon material, then σ as = 0 and the free
energy of clustering on the substrate substantially decreases. The free energy of
cluster formation inside of nanodroplet is substantially higher, and we can neglect
this process as less thermodynamically feasible one.

The critical cluster consisting of g* atoms is determined from the condition of
the minimum of the free energy of cluster formation ΔΦ (g)

∂ΔΦ(g)
∂g

= 0. (12.9)



296 S.P. Fisenko and D.A. Takopulo

For the number of carbon atoms g* in a critical cluster, we have the expression

g∗ =
2πν2

A

3(kT )3(ln(S))2 [2σab +(σas −σbs)]
3 . (12.10)

Obviously the formula (12.10) is the generalization of the well-known Gibbs
formula [9]. Substituting Eq. (12.10) into Eq. (12.8) yields the formula for the free
energy ΔΦ* of the critical cluster

ΔΦ∗ =
g∗kT ln(S)

2
.

The basic idea of the classical theory of nucleation [10] is that nucleation
is the Brownian diffusion of clusters over the thermodynamic barrier (Eq. 12.8)
in the cluster size space. The free energy of cluster formation serves as the
thermodynamic barrier. The barrier maximum is equal to ΔΦ*. Therefore we can
write the expression for nucleation rate I of critical clusters as

I = n2 2πDcr∗ exp [−ΔΦ∗/kT ] , (12.11)

where r* is the radius of critical cluster. Typically r* is about 1 nm. For the “vapor–
liquid–solid” route to persist, it is necessary that a sufficiently large number of
critical clusters arise inside the nanodroplet for a short time. In other words, it is
essential to have a high nucleation rate of carbon clusters. The nucleation of carbon
clusters is the crucial step in the formation of nanofiber, but there is also a very
important step related with the diffusion interaction of growing carbon clusters in the
nanodroplet. The coalescence of these carbon clusters gives the beginning of carbon
nanofiber; see details on the consideration of this nonlinear process in [11]. Also it
is worthy to note that huge release of the latent heat of carbon leads to the melting of
metallic nanodroplet during some first milliseconds of nanofiber growth [12]. The
melting nanodroplet obviously changes their shape and partially penetrates into the
nanofiber. There are a lot of experimental evidences of this penetration.

There is one practical application of developed physical picture. As r* is about
1 nm, it means that that radius nanodroplets deposited on substrate should be at least
several nanometers.

12.4 Growth of Carbon Nanofiber from Deposited
Nanodroplet

A sketch of the growing nanofiber is shown in Fig. 12.6. The equation for
description of nanofiber growth was obtained in [2]. It has the form of the ordinary
differential equation
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Fig. 12.6 Sketch of
nanodroplet and nanofiber

dH
dt

= D
n−ne

Rns
(12.12)

where t is time, H is a length of nanofiber, and ns is the number density of carbon
atoms in the carbon nanofiber. The interrelationship immediately follows from Eq.
(12.12) between the most important parameters:

H ∼ Dt
R
.

Thus we have a conclusion that the larger nanodroplet diameter, the smaller the
growth rate of the nanofiber. It is worthy to note that this conclusion can be applied
to any nanofiber, e.g., silicon nanofiber.

As it was shown in [11], the after nucleation of carbon cluster coalescence
plays the crucial role for nanofiber formation. It means that at vast majority of
cases, nanofiber has an empty core and can be called tubular nanofiber. After a
straightforward modification, the equation of nanofiber growth is

dH
dt

= DR
n−nl(

R2 −R2
i

)
ns
, (12.13)

where Ri is the internal radius of nanofiber. It is obvious that the tubular nanofiber
growth rate is higher than for a continuous nanofiber. Again, as r* is about 1 nm,
it follows from coalescence kinetics that the difference R–Ri is about several
nanometers at least.

12.5 Conclusions

For formation of any kind nanofibers, usually catalytic nanodroplets on substrate
are used. Main features of this so-called “vapor–liquid–solid” route are considered
in this chapter.

At first we considered the Brownian deposition of spherical nanodroplets on
the wall of the cylindrical reactor. For simulation we used the free molecular
approximation of interaction nanodroplet with gas flow. Some numerical results
are given which are based on solution of the convective diffusion equation for the
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number density of nanodroplets. The deposition time td was estimated by means of
semi-qualitative analytical estimations. Also it was shown that the rate of Brownian
deposition of nanodroplets can be significantly enhanced by thermophoresis. Ther-
mophoresis is due to temperature difference between inlet temperature of gas flow
and wall temperature. In particular temperature difference about 200 K doubles the
deposition rate.

Also the creation of a supersaturated solid solution of carbon in deposited
nanodroplet is considered. This solution is usually arisen due to the cooling of
nanodroplet or the reactor wall. After the diffusion process, it was shown that a
cooling nickel nanodroplet on 50–70 K leads to formation of supersaturated solid
solution.

A metastable state of supersaturated solid solution of carbon has decay via
nucleation of carbon clusters. The expression for nucleation rate of carbon clusters
is analyzed. It is worthy to emphasize that the most preferable place for nucleation
of carbon clusters is the interfacial between nanodroplet and the substrate (reactor
wall). It is shown that the minimal free energy of the critical cluster formation is for
cases when materials of nanodroplet and wall coincide.

Finally features of growth of nanofiber from deposited nanodroplet are consid-
ered. In particular, it is shown that nanofiber growth rate is inversely proportional
to nanodroplet radius and directly proportional to carbon diffusion coefficient in
nanodroplet.
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Chapter 13
Water Nanodroplets: Molecular Drag
and Self-assembly

J. Russell, B. Wang, N. Patra, and P. Král

Abstract Directed transport and self-assembly of nanomaterials can potentially be
facilitated by water nanodroplets, which could carry reactants or serve as a selective
catalyst. We show by molecular dynamics simulations that water nanodroplets
can be transported along and around the surfaces of vibrated carbon nanotubes.
We show a second transport method where ions intercalated in carbon and boron-
nitride nanotubes can be solvated at distance in polarizable nanodroplets adsorbed
on their surfaces. When the ions are driven in the nanotubes by electric fields,
the adsorbed droplets are dragged together with them. Finally, we demonstrate
that water nanodroplets can activate and guide the folding of planar graphene
nanostructures.
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13.1 Introduction

Molecular transport and self-assembly of nanomaterials have important applications
in medicine, nanofluidics, and molecular motors. Nanocarbons, such as carbon
nanotubes (CNTs) and graphene, have many useful properties which make them
attractive supports for directed molecular transport. CNTs [1] can serve as nanoscale
railroads for transport of materials, due to their linear structure, mechanical strength,
slippery surfaces, and chemical stability [2]. For example, electric currents passing
through CNTs can drag atoms/molecules intercalated/adsorbed on CNTs [3–5].
Polar molecules and ions adsorbed on CNT surfaces can also be dragged by
ionic solutions passing through the tubes [6–8]. Recently, nanoparticles [9, 10]
and nanodroplets [11, 12] have been dragged along CNTs by hot phonons in
thermal gradients. Analogously, breathing [13] and torsional [14] coherent phonons
can pump fluids inside CNTs. In this chapter, we explore drag phenomena of
nanodroplets on CNTs by vibrations [15] and by coupling to distantly solvated ions
[16]. We also investigate droplet-driven self-assembly where nanodroplets guide the
folding of planar graphene nanostructures [17].

13.2 Methods

We simulate water nanodroplets on graphene and CNT supports with classical
molecular dynamics simulations, using NAMD [18], with the CHARMM27 force
field [19], and VMD [20] for visualization and analysis. We estimate parameters
of atoms in aliphatic groups and the graphitic support from similar atom types or
calculate them ab initio [21], and add them to the force field. The nanodroplets
couple to the CNT or graphene support by van der Waals (vdW) forces, described
in CHARMM with the Lennard-Jones potential energy [22]

VLJ(ri j) = εi j

[(
Rmin,i j

ri j

)12

−2

(
Rmin,i j

ri j

)6
]
. (13.1)

Here, εi j =
√εiε j is the depth of the potential well, Rmin,i j =

1
2 (Rmin,i +Rmin, j) is

the equilibrium vdW distance, and ri j is the distance between a CNT or graphene
atom and a water atom.

In order to make sure our CNT and graphene models can be quantitatively
matched to experiments, we calculate the flexural rigidity D of our graphene sheets
and compare it with theoretical results [23–25]. We simulate a graphene sheet with
the size of a×b = 3.7×4.0 nm2, which is rolled on to a cylinder with the radius of
R = a/2π; we use the CHARMM27 force field parameters kbond = 322.55 kcal/a2,
kangle = 53.35 kcal/mol-rad2 and kdihedral = 3.15 kcal/mol. From the simulations, we
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calculate the energy associated with the cylindrical deformation of the graphene
sheet, to obtain its strain energy density σela. This allows us to calculate the flexural
rigidity D, by using the formula σela =

1
2 Dκ2, where κ = 1/R is valid in the linear

elastic regime [26]. The obtained value of D = 0.194 nN nm (27.9 kcal/mol) is in
close agreement with ab initio results, D1 = 0.238 nN nm [24], and other model
studies, giving D2 = 0.11 nN nm [25] and D3 = 0.225 nN nm [26]. Therefore, our
simulations should be reasonably close to potential experiments.

13.3 Nanodroplet Transport on Vibrated Nanotubes

Materials adsorbed on macroscopic solid-state surfaces can be transported by
surface acoustic waves (SAW) [27]. This method has many practical applications,
such as conveyor belt technologies [28], ultrasonic levitation of fragile materials
[29], slipping of materials on tilted surfaces [30, 31], threading of cables inside
tubes [32], and droplet delivery in microfluidics [33–37].

In this section, we examine the possibility of using SAW at the nanoscale. We
use classical molecular dynamics (MD) simulations to model dragging of water
nanodroplets on the surface of CNTs by coherent acoustic waves. Such coherent
vibrations might be generated by piezo-electric generators [38, 39]. In analogy to
coherent control of molecules by light [40], specialized pulses of coherent phonons
might also be used in precise manipulation of materials.

13.3.1 Model System

Our model systems are formed by nanodroplets consisting of a number, Nw, of water
molecules adsorbed at T = 300 K on the (10,0) CNT, and transported along/around
its surface by coupling to coherent transversal acoustic (TA) phonon waves, as
shown in Fig. 13.1.

The edge atoms at one of the ends of the 450 nm long CNT are fixed. At this end
the tube is also oscillated. To prevent the CNT translation, four dummy atoms are
placed in its interior at both ends. Otherwise, the tube is left free. A small Langevin
damping [41] of 0.01 ps−1 is applied to the system to continuously thermalize it,
while minimizing the unphysical loss of momenta [6]; the time step is 2 fs. At the
two CNT ends, two regions with high damping of 10 ps−1 are established to absorb
the vibrational waves. One region (35 nm long) is close to the generation point, and
the other (180 nm long) is at the other CNT end. We model the systems in a NVT
ensemble (periodic cell of 15×15×470 nm3).
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Fig. 13.1 Nanodroplets of (a) Nw = 10,000 and (b) Nw = 1,000 waters adsorbed on the (10,0)
CNT and dragged by the linearly polarized TA vibrational wave with the amplitude of A = 1.2
(T = 300 K). (c) A nanodroplet of Nw = 1,000 adsorbed on the same CNT is dragged by a circularly
polarized vibrational wave of A = 0.75 nm

13.3.2 Nanodroplet Transport by Linearly Polarized Waves

The vibrational waves are generated at one CNT end by applying a periodic force
(orthogonal to its axis), F = F0 sin(ω t), on the carbon atoms separated 35–40 nm
from the CNT end. This generates a linearly polarized TA vibration wave, Ay(t) =
A sin(ω t), where ω ≈ 208 GHz, k = 2π/λ ≈ 0.157 nm−1, and A ≈ 0.3−2.1 nm for
F0 = 0.6948−5.558 pN/atom. The TA waves propagate along the nanotube with
the velocity of vvib = ω/k ≈ 1,324 nm/ns, scatter with the nanodroplet, and become
absorbed at the tube ends. In our simulations, we let the wave pass around the droplet
for a while and then evaluate its average steady-state translational, v, and angular,
ωd, velocities.

In Fig. 13.2, we show the (linear) velocities of nanodroplets with Nw = 1,000 and
10,000 water molecules in dependence on the vibrational amplitude, A. The data are
obtained by averaging the droplet motion over trajectories of the length of t ≈ 7.2 ns.
We can see that the 10-times smaller droplet moves about 15-times faster for the
same driving conditions. At small amplitudes, A < 1.2 nm, the velocities roughly
depend quadratically on the driving amplitude. At larger amplitudes, A > 1.2 nm,
they gain a linear dependence.

The nanodroplet is transported by absorbing a momentum from the vibra-
tional wave. Its steady-state motion is stabilized by frictional dissipation of the
gained momentum with the nanotube, which carries it away through the highly
damped and fixed atoms. In the first approximation, the droplet motion might be
described by the Boltzmann equation. In the steady state, obtained when a wave
of a constant amplitude is passed through the CNT, the momentum of the droplet
averaged over a short time (50 ps) is constant. Then, the constant driving force acting
on the droplet, Ṗdrive, is equal to the friction force, Ṗfriction, between the droplet and
the CNT [22] (linear motion—vectors omitted),
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Fig. 13.2 The drag velocity of nanodroplets with Nw = 1,000 and 10,000 waters in dependence
on the amplitude, A, of the linearly polarized wave, with the frequency of ω = 208 GHz. (inset)
The adsorbed nanodroplets viewed in the CNT axis

Ṗdrive =
∫

pF(r)
∂ f
∂ p

dr d p

=

∫
p

(
∂ f
∂ t

)
coll

dr d p = Ṗfriction. (13.2)

Here, f (r, p) is the position and momentum distribution function of the waters in the
nanodroplet (normalized to Nw) and F(r) is the force acting on each of the waters
at r. The collision term ( ∂ f

∂ t )coll describes scattering of waters with each other and
the CNT, where the last option causes the droplet to relax its momentum [42]. In the
approximation of the momentum relaxation time [43], τp, the damping term can be
described as,

∫
p

(
∂ f
∂ t

)
coll

dr d p =
∫

p
f − f0

τp
dr d p ≈ Pdroplet

τp
, (13.3)

where Pdroplet is the steady-state average momentum of the nanodroplet [6, 7].
As the acoustic wave propagates along the CNT, it carries the momentum

density [44],

g(t,x) = μ ω k A2 [1+ cos(2kx−2ω t)] , (13.4)

where μ is the CNT mass per unit length and the other symbols are the same as
before. Assuming, for simplicity, that the momentum density of the wave is fully
passed to the droplet (only approximately true, as seen in Fig. 13.1), we obtain



306 J. Russell et al.

Ṗdrive =
1
2

μ ω2 A2 =
Pdroplet

τp
. (13.5)

Equation 13.5 shows that the droplet velocity scales as

vt =
Pdroplet

m
≈ A2τp

m
. (13.6)

Moreover, the momentum relaxation time, τp ≈ S−1, can be assumed to scale
inversely with the contact area, S, between the droplet and the CNT, due to friction.
The 15 times larger velocity of the 10 times smaller droplet with a smaller contact
area matches our expectations from (13.6). The quadratic dependence of the droplet
velocities on the driving amplitude, A, shown in Fig. 13.2, also roughly agrees
with (13.6).

13.3.3 Nanodroplet Transport by Circularly Polarized Waves

Next, we simulate transport of nanodroplets with Nw = 1,000 and 2,000 waters,
adsorbed on the (10,0) CNT, by circularly polarized TA waves. Application of
the force of F(t) = (Fx,Fy) = F0 (sin(ω t),cos(ω t)), F0 = 0.4864−2.084 pn/atom,
on the same C atoms as before generates a circularly polarized wave, A(t) =
(Ax,Ay) = A(sin(ω t),cos(ω t)), where A ≈ 0.21−0.75 nm, ω ≈ 208 GHz, and
k ≈ 0.157 nm−1. The circularly polarized TA waves carry both linear and angular
momenta and pass them to the nanodroplets, which are transported along the CNT
and rotated around it.

In Fig. 13.3, we plot the translational, v, and the angular, ωd, velocities of
the nanodroplets in dependence on the wave amplitude, A. For Nw = 1,000, ωd

rapidly grows with A till ωd,max ≈ 50.5 rad/ns, where the droplet is ejected from
the CNT surface due to large centrifugal forces. The larger droplet rotates with
≈ 30−40% smaller angular velocity, in analogy to the situation in a linear transport.
At A = 0.4−0.6 nm, both the linear and angular velocities show certain resonant
features for both droplets. At these amplitudes of the circular waves the coupling
to the droplets can be dramatically altered, since the wave amplitudes are similar
to the droplet sizes. Interestingly, the translational velocities, v, are very similar for
both droplets. This might be due to better transfer of linear momentum to the larger
droplet from circularly polarized waves.

We can perform similar analysis of the angular momentum passage from the
circular wave to the droplet and back to the CNT, like we did for the linear
momentum in (13.2)–(13.6). In a steady state, obtained when a circularly polarized
wave of a constant amplitude is passed through the CNT, the average angular
momentum of the droplet around the (equilibrium position of) CNT axis is constant.
The driving momentum of force, L̇drive, acting on the droplet is equal to its friction
counterpart, L̇friction, acting between the droplet and the CNT [45]. Assuming that
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Fig. 13.3 The average translational v and angular ωd velocities of water nanodroplets with Nw =
1,000 and 2,000, in dependence on the wave amplitude, A, when driven by circularly polarized
waves

the whole angular momentum density of the wave is passed to the droplet and using
the approximation of the angular momentum relaxation time, we find

L̇drive = f (μ ,ω,A) =
Ldroplet

τL
=

Iωd

τL
=C, (13.7)

where f (μ ,ω,A) is the angular momentum density (size) of the circularly polarized
wave, I is the droplet moment of inertia with respect to the (equilibrium) CNT axis,
and τL is the angular momentum relaxation time. In the steady state, the average
rates of driving and damping are constant, as shown by C. The moment of inertia
is I = ∑n

i=1 mw r2
i ∝ Nw, where mw is the mass of a water molecule, and ri is the

distance of each water molecule from the (equilibrium) CNT axis. Using this I in
(13.7), we find that ωd ∝ N−1

w , in rough agreement with Fig. 13.3.
In order to better understand the droplet-CNT dynamics, we present in Fig. 13.4

the time-dependent motion of the nanodroplet with Nw = 1,000 transported by
circularly polarized waves. The droplet and CNT form a coupled system where the
CNT vibrates around its axis and the droplet rotates around it. We describe the
droplet rotation around the actual position of the CNT by the angle θ of the vector
pointing from the center of mass of a CNT segment local to the droplet to the actual
droplet center of mass. The CNT segment is defined as a 2 nm section of the CNT
bisected by the droplet. The time dependence of θ for different amplitudes A is
in Fig. 13.4 (top), the accompanied translation of the droplet along the CNT is in
Fig. 13.4 (middle), and the radial distance of the droplet from the CNT axis is in
Fig. 13.4 (bottom).

The droplet motion on the circularly polarized waves resembles surfing, where
the droplet is sometimes grabbed better by the waves and for a while moves fast
forward. At small waves, surfers cannot ride waves and neither can the droplet. This
happens at A = 0.21 nm, where the vertical and longitudinal displacements of the
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Fig. 13.4 Time-dependent angle of rotation (top), position (middle), and height (bottom) of the
Nw = 1,000 droplet center of mass above the local CNT center of mass as the CNT is driven by
circularly polarized waves of ω = 208 GHZ at amplitudes ranging from A = 0.21 to A = 0.75 nm.
Tangents between vertical lines indicate regions of surfing where the nanodroplet slides down the
CNT surface
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droplet on the CNT are very small, as shown in Fig. 13.4 (bottom) and (middle),
respectively. Therefore, a small momentum is transferred to the water droplet which
almost “bobs” in place like a “buoy,” much like a surfer waiting for a wave. At larger
amplitudes, the droplet can catch some of the waves and glide on them. We can see
that at A > 0.45 nm, the droplet sometimes (t ≈ 125 and 700 ps) starts to progress
forward quickly. The same is seen even better at the larger amplitudes, A = 0.54
and A = 0.75 nm, as denoted by the dotted tangential lines. In real surfing, the
gravitational force of fixed spatial orientation accelerates the surfer on the traveling
tilted wave. On the CNT, the gravitational force is replaced by the inertia forces
acting on the nanodroplet surfing of the circularly polarized wave.

13.3.4 Summary of Vibration-Driven Transport Simulations

We have demonstrated that TA vibrational waves on CNTs can drag nanodroplets
adsorbed on their surfaces. The droplets perform translational and rotational
motions, in dependence on the wave amplitude, polarization, and the droplet
size. This material dragging, which complements other transport methods at the
nanoscale, could be applied also on planar surfaces, such as graphene. It has
potential applications in molecular delivery [46], fabrications of nanostructures
[47, 48], and nanofluidics [49].

13.4 Dragging of Polarizable Nanodroplets by Distantly
Solvated Ions

Recent studies have demonstrated efficient dragging of molecules adsorbed on
CNTs by their Coulombic scattering with electrons passing through the nanotubes
[3–5]. Detection of molecular flows around CNTs by related means has also been
proposed [50], tested [51–53], and applied in nanofluidic devices [54, 55]. It is of a
fundamental and practical interest to design techniques that could also manipulate
large molecules and molecular assemblies [56, 57].

13.4.1 Ion Charge Screening in Nanotubes

To follow this goal, we investigate if ions intercalated inside carbon or boron-nitride
nanotubes (BNT) can be “solvated at distance” in polarizable molecular assemblies
adsorbed on their surfaces [58]. In highly polar solvents, such as water, the strength
and long-range order of the charge-dipole Coulombic coupling is significant even if
the ion and the solvent are separated by nanometer distances. If this space is filled
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Fig. 13.5 Nanodroplet with Nw = 400 water molecules dragged on the surface of unpolarized
(10,0) CNT by a single intercalated Na+ cation. The ion is driven by the electric field of E =
0.1 V/nm applied along the tube z axis

by a dielectric material with a relatively small dielectric constant, such as the wall
of a nanotube with a large band gap, the coupling should be preserved at room
temperatures. Therefore, polarizable nanodroplets on the nanotube surfaces might
get locked to the intercalated ions and dragged by them.

We first calculate ab initio the electrostatic potential ϕ generated above a (4,3)
CNT (band gap of 1.28 eV) [59] by a Li+ ion located in its center and ϕ generated
above a (5,5) BNT (band gap of 5.5 eV) [60] by a Na+ ion. In the calculations,
the 5 nm long tubes are kept neutral and frozen, since their structure is rather rigid.
The potentials ϕ are obtained from NBO atomic charges, using the B3LYP density
functional and the 3–21g basis set in Gaussian03 [21]. The potential ϕ of Li+ is
decreased by ≈25% due to screening, while that of Na+ is decreased by ≈10%.
The same results are obtained in the presence of the electric field of E = 0.1 V/nm
applied along the tube axis. When the ions are shifted along the axis by a small
distance d, the total energy of both systems changes by ≈ E d, as if the nanotubes
are absent. These results show that the screening of the ionic field is small in selected
CNTs and BNTs, where the ion can be also driven by electric fields. With this in
mind, we model for simplicity the ion-droplet dynamics in some typical nanotubes
and consider them to be non-polarizable.

13.4.2 Model System

In Fig. 13.5, we display a Na+ ion intercalated inside an unpolarized (10,0) CNT that
is distantly solvated in Nw = 400 water molecules adsorbed on the CNT surface. The
system is relaxed in the box of ≈ 1000 nm3, fitting the coexistence of gas and liquid
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Fig. 13.6 Binding energy Eb between the Na+ and Cl− ions and water nanodroplets containing
about Nw molecules (molecules that left to the gas phase are neglected). (inset) Snapshots of the
electrostatic potential ϕw along the axis of the nanotube with the intercalated Na+ ion

phases at the temperature of T = 300 K. The water droplet is spontaneously formed
on the CNT even in the absence of the ion, similarly like on other fibers [61].

We model this hybrid system by molecular dynamics with the NAMD software
package implementing the CHARMM27 force field as previously described. In
this system we model electrostatics with the particle-mesh Ewald method [62].
We simulate the system with periodic boundary conditions in an NVT ensemble.
The time step is 1 fs, and a small Langevin damping coefficient of 0.01 ps−1 is
chosen to minimize the unphysical loss of momenta to the reservoirs [6]. The tube
is aligned along the z axis, it is blocked from shifting and left free to vibrate.

13.4.3 Ion-Water Nanodroplet Coupling

We start by exploring the strength of the ion coupling to the distant solvent,
characterized by the ion-droplet binding energy Eb. In Fig. 13.6, we show the
obtained Eb that is averaged over 10,000 frames, separated by 500 fs intervals.
For nanodroplets with Nw = 100−800 waters, the binding energies Eb of the Na+

and Cl− ions saturate to values that are several times smaller than their solvation
energies in bulk water, Esolv = 7.92 and 6.91 eV [58], respectively. For nanodroplets
with Nw < 100, the binding energies are smaller, and at Nw ≈ 5−15 they become
comparable to kT .

We can also estimate the coupling energy Eb analytically by assuming that the ion
is located at a distance of d ≈ 0.35 nm above a flat surface of water with the dielectric
constant εw ≈ 80. This gives Eb ≈− e2

4d

( εw−1
εw+1

)≈−1 eV, in a good agreement with
Fig. 13.6. The fact that in the simulations the Na+ ion binds twice as strongly to the
nanodroplet than the Cl− ion is caused by the character of the water polarization:
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Fig. 13.7 Dependence of the nanodroplet velocity on the number of molecules Nw. Dragging
of the droplet in the presence of Octane molecules is considered as well. (right inset) Visualization
of the nanodroplet with Nw = 50 in No = 200 oil molecules. (left inset) Temperature dependence of
the droplet speed for Nw = 400

the Na+ ion attracts from each water the O atom that is twice more charged than
the H atoms, while Cl− attracts just one of these two H atoms. The large difference
between Eb and the bulk solvation energies is caused by the fact that ions solvated
in bulk water are surrounded by two to three times more water molecules that are
about twice closer to them. These binding energies are proportionally decreased if
the nanotube polarization is included, as discussed above.

In the inset of Fig. 13.6, we also show two snapshots of the 1D electrostatic
potential generated by the water droplet (Nw = 400) along the axis of the nanotube
with the intercalated Na+ ion. The 1 eV deep well with a potential gradient of 0.5–
1 V/nm should be large enough to block the moving ion from leaving the droplet
even in the presence of electric fields of E ≈ 0.1−0.2 V/nm.

13.4.4 Nanodroplet Dragging with an Ion in an Electric Field

We continue our study by dragging the droplets with the ions in the presence of
electric fields aligned along the nanotubes (see the movie [63]). The field acts on
the whole system, except on the nanotube that is treated as non-polarizable. In
Fig. 13.7 (left axis), we show the velocity, vw, of droplets with Nw water molecules.
The data are calculated from 50 ns simulations (≈ 50 rounds along the CNT) at
E0 = 0.1 V/nm and T = 300 K. This statistical averaging is fully sufficient for the
presentation of the results [6]. The obtained velocity vw is proportional to the electric
field and it strongly depends on the droplet size. It has practically the same value if
the Na+ or Cl− ions are used for the dragging. In order to test the scalability of this
dragging phenomenon, we also model a droplet with Nw = 10,000, located between
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two parallel (10,0) CNTs separated by a 5 nm distance. If one Na+ ion is placed in
each nanotube, and both ions are driven by the field of E0 = 0.1 V/nm, the droplet
moves together with the ion pair at a high speed of vw = 6.6 nm/ns, due to a small
contact with the CNTs.

The character of the nanodroplet motion on the nanotubes might be closer to
sliding [64] than rolling [65], due to partial wetting of the CNT surface with
a large van der Waals binding. In macroscopic systems, the droplet velocity for
both mechanisms of motion is controlled by the momentum/energy dissipation of
water layers sliding inside the droplet [64]. Both mechanisms give the qualitative
dependence of the droplet velocity v ∝ eE /(r η), where the droplet radius is

r ∝ N1/3
w and the water viscosity is η ∝ 1/T [66]. The results in Fig. 13.6 roughly

confirm this dependence even for the motion of nanoscale droplets, but the driving

speed scales more steeply with the number of water molecules, v ∝ 1/N2/3
w . In the

inset, we also show for Nw = 400 that the temperature dependence is almost linear,
v ∝ T , as expected. To clarify more the character of motion, we test dragging of a
nanodroplet by a Na+ ion that is directly solvated in it. The obtained speed of the
droplet is about 20% larger than when the ion is inside the tube. This is most likely
caused by higher the tendency of the droplet to roll, since the dragging force acts in
its center rather than on its periphery at the nanotube surface.

The character of the nanodroplet motion could be dramatically altered, if a
monolayer of oil is adsorbed on the nanotube surface. In Fig. 13.7 (right axis),
we show that the presence of No octane molecules decreases the droplet speed vwo

by an order of magnitude, due to friction between water and oil. Smaller droplets,
Nw < 100, are attached to the ion by a narrow “neck” passing through the oil layer
(see inset in Fig. 13.7). Larger droplets, 100 < Nw < 200, are more or less spherical,
significantly submerged inside the oil, and they share a very small surface area with
the CNT. In analogy to a water droplet inside a bulk oil, their driving could be
described by the Stokes law that is largely valid at the nanoscale [67, 68]. Here,
it gives F = −6π r η vwo, where F = eE0 = 16 pN is the drag force acting on the
droplet, r is the droplet radius, and η ≈ 0.54 mPa s is the viscosity of octane at
T = 300 K. For Nw = 100, we find r ≈ 3.5 Å, so vwo = 4.5 m/s. This value is three
to four times smaller than that obtained from the simulations, due to the incomplete
coverage of the nanodroplet by oil.

If the nanotube is fully submerged in water instead of oil, then, on the contrary,
the dynamics of the field-driven ion becomes very different [69]. We simulate this
situation in a (10,0) CNT, placed in the periodic water box of 3× 3× 6.8nm3, and
present in Table 13.1 the results obtained for the driving field of E = 0.1 V/nm. The
velocities of the ions are four to five times larger than those of the ions dragging the
water droplet. This is because water molecules around the submerged nanotube just
rearrange fast locally when they react to the field-driven ion. At higher temperatures,
the ions move faster, since their binding to the water molecules is less stable [70].
The velocities of the Cl− ion are smaller than those of the Na+ ion, because Cl−
easily attracts the light H atoms that are not bound (frustrated) in water molecules
at the nanotube surface.
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Table 13.1 Velocities of ions
inside the (10,0) SWNT
submerged in water and at
E = 0.1 V/nm

Ion (K) 240 270 300

Na+ (m/s) 464.7 622.5 733.7
Cl− (m/s) 284.5 401.6 547.9

Fig. 13.8 The trajectory of the Na+ ion that is recaught by a water nanodroplet with Nw = 20.
The axial position and the time of the ion motion are shown on the horizontal and vertical axis,
respectively. The electric field generated by the water molecules along the CNT axis is plotted by
contours

We also discuss the dynamical stability of the coupled ion-droplet pair. In larger
electric fields or when the nanodroplet is small, the ion might get released, and,
in the model with periodic boundary conditions, it might get later recaught by the
nanodroplet. In Fig. 13.8, we plot for E = 0.02 V/nm the trajectory of the ion that
left the droplet of Nw = 20 and was recaught in the next run around it. The ion’s
trajectory is shown by the dark line, and the time-frame separation on the vertical
axis is 100 fs. The electric field along the CNT axis created by the ion-polarized
droplet is plotted by contours. The positive/negative regions that lock the ion are
obtained from the derivative taken at the sides of the potential well (see inset of
Fig. 13.6).

The ion released from the droplet goes once around the tube and reapproaches
the droplet with the velocity of vini ≈ 1,400 m/s (bottom). After it gets closer to the
droplet, the water molecules become fast polarized (inset at z =−1.3 nm, t = 7 ps).
The ion first passes around the droplet, just to be attracted back by several chained
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molecules protruding from the droplet (z = 1.7 nm, t = 10.0 ps). This is possible,
since a chain of five hydrogen-bonded and aligned water molecules generate at the
distance of 1 nm the field of ≈ 0.17 V/nm, which is opposite to and almost an order
of magnitude larger than the external field. The deceleration of the ion by this large
induced field causes the coupled system to gain high Coulombic potential energy.
Thus the ion position oscillates three to four times, before it is fully seized back by
the droplet (z = 2 nm, t = 18 ps). The two start to move together at a much smaller
velocity vend ≈ 130 m/s, while the waters are already interconnected. If the droplet
does not catch the ion within several of its runs around the periodic system, the ion
might heat and temporally evaporate the droplet. The transient oscillations observed
in this ion catching closely resemble quasi-particle formation in condensed matter
systems [71].

13.4.5 Summary of Nanodroplet Dragging by Distantly
Solvated Ions

The Coulombic dragging of molecules on the surfaces of nanotubes by ions and
ionic solutions flowing through them complements the passive transport of gases
[72, 73] and liquids [74–77] through CNTs. These phenomena might be used
in molecular delivery, separation, desalination, and manipulation of nanoparticles
at the nanoscale. When integrated into modern lab-on-a-chip techniques, the
methodology could lead to a number of important nanofluidic applications [46].

13.5 Nanodroplet Activated and Guided Folding
of Graphene Nanostructures

Recently, graphene monolayers have been prepared and intensively studied [78–81].
Graphene nanoribbons have also been synthesized [82–84], and etched by using
lithography [85, 86] and catalytic [87, 88] methods. Graphene flakes with strong
interlayer vdW binding can self-assemble into larger structures [89–91]. Individual
flakes with high elasticity [92–94] could also fold into a variety of 3D structures,
such as carbon nanoscrolls [95,96]. These nanoscrolls could be even prepared from
single graphene sheets, when assisted by certain gases or alcohols [97, 98]. In order
to reproducibly prepare such stable or metastable structures of different complexity,
(1) the potential barriers associated with graphene deformation need to be overcome,
(2) the folding processes should be guided, and (3) the final structures need to be
well coordinated and stabilized by vdW or other coupling mechanisms.
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Fig. 13.9 Side view on two water nanodroplets, each with Nw = 1300 molecules, adsorbed on the
opposite sides of a graphene sheet. The nanodroplets create two shallow holes in the graphene.
Eventually, the nanodroplets become adjacent but stay highly mobile. Their dynamical coupling is
realized by the minimization of the graphene bending energy associated with the two holes

13.5.1 Nanodroplet Coupling to Graphene

Carbon nanotubes can serve as a railroad for small water droplets [16]. CNTs
submerged in water can assemble into micro-rings around bubbles formed by
ultrasonic waves [99]. Similar assembly effects might work in 2D graphene-based
systems. For example, liquid droplets can induce wrinkles on thin polymer films by
strong capillary forces [100]. Droplets can also guide folding of 3D microstructures
from polymer (PDMS) sheets [101]. The question is if nanodroplets (ND) can
activate and guide folding of graphene flakes of complex shapes, analogously like
chaperones fold proteins [102].

To answer this question, we study first the interaction of a water nanodroplet,
of Nw = 1,300 waters, with a graphene sheet, of the size of 15× 12 nm2. It turns
out that the nanodroplet, equilibrated at T = 300 K, induces a shallow hole in the
graphene sheet, with the curvature radius of R≈ 5 nm.1 The hole formation is driven
by vdW coupling, which tends to minimize the surface of the naked droplet but
maximize the surface of the graphene-dressed droplet. As shown in Fig. 13.9, two
such droplets adsorbed on the opposite sides of the graphene sheet couple to save
on the hole formation energy. The two droplets stay together during a correlated
diffusion motion on the graphene surface.

1In the MD simulations, we apply the Langevin dynamics with 0.01 ps−1 damping coefficient,
to minimize the unphysical loss of momentum [16], and the time step is 1 fs. The systems are
simulated as NVT ensembles inside periodic cells of the following sizes: Fig. 13.9 (55 × 35 ×
35 nm3), Fig. 13.10 (up) (30× 35× 35 nm3), Fig. 13.10 (bottom) (30× 35× 35 nm3), Fig. 13.11
(15 × 85 × 25 nm3), Fig. 13.12 (20 × 120 × 20 nm3), and Fig. 13.14 (20 × 75 × 20 nm3). The
graphene–water (or graphene–graphene) binding energies are calculated as the difference of the
total vdW energy of the system, when the system components are at the normal binding distance,
and when they are separated by 5 nm. Averaging of the energies is done over 100 consecutive
frames of the simulation trajectory, with a 1 ps time interval.
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Fig. 13.10 (a)–(d) Water nanodroplet activated and guided folding of two graphene flakes
connected by a narrow bridge. The nanodroplet is squeezed away when the system is heated to
T = 400 K. (e)–(h) Nanodroplet assisted folding of a star-shaped graphene flake, resembling the
action of a “meat-eating flower”

13.5.2 Folding of Flakes

Intrigued by the action of NDs on graphene, we test if they can activate and guide
folding of graphene flakes of various shapes. As shown in Fig. 13.10a, we first
design a graphene nanoribbon, where two rectangular 3×5 nm2 flakes are connected
by a narrow stripe of 2.5× 0.73 nm2. In the simulations, we fix a few stripes of
benzene rings on the right flake, which could be realized if the graphene is partly
fixed at some substrate, and position a water nanodroplet (Nw = 1,300) above the
center of the two flakes (T = 300 K). Figure 13.10b after t ≈ 250 ps, both flakes
bind with the droplet and bend the connecting bridge to form a metastable sandwich
structure. Figure 13.10c when the temperature is raised to T = 400 K, the droplet
becomes more mobile and fluctuating. Within t ≈ 50 ps, the two flakes start to bind
each other, and the water droplet is squeezed away. Figure 13.10d after another
t ≈ 60 ps, the flakes join each other into a double layer, and the droplet stays on
the top of one flake. When a smaller water droplet with Nw = 800 is placed on the
nanoribbon, it induces its folding in a similar way and becomes squeezed out even
faster in Fig. 13.10c, d.
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Similarly, we study the folding of a star-shaped graphene nanoribbon with four
blades connected to a central flake, as shown in Fig. 13.10e–f. At T = 300 K, a water
droplet (Nw = 1,300) is initially positioned at the height of h ≈ 0.5 nm above the
central flake. Figure 13.10g the droplet binds by vdW coupling with the central flake
and induces bending of the four blades. Figure 13.10h after t ≈ 1 ns, the four blades
fold into a closed structure, with waters filling its interior. This effect resembles the
action of a “meat-eating flower” [103], where the graphene capsule can store and
protect the liquid content in various environments. Notice that slight asymmetry of
the flake does not change the character of the assembly process. In real systems,
other molecules might also be adsorbed on the graphene flakes. Although these
molecules are not considered here, they might coalesce with the water droplets and
modify their properties in the assembly process. Experimentally, the droplets could
be deposited by Dip-Pen nanolithography [104] or AFM [105]. This deposition can
also cause side effects not considered here, such as passage additional momentum
to the folding sheet.

Folding of the two flakes into the sandwich, shown in Fig. 13.10a, b, is driven by
the decrease of the water–graphene binding energy, Eg−w =−σg−w Ag−w. Here, we
estimate the density of the binding energy from our MD simulations (see Footnote 1)
to be σg−w ≈ 20.8 kcal/(mol nm2). The water–graphene binding area of the narrow
stripe (initial area) and the two flakes (final area) are Aini

g−w = 2.5×0.7 = 1.75 nm2

and Aend
g−w = 3× 5× (2) = 30 nm2, respectively. The elastic bending energy of the

connecting stripe is Eela = σela Aela, where Aela ≈ Aini
g−w is the bending area, and

σela =
1
2 Dκ2 is calculated for D = 27.9 kcal/mol and κ = 1/Rg, where Rg is the

graphene ribbon radius. In this case, Rg ≈ 1 nm, so σg−w >σela ≈ 14 kcal/(mol nm2).
This, together with Ag−w ≈ Aela, valid at the beginning of the folding process,
means that Eg−w +Eela < 0. During the folding process, the sandwich configuration
becomes further stabilized, since Eg−w decreases by an order of magnitude, due to
Ag−w = Aend

g−w.
The final squeezing of the nanodroplet out of the sandwich, shown

in Fig. 13.10c, d, means that graphene–graphene vdW binding is preferable to
graphene–water vdW binding, for the force field parameters used in CHARMM27.

13.5.3 Folding of Ribbons

We now test if NDs can induce folding of graphene nanoribbons. As shown in
Fig. 13.11a, we use a 30×2 nm2 graphene nanoribbon, with one end fixed. At T =
300 K, a ND with Nw = 1,300 waters is positioned above the free end of the ribbon.
Figure 13.11b the free end starts to fold fast around the droplet. Figure 13.11c after
t = 0.6 ns, the free end folds into a knot structure, touches the ribbon surface and
starts to slide fast on it, due to strong vdW binding. Figure 13.11d while the knot is
sliding on the ribbon, the droplet is deformed into a droplet-like shape that slips and
rolls inside the knot [16]. After sliding over l = 20 nm, the water filled knot gains
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Fig. 13.11 Folding and sliding of a graphene ribbon with the size of 30×2 nm, which is activated
and guided by a nanodroplet with Nw = 1,300 waters and the radius of Rd ≈ 2.1 nm. (a)–(c) The
free ribbon end folds around the droplet into a knot structure that slides on the ribbon surface (d)
and (e)

Fig. 13.12 Folding and rolling of a graphene ribbon with the size of 90×2 nm, which is activated
and guided by a nanodroplet with Nw = 10,000 waters and the radius of Rd ≈ 4.2 nm. (a) and (b)
The ribbon tip folds around the water droplet into a wrapped cylinder, and (c)–(e) the wrapped
cylinder is induced to roll on the ribbon surface (c)–(e)

the velocity of vw ≈ 100 m/s. This velocity is controlled by the rate of releasing
potential energy, due to binding but reduced by bending, into the kinetic degrees
of freedom, damped by friction. Figure 13.11d the sliding ribbon reaches the fixed
end and overstretches into the space, due to its large momentum. Figure 13.11e it
oscillates back and forth two to three times before the translational kinetic energy is
dissipated.

The existence of CNTs raises the question if we could also “roll” graphene
ribbons. This might happen when the droplet is larger and thus when it controls
more the ribbon dynamics. In Fig. 13.12a, we simulate the folding of a 90× 2 nm2

graphene ribbon (one end is fixed) at T = 300 K, when a droplet of Nw = 10,000 is
initially positioned above the tip of the ribbon. Figure 13.12b, c as before, within
t = 2 ps, the ribbon tip folds around the spherical droplet into a closed circular
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cylinder. Figure 13.12d this time, the approaching free end touches the surface at
a larger angle and forms a cylinder around the droplet that starts to roll fast on
the ribbon surface, like a contracting tongue of a chameleon. After rolling over
l = 60 nm, the translational and rolling velocities are vt ≈ 50 m/s and ωr ≈ 12 rad/ns,
respectively. Figure 13.12e the cylinder rolls until the fixed end of the ribbon,
where the rolling kinetic energy is eventually dissipated. The folded ribbon forms a
multilayered ring structure, similar to multiwall nanotube, which is filled by water.

Let us analyze the conditions under which a graphene ribbon folds. Analogously
to the folding of flakes, shown in Fig. 13.10, the folding of ribbon is driven by the
competition between the graphene–water binding energy, Eg−w =−σg−w Ag−w, and
the graphene bending energy, Eela = σela Aela. From the energy condition, Eg−w +
Eela < 0, we obtain

Ag−w

Aela
>

σela

σg−w
. (13.8)

In Fig. 13.11, the water droplet has the radius Rd ≈ 2.1 nm. Assuming that Rg ≈
Rd, we obtain from the above formula for σela that σela = 3.2 kcal/ (mol nm2) and
σela/σg−w ≈ 0.15. Since, Ag−w/Aela ≈ 1, we see that this case easily fulfills the
condition in (13.8). The graphene ribbon slides on itself, and this situation can be
called the “sliding phase”.

The ratio Ag−w/Aela and indirectly also σela depend on the ratio of the ribbon
width w to the droplet radius Rd, which thus controls the character of the folding
process. When w < 2Rd, the droplet can bind, in principle, on the whole width of
the ribbon, so Ag−w ≈ Aela. For even larger droplets, we eventually get w < 0.5Rd,
where our simulations show that the ribbon binds fully to the droplet surface. In
this limit, we observe that after folding once around the droplet circumference the
ribbon approaches itself practically at the wetting angle, and gains the dynamics
characteristic for the “rolling phase”, shown in Fig. 13.12.

When w > 2Rd, it becomes very difficult for the small droplet to induce folding
of the wide ribbon. Then, the droplet binds to the ribbon at an approximately circular
area, with a radius ≈ Rd, because the water contact angle on graphene is about 90◦
and the droplet has almost the shape of a half-sphere [106]. If we assume that Rg ≈
Rd, we have Ag−w ≈ π R2

d and Aela ≈ 2Rd w. From (13.8) and σela =
1
2 Dκ2 = 1

2 D 1
R2

d
,

we then obtain the condition for the ribbon folding

R3
d >

Dw
π σg−w

. (13.9)

On the other hand, this means that the ribbon does not fold when w ≥ C R3
d (C =

π σg−w/D ≈ 4 nm−2), and this situation can be called the “nonfolding phase”.
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Fig. 13.13 The phase diagram of a nanodroplet and graphene nanoribbon with different folding
dynamics. We display the nonfolding, sliding, rolling, and zipping phases

13.5.4 Nanodroplet-Graphene Phase Diagram

In Fig. 13.13, we summarize the results of our simulations in a phase diagram.
We display four “phases” characterizing the ribbon dynamics, separated by
phase boundary lines. They are called nonfolding, sliding, rolling, and zipping,
where the first three were described and briefly analyzed above. The nonfolding
phase, where the ribbon end does not fold around the droplet, is characterized by
the cubic boundary derived above and shown in Fig. 13.13 (left). In the simulations,
we obtain the value C ≈ 2.8 nm−2, in close agreement with the above prediction.
The nonfolding phase is adjacent with the sliding phase, which is separated from
the rolling phase by the boundary line w ≈ 1

2 Rd.
When the graphene ribbon becomes several times wider than the droplet diam-

eter, it may fold around it in the orthogonal direction. Then, the folding dynamics
of the graphene ribbon has a character of zipping. This situation corresponds to the
“zipping phase”, shown in the right top corner of the phase diagram in Fig. 13.13 and
explained in detail in Fig. 13.14. Figure 13.14a we place a droplet of Nw = 17,000 at
the free end of the ribbon of the size of 60×16 nm2. Figure 13.14b the ribbon folds
from the two sides of the droplet within t ≈ 250 ps. Figure 13.14c at t ≈ 450 ps,
the ribbon starts to “zip,” where its two sides touch each other. Figure 13.14d the
zipping process continues, and the droplet is transported along the ribbon. After
zipping over l ≈ 40 nm, the droplet gains a translational velocity of vt ≈ 63 m/s.
In the zipped region, a chain of water molecules resides inside the turning line
of the zipped ribbon. This region can be used like an artificial channel, similarly
like CNTs.
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Fig. 13.14 Folding and zipping of a graphene ribbon with the size of 60 × 16 nm, which is
activated and guided by a nanodroplet with Nw = 17,000 waters and the radius of Rd ≈ 5 nm.
(a) and (b) The ribbon end folds around the droplet. (c) and (d) The zipping propagates along the
ribbon until the fixed end, while water channel is formed in the graphene sleeve

13.6 Conclusions

In summary, we have demonstrated that water nanodroplets can activate and guide
folding of graphene nanostructures. The folding can be realized by different types of
motions, such as bending, sliding, rolling, or zipping that lead to stable or metastable
structures, such as sandwiches, capsules, knots, and rings. These structures can be
the building blocks of functional nanodevices, with unique mechanical, electrical, or
optical properties [47]. We have also shown how water nanodroplets could be used
to carry materials on graphitic nanocarbon supports. We explored drag phenomena
of nanodroplets on CNTs by vibrations and by coupling to distantly solvated ions.
These studies can lead to future applications in molecular delivery, fabrications of
nanostructures, and nanofluidics.
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Chapter 14
Atomistic Pseudopotential Theory of Droplet
Epitaxial GaAs/AlGaAs Quantum Dots

Jun-Wei Luo, Gabriel Bester, and Alex Zunger

Abstract In this chapter, following the introduction to the basic electronic
properties of semiconductor quantum dots (QDs), we first briefly introduce our
atomistic methodology for multi-million atom nanostructures, which is based
on the empirical pseudopotential method for the solution of the single-particle
problem combined with the configuration interaction (CI) scheme for the many-
body problem which were developed in the solid-state theory group at the National
Renewable Energy Laboratory over the past two decades. This methodology,
described in Sect. 14.2, can be used to provide quantitative predictions of the
electronic and optical properties of colloidal nanostructures containing thousands
of atoms as well as epitaxial nanostructures containing several millions of atoms.
In Sect. 14.3, we show how the multi-exciton spectra of a droplet epitaxy QD
encodes nontrivial structural information that can be uncovered by atomistic many-
body pseudopotential calculations. In Sect. 14.4, we investigate the vertical electric
field tuning of the fine-structure splitting (FSS) in several InGaAs and GaAs QDs
using our atomistic methodology. We reveal the influence of the atomic-scale
structure on the exciton FSS in QDs. Finally, a comprehensive and quantitative
analysis of the different mechanisms leading to HH–LH mixing in QDs is presented
in Sect. 14.5. The novel quantum transmissibility of HH–LH mixing mediated by
intermediate states is discovered. The design rules for optimization of the HH–LH
mixing in QDs are given in this section.
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14.1 Introduction

Until recently, epitaxial quantum dots (QDs) were mostly made by a growth
protocol (“Stranski–Krastanov”, or SK) [1–3] requiring that the QD material has a
significantly different lattice constant (generally larger) than the substrate on which
it is grown, e.g., InAs-on-GaAs [1] or InP-on-GaP [3]. Lattice-matched material
pairs such as GaAs on AlGaAs or InAs on GaSb were excluded until recently.
The advent of the “droplet epitaxy” growth mode [4–6] (involving the growth of
cation-element droplets on a substrate and subsequently their crystallization into
QDs by incorporation of the anion element) has enabled the epitaxial growth of
lattice-matched pairs, thus opening a window to the understanding of the physics of
confinement in unstrained semiconductor material such as GaAs. GaAs QDs have
recently also been grown using an alternative approach [7–11] where nanoholes are
etched on the surface of an AlGaAs layer. The holes are etched by arsenic debt
epitaxy (also referred to as local droplet etching) and filled with GaAs. Migration
of the GaAs toward the bottom of the holes leads to GaAs QD formation. The
QDs are subsequently capped with AlGaAs. The lattice-mismatch-induced strain in
In(Ga)As/GaAs QDs represents a main difference from unstrained GaAs/AlGaAs
QDs and it markedly modifies the bulk band structure. Figure 14.3 shows that
the built-in biaxial strain present in InAs QDs embedded in GaAs [12, 13] lifts
the degeneracy of the bulk heavy-hole (HH) and light-hole (LH) bands by as
much as 0.18 eV, without considering the quantum confinement effect. The built-
in shear strain also couples the HH and LH bands and it appears in the Pikus–Bir
Hamiltonian as off-diagonal term [12, 13]. Furthermore, in the droplet case, GaAs
represents the QD material, whereas in InAs/GaAs the barrier is GaAs and the QD is
InAs. Therefore, the conduction and valence band offsets (confinement potentials)
in these two types of QDs are different as shown in Fig. 14.3. Moreover, InAs
and GaAs differ in bandgap, electron, and hole effective masses and the relative
positions of the conduction band states at Γ,X , and L. It is thus by no means obvious
that there will be a similarity in the electronic structure results of GaAs/AlGaAs
with InAs/GaAs. Indeed, we find a very different electronic structure in one critical
aspect: the order of hole states. In GaAs/AlGaAs the LH-derived S-like state lies
between two HH-derived P-like hole states, whereas in InAs/GaAs the LH state is
well below the HH-derived P-like hole states.

The symmetry reduction of low-dimensional nanostructures can lead to mixing
between electronic states not only from the same bulk band [14] but also from
different valleys of the Brillouin zone and different bulk bands [15–18], which
are forbidden in their parent bulk semiconductors. Among various possibilities of
electronic state mixing, the HH–LH mixing in semiconductor QDs has attracted
much attention over the last few years for its profound effects on electronic and
optical properties. Specifically, HH–LH mixing is essential to tune the exciton fine-
structure splitting (FSS) of an epitaxial grown QD using a vertical electric field
[19–21], since it can manipulate FSS only via acting on the bulk |Z〉 component
of the Bloch functions. The QD ground hole state has dominantly bulk HH
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character [21], whereas the bulk HH band, |3/2,±3/2〉=∓(|X〉± i|Y 〉)| ↑,↓〉/√2,
contains exclusively |X〉, |Y 〉 components, and the bulk LH band |3/2,±1/2〉 =
(1/

√
3)[(|X〉 ± i|Y 〉)| ↓,↑〉+√

2|Z〉| ↑,↓〉] contains |Z〉 component. Thus, mixing
LH with HH leads to the control of the FSS via vertical electric field Fz. HH–
LH mixing also leads to fast spin decoherence of HH-dominated QD holes [22]
by introducing additional efficient spin relaxation channels belong to LH band.
In addition, both experimentally and theoretically observed optical polarization
anisotropy of neutral excitons (e.g., X0 and XX0) and charged trion (e.g., X−1 and
X+1) radiative recombination is known to arise from HH–LH mixing [23–27].

In the remainder of this chapter, we first briefly introduce our atomistic method-
ology for multi-million atom nanostructures, which is based on the empirical
pseudopotential method [28], combined with the configuration interaction (CI)
scheme for the many-body problem developed by solid-state theory group at NREL
over the past two decades. This methodology, described in Sect. 14.2, can be
used to provide quantitative predictions of the electronic and optical properties
of colloidal nanostructures [15, 29–34] containing thousands of atoms as well as
epitaxial nanostructures [17, 18, 21, 35–41] containing several millions of atoms. In
Sect. 14.3, we then show how the multi-exciton spectra of an unstrained GaAs QD
encodes nontrivial structural information that can be uncovered by atomistic many-
body pseudopotential calculations. In Sect. 14.4, we investigate the vertical electric
field tuning of the FSS in several InGaAs and GaAs QDs and reveal the influence
of the atomic-scale structure on the exciton FSS in QDs. Finally, in Sect. 14.5 a
comprehensive and quantitative analysis of the different mechanisms leading to
HH–LH mixing in QDs is presented. We specifically highlight the discovery of
the quantum transmissibility of the HH–LH mixing mediated by QD intermediate
states. The design rules for optimization of the HH–LH mixing in QDs are given in
this section.

14.2 Atomistic Many-Body Pseudopotential Method
for Multi-million Atom Nanostructures

The basis of our methodology, which was reviewed recently by one of us in [42],
is divided into four parts, atomic position relaxation, Schrödinger equation for
single-particle electronic states, many-body Hamiltonian accounting for Coulomb
interaction and correlation effect, and post-processors for optical properties, all
feeding into each other. The calculation of the single-particle electronic states
requires the input of the geometry and relaxation of the atomic positions to minimize
strain. The development of empirical pseudopotentials for each atom type is the
prerequisite for the construction of the total crystal potential used subsequently in
the Schrödinger equation. The ensuing eigenfunctions are fed into a configuration
interaction (CI) treatment to obtain excitations. Finally, from the many-body
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wavefunctions, observables can be obtained through the use of post-processor tools.
These different components will be briefly discussed below and we refer to [28,42–
47] for more detail.

Calculation of Atomistic Strain and Atom Position Relaxation. The first step
is to construct a simulation cell (supercell) containing a QD with an assumed
shape, size, and composition (gradient) and place the atoms on ideal zinc-blende
crystal sites. The atoms within the supercell are then allowed to relax in order
to minimize the strain energy using Keating’s valence force field (VFF) method
[45, 46, 48], including bond stretching, bond bending, and bond bending–bond
stretching interactions:

EVFF = ∑
i

nni

∑
j

3
8

[
α(1)

i j Δd2
i j +α(2)

i j Δd3
i j

]

+∑
i

nni

∑
k< j

3β jik

8d0
i jd

0
ik

[
(Rj −Ri) · (Rk −Ri)− cosθ 0

jikd0
i jd

0
ik

]

+∑
i

nni

∑
k< j

3σ jik

8
√

d0
i jd

0
ik

Δdi j

[
(Rj −Ri) · (Rk−Ri)−cosθ 0

jikd0
i jd

0
ik

]
, (14.1)

where Δdi j =
[
(Ri −Rj)

2 − (d0
i j)

2
]
/d0

i j, Ri is the coordinate of atom i, d0
i j is the

ideal (unrelaxed) bond length between atoms i and j, and θ 0
i jk is the ideal (unrelaxed)

angle of bonds j − i − k. ∑nni
i denotes summation over the nearest neighbors

of atom i (nni = 4 for diamond, zinc-blende, and wurtzite crystal structures).
The bond stretching, bond-angle bending, and bond-length–bond-angle interaction

coefficients α(1)
i j (≡ α), β jik, and σ jik are directly related to the elastic constants in

bulk materials [46]:

C11 +2C12 =

√
3

4d0 (3α +β −6σ)

C11 −C12 =

√
3
d0 β

C44 =

√
3
d0

αβ −σ2

α +β +2σ
. (14.2)

The second-order bond-stretching term is included to correct the pressure depen-
dence of Young’s modulus dB/dP, where B = (C11 + 2C12)/3. After the atomic
positions are relaxed by minimizing EVFF, the local strain tensor ε at a cation site is
calculated by considering a tetrahedron formed by four nearest neighboring anions
[45]. The distorted (relaxed) tetrahedron edges (R12, R23, R34) are related to the
ideal (unrelaxed) tetrahedron edges (R0

12, R0
23, R0

34) via the local strain tensor ε as
illustrated in Fig. 14.1:
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Fig. 14.1 Schematic to illustrate how the local strain is calculated in zinc blende semiconductors.
For a cation Ga (or In), three vectors (R12, R23, R34) forming a distorted tetrahedron after atomic
relaxation are related to the equivalent vectors (R0

12, R0
23, R0

34) of an ideal tetrahedron via the strain
tensor ε

(R12,R23,R34) = (1+ ε) · (R0
12,R

0
23,R

0
34). (14.3)

Solving the Schrödinger Equation for the Nanostructure. The single-particle
QD electronic states are obtained from solving the empirical pseudopotential
Schrödinger equation [35, 46, 47],

(
− h̄2

2m
∇2 +V (r)+ |e|F · r

)
ψi(r,σ) = εiψi(r,σ), (14.4)

within a basis of linear combination of strained Bloch bands (SLCBB) [43]. Here
{εi,ψi(r,σ)} are the eigenvalues and eigenstates of state i with spin σ . The bare
electron mass is given by m and h̄ is Planck’s constant. An external electric field F
is optionally applied in the supercell [49] for investigating the influence of electric
field on QD electronic structure and excitons. The crystal (dot + matrix) potential
V (r) is a superposition of overlapping screened atomic (pseudo) potentials centered
at the atomic positions:

V (r) = ∑
n

∑
α

v̂α(r−Rn −dα), (14.5)

where v̂α(r − Rn − dα) pertains to atom-type α at site dα in the nth primary
cell Rn [46, 47]. Thus, it forces upon eigenstates the correct atomically resolved
symmetry. The atomic potentials v̂α were empirically fit to experimental transition
energies, spin–orbit splittings, effective masses, deformation potentials of the bulk
materials, as well as the band offsets between two materials in a heterostructure
[46, 47]. Readers wishing to review the fitting of the GaAs/AlAs and InAs/GaAs
pseudopotentials in detail are referred to [47] and [46], respectively. Figure 14.2
shows the calculated square of the single-particle wave functions of the four lowest
electron states and the four highest hole states for both strain-free GaAs/AlGaAs and
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Fig. 14.2 The squared wave functions (3D isosurface and 2D in-plane mapping) of the first
four electron and first four hole states for an unstrained GaAs/Al0.3Ga0.7As QD and a strained
InAs/GaAs QD, with the same lens shape and the same size (25.2 nm base and 3 nm height). For
analysis purposes, we project the wave functions of the QDs on bulk heavy-hole (HH), light-hole
(LH), split-off (SO) bands, and the lowest conduction band (CB). The wave functions are further
decomposed with respect to their axial angular momentum components (S, P, D)

strained InAs/GaAs QDs with a lens shape. The orbital characters of each state are
obtained by decomposing our atomistic electron and hole states with respect to their
axial angular momentum components (S, P, D, . . . ). The bulk Bloch band character
of the QD electronic states are gained by projecting them onto bulk Bloch bands at
the Γ-point, including HH (|3/2,±3/2〉), LH (|3/2,±1/2〉), spin–orbit split (SO)
(|1/2,±1/2〉), bands as well as conduction bands (CB).

Solution of the Many-Body Problem. Once the single particle states of the QD
are obtained, the excitonic energies and wave functions, including many-body
interactions are calculated in the framework of the CI scheme [44]. In this approach,
the excitonic wave functions Ψ(i) are expanded in terms of single-substitution Slater
determinants Φv,c, constructed by promoting an electron from the occupied single-
particle state v to the unoccupied single-particle state c:
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Ψ(i) =
Nv

∑
v=1

Nc

∑
c=1

C(i)
v,cΦv,c. (14.6)

The coefficients C(i)
v,c of the CI expansion are calculated by diagonalizing the CI

Hamiltonian for a single exciton:

Hvc,v′c′ ≡
〈
Ψv,c|HCI|Ψv′,c′

〉
= (εc − εv)δv,v′δc,c′ − Jvc,v′c′ +Kvc,v′c′ , (14.7)

where the Coulomb and exchange integrals Jvc,v′c′ and Kvc,v′c′ are, respectively,
given by

Jvc,v′c′ = e2 ∑
σ ,σ ′

∫ ∫ ψ∗
v (r,σ)ψ∗

c (r
′,σ ′)ψv′(r,σ)ψc′(r′,σ ′)

ε(r,r′)|r− r′| drdr′ (14.8)

Kvc,v′c′ = e2 ∑
σ ,σ ′

∫ ∫ ψ∗
v (r,σ)ψ∗

c (r
′,σ ′)ψc′(r,σ)ψv′(r′,σ ′)

ε(r,r′)|r− r′| drdr′. (14.9)

The Coulomb potential in the two equations above are screened using a
position-dependent and size-dependent screening function ε(r,r′) [44]. The
excitonic wavefunctions of Eq. (14.6) are built using 6 valence and 6 conduction
band states, including envelope functions with S, P, and D orbital character.

Post-processor Tools. The modification of the potential due to strain can be
obtained from the Pikus–Bir Hamiltonian [12] once the atoms within the supercell
are relaxed using the VFF method [45, 46, 48] and the strain tensor has been
calculated. A comprehensive study of the effect of strain on the band structure has
been performed by Bir and Pikus [13]. Here, a simplified Pikus–Bir Hamilton is
used to describe the strain-modified confinement potentials, which is, however, not
used in our atomistic pseudopotential calculation of the single-particle eigenstates,
but serves only as illustration of strain effects. Following [12], in which the model
is written in real space, the strain-modified conduction band state is given by

Ec(r) = E0
c (r)+ac(r)Tr[ε(r)], (14.10)

where E0
c (r) is the conduction band minimum (CBM) of bulk material at r and ac is

the hydrostatic deformation potential of the CBM, generally at Γ. For valence bands
including spin–orbit coupling, the Pikus–Bir Hamiltonian is

Hv(r) = HSO +avTr[ε(r)] (14.11)

−bv
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⎛
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⎞
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⎛
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⎞
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⎤
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a b

Fig. 14.3 Confinement potential of the lowest conduction band (CB), heavy-hole (HH), light-
hole (LH), and split-off (SO) bands for (a) a strain-free GaAs/Al0.3Ga0.7As QD and (b) a strained
InAs/GaAs QD with lens shape of base size 30 and 3 nm height. The dashed lines in (b) represent
the bulk energy levels without considering strain. ΔHL is built-in strain-induced splitting of bulk
HH and LH bands

−
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⎤
⎦ ,

where HSO is the spin–orbit Hamiltonian [12], av is the hydrostatic deformation
potential of the VBM, bv is the biaxial deformation of the valence band maximum
(VBM), and dv is the deformation potential due to shear strain. The value of
deformation potentials ac, av, bv, and dv are taken from [12, 50]. The calculated
strain-modified confinement potentials of a strained InAs/GaAs and an unstrained
GaAs/AlGaAs QD using the Pikus–Bir model, as well as the natural band offsets at
their equilibrium lattice constants are shown in Fig. 14.3.

After we have calculated the many-body wavefunctions, we have access to
observables through the use of post-processor tools. For example, the excitonic
optical-absorption spectrum I(E) are calculated with the CI eigenstates of Eq. (14.6)
by using Fermi’s golden rule [51]:

I(E) = ∑
v
|Mv|2 exp

[
−
(

E −Ev

σ

)2
]
, (14.12)

where Mv = ∑hi,e j
C(v)(hi,e j)〈ψhi | p̂|ψe j〉 is the transition dipole matrix between

hole state hi and electron state e j, Ev is the exciton energy and the broadening of
spectral lines modeled by a chosen σ .
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14.3 Geometry of Epitaxial GaAs/(Al,Ga)As QDs as Seen
by Excitonic Spectroscopy

Molecular spectroscopy has always been intimately connected with molecular
structure and symmetry through fundamental interpretative constructs such as
symmetry-mandated selection rules, level degeneracies, and polarization [52]. Yet,
the spectroscopy of epitaxial semiconductor QDs—large simple molecules made of
103–106 atoms such as Si, InAs, or GaAs—has been largely conducted and inter-
preted without basic knowledge of the underlying structure. Indeed, the extremely
rich (10–20 lines), high-resolution (∼10 μeV) single-dot excitonic spectra of such
simple “macromolecules” being now measured almost routinely [1, 2, 53–56] has
not been accompanied by detailed structural information, other than cross-sectional
scanning tunneling microscopy (XSTM) measurements [57, 58] which, however,
can produce a range of diverging structures from the same measured relaxation
profile on the same QD [39]. A possibly more accurate structure profile of epitaxy
QDs can be indirectly obtained from a full three-dimensional electron density
map measured by a coherent Bragg rod analysis (COBRA) method [59]. Attempts
to bridge the gap between spectra and structure have recently been made in the
context of self-assembled (strained) In(Ga)As/GaAs QDs by combining measured
excitonic spectra with XSTM structural assessment of the same QD sample, using
a quantitative excitonic theory as the bridge. It was found [39] that the calculated
excitonic spectra produced by using as input a range of structural models offered
by XSTM conflicted with the experimental spectra in a number of crucial aspects.
However, a structure derived theoretically by matching the calculated spectra with
experiment did agree with the basic data used to derive XSTM structural models
(i.e., the measured outer relaxation profile of the cleaved QD). It was concluded that
high-resolution excitonic spectra contain significant structural information that can
be unearthed using theory as a mining tool.

Recent XSTM measurements [57] suggest that droplet GaAs QDs have Gaussian
shape instead of the lens shape often deduced from atomic force microscope (AFM)
measurements [56, 60–62] and QD heights of around 14 nm [57, 62]. The exciton
band gap measured by optical spectroscopy is about 1.7–1.9 eV [25, 56, 60, 63, 64].
In [41] we discussed the spectra vs. structure link for such QDs. We found
that the GaAs QDs grown by droplet epitaxy have indeed a Gaussian-shape, as
suggested by the XSTM measurements [57]. However, we found that QDs as seen
by optical spectroscopy correspond to QDs with 2–4 nm height rather than the 14 nm
determined by XSTM. The fact that XSTM sees tall QDs and spectroscopy sees
flat QDs points to the fact that different QDs must have been probed. This was
uncovered by theoretical simulations showing that the two experiments could not
possibly correspond to the same QD.

Measured Structure. GaAs/GaAlAs QDs grown by droplet epitaxy in Sakoda’s
group [63] were initially described, on the basis of AFM measurements of uncapped
QDs [62], as being lens shaped [56, 60–62] (schematic in left inset of Fig. 14.4),
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Fig. 14.4 Atomistic many-body pseudopotential calculated exciton emission energy of Gaussian-
shaped, lens-shaped, and disk-shaped GaAs/ Al0.3Ga0.7As QDs (base size in diameter given in
parentheses) as a function of QD height. The base diameter of Gaussian-shaped QD is defined by
the largest QD lateral size, which is truncated by the requirement that the QD material must be
thicker than 1 ML. Taken from [41]. ©(2011) by the American Physical Society

with averaged [11̄0]-elongated base size of 70× 50 nm (spread ±10%) and a QD
height of 14 nm (spread±19%) [62]. Subsequently, XSTM measurement of these
capped QDs were performed by Keizer et al. [57] showing instead a rather different,
Gaussian shape (schematic in right inset to Fig. 14.4) with an average base size of
40 nm, height of 14 nm, and a size distribution of 10–20%.

Spectra of Single Exciton. The measured spectroscopy [25, 56, 60, 63, 64] of the
QDs grown by Sakoda’s group [63] shows that the fundamental exciton emission
from many different spectroscopy measurements were in a range of 1.7–1.9 eV.

Calculated Spectra for the Measured Structure Lead to Conflicts with the Assumed
Structure. We have calculated the exciton gap energy of lens-shaped, Gaussian-
shaped, and disk-shaped strain-free GaAs/AlGaAs QDs using our atomistic many-
body pseudopotential method (Fig. 14.4). Notwithstanding the shape, the QDs
with calculated exciton energy in the range of the experimental measured exciton
energy of 1.7–1.9 eV have a much smaller QD height, of only 1–4 nm compared
to the experimentally stated value (∼14 nm) by both AFM [62] and XSTM [57]
approaches. This discrepancy, being well outside the measured size distribution in
the sample, indicates that the QDs measured by AFM or XSTM are not the same
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as the QDs seen by optical spectroscopy. We conclude1 that the QD, the height
of which was measured to be 14 nm in [57, 62], is not the same QD that was
used in [25, 56, 60, 63, 64] to measure the band gap and exciton fine structure. It
is worth mentioning that the QD height decreases from 14 nm when the QDs are
grown by droplet epitaxy on a (001)-oriented GaAs substrate [57] to much smaller
value of 2.3± 0.6 nm when they are grown on a (311)A-oriented GaAs substrate
[65]. However, the XSTM [57] and spectroscopy [25, 56, 56, 60, 63] measurements
considered here, as well as theory, are all on (001) substrates.

Whereas to first order, the magnitude of the excitonic emission energy reveals
information mostly on the QD height, a more detailed measurement can also
distinguish different QD shapes. We see from Fig. 14.4 that for the same base size
and QD height, the lens-shape QDs have an exciton gap energy that is smaller by
as much as ∼40 meV than that of Gaussian-shaped QDs and that this is so in a
wide range of QD heights of 1–12 nm. If droplet epitaxy grown GaAs/AlGaAs QDs
are known to be either lens shaped or Gaussian shaped, this exciton shift is large
enough to distinguish the QD shape if the base size, QD height, and exciton energy
are accurately measured.

The Shape of the QD as Seen by the Sequence of Multi-exciton Lines. Experimen-
tally, different types of excitons can be created: neutral monoexciton X0 (1e,1h) or
neutral biexciton XX0 (2e,2h), as well as charged excitons such as positive trion
X+ (1e,2h), negative trion X− (2e,1h), positive biexciton XX+ (2e,3h), and negative
biexciton XX− (3e,2h), etc. Figure 14.5 shows the calculated emission spectrum
when a single electron–hole pair recombines within such a multi-exciton complex
[66]. The spectra consist of a few lines. Specially for XX+ and XX− we see several
manifolds of four and two lines, respectively, due to various S and P recombination
channels and e–h exchange interaction induced FSS of multi-exciton complexes.
The emission energy reflects both direct Coulomb interactions and correlation
effects between holes and electrons; these interactions ultimately reflect the overlap
of the corresponding wave functions which is sensitive to the shape and size of the
QD. Such complex and implicit dependences between the sequence of multi-exciton
lines (“multi-exciton barcode”) and QD structure were used recently to decipher
structural features from excitonic features. It was proposed [39] that such barcodes
consisting of X , X+, X−, XX , XX+, XX−, and X−2 lines can be correlated with
geometrical features of the strained SK-grown InAs/GaAs QDs.

Here we will use this barcoding approach to unearth structural features of another
class of QDs based on unstrained, droplet epitaxy grown GaAs/GaAlAs. For this
purpose we have calculated the sequence of multi-excitonic lines for a large number
of QDs with three different basic shapes (lens shape, Gaussian shape, and disk
shape) and many structural parameters within these shapes (height, base size, and
shape anisotropy). Using this barcoding method, we can build a link between the
structure of strain-free GaAs/AlGaAs QDs and their excitonic emission spectra.

1We are grateful to Prof. P.M. Koenraad and Dr. M. Takaaki for clarifying to us now that the QDs
used in XSTM were different than those used for PL measurements.
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Fig. 14.5 Excitonic emission spectrum of (a) symmetric lens-shaped and (b) symmetric
Gaussian-shaped GaAs/Al0.3Ga0.7As QDs with base size of b = 40×40 nm and QD height h = 2,
3, and 4 nm. Taken from [41]. ©(2011) by the American Physical Society

However, at present, the available experimentally measured excitonic emission
spectrum of such QDs includes only neutral monoexciton X0, positive and negative
trions X+ and X−, and neutral biexciton XX0 transitions [25, 56, 56, 60, 63].
Figure 14.5 shows the atomistic calculated emission spectra (where we have aligned
the energy of the monoexciton X0 lines) for lens-shaped (Fig. 14.5a) and Gaussian-
shaped (Fig. 14.5b) QDs. In this partial excitonic emission spectrum, we find that
the sequence of the following lines always obeys some “hard rules” [39],

X− < XX− < XX0 < X0. (14.13)

The hard rules observed in all experimental spectra [25, 56, 60, 63, 64] are that
(i) both X− and XX0 are red shifted with respect to X0 (i.e., have positive binding
energies) and (ii) the XX line always lies between X and X−. Hard rule (iii) [39],
related to X−2, has not been measured yet for GaAs/AlGaAs QDs. These three hard
rules plus the position of the X0 line will provide the size of the base and the height
of the QD [39]. From hard rules (i) and (ii) we estimate that the QDs seen in the
optical spectroscopy measurement has a base diameter of 30–40 nm.

Interestingly, we find that the energetic relative position of the positive trion
(X+) is related to the QD shape. Figure 14.5a shows that in lens-shaped QDs
the positive trion (X+) is always redshifted with respect to neutral monoexciton
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(X0). In contrast to lens-shaped QDs, in Gaussian-shaped QDs (Fig. 14.5b) the
X+ has a transition from redshift to blueshift, when the QD height decreases,
in agreement with experimental measurements [56]. Furthermore, our calculated
transition energy EX0 = 1.758 eV also agrees with the experimental value of
1.748 eV [56]. Thus, we conclude that Gaussian shape is more likely in droplet
epitaxy-grown GaAs/AlGaAs QDs.

FSS of Mono-exciton vs. QD Shape. The FSS of an exciton [31, 66–68] refers
to the splitting of the optical-allowed (bright) exciton states due to both intrinsic
crystal asymmetry as well as external shape anisotropy. The role of these two
factors has been often misconceived in the literature [56, 60, 63, 69], leading to
the misuse of the FSS to infer shape anisotropy: In the Luttinger Hamiltonian
representation, the effective mass of the hole is anisotropic in that its value along
(100) is different from that along (110). Thus, if one ignores the fact that the QDs
under consideration are made of an atomistically discrete material, the symmetry of
circular-based QD in this Hamiltonian is C4v. Despite this, numerous papers [25,70]
claimed that circular-based lens-shape QDs have D2d symmetry. This is because in
a continuum approximation the [110] and [11̄0] directions are equivalent. In such
a D2d symmetry, the fourfold degenerate exciton (originating from an electron of
Jz =±1/2 and a heavy hole of Jz =±3/2) splits into doubly degenerate bright state
(Γ5) and two nondegenerate dark states (Γ1 and Γ2, respectively). Because Γ5 is
degenerate in this approximation, the FSS is zero for cylindrically symmetric QDs
under the continuum point of view. To account for the observed nonzero FSS, the
continuum theory assumes that the FSS originates, in its entirety, from deviations
from cylindrical symmetry [56, 60, 63, 69]. This shape anisotropy (e.g., elongation
in the [11̄0] direction [56, 60, 63]) of the QD lowers the D2d symmetry to C2v. The
doubly degenerate bright Γ5 states splits into two nondegenerate states (Γ2 and Γ4

symmetry). The lifting of the degeneracy of the two bright exciton states is referred
to as FSS and is used under the continuum point of view to fit the measured FSS
into a geometric shape anisotropy. If the base center of the QD does not anchor
on a common atom (namely, As atom in GaAs/AlGaAs), then the symmetry of the
circular-based QD is C1, rather than C2v. In the C1 point group, the two bright exciton
states belong to the same irreducible representation and they will couple, if their
energy are close enough (namely FSS< 5 μeV [68]). For QDs with FSS> 5μeV,
the FSS is not sensitive anymore to the choice of the QD base center.

In reality, the [110] and [11̄0] directions are nonequivalent for QDs with zinc-
blende crystal lattice. This leads to the fact that a QD with cylindrical shape does not
have the commonly thought D2d symmetry, but already has the lower C2v symmetry.
Thus, even a shape-symmetric QD has nonzero FSS. Although, this intrinsic
crystal anisotropy was pointed out many times in atomistic theories[35, 45, 67], its
contribution to the FSS has often been neglected by the community [56, 60, 63, 69].
Figure 14.6 shows the calculated atomistic many-body pseudopotential FSS for
symmetric and asymmetric Gaussian-shaped QDs as well as symmetric lens-shaped
QDs. In agreement with the atomistic point of view, we see that even the shape-
symmetric Gaussian-shaped QD with base size of 30 nm has already a large FSS
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(∼30μeV for QDs having an exciton energy of 1.7 eV) and that shape asymmetry
additionally adds some (∼10μeV) FSS. Whereas, the increase of base size for
the shape-symmetric QDs from 30 to 40 nm reduces the FSS by ∼20μeV. Thus,
attributing all of the FSS to shape asymmetry will greatly exaggerate the shape
asymmetry.

It is most interesting to note that the slope of the size-dependent FSS, for both
symmetric and asymmetric Gaussian-shaped QDs, is opposite to the one seen in
lens-shaped and in disk-shaped QDs. Specifically, the FSS of the Gaussian-shaped
QDs decreases with increasing exciton emission energy (i.e., decreasing the QD
height) in strong contrast to the case of lens-shaped and disk-shaped QDs, where
the FSS increases with increasing exciton emission energy. We ascribe these two
opposite size-dependent trends of the FSS to two competing effects: (i) FSSs will
be enhanced by quantum confinement effect due to increased overlap of electron
and hole wave functions; (ii) FSSs will be washed out by random AlGaAs alloy
distribution due to an increased wave function leakage with decreasing QD height.
Because the wave functions are expected to be more localized inside the QD (in the
in-plane direction) in lens-shaped and disk-shaped QDs than in Gaussian-shaped
QDs, the item (i) is dominant in lens-shaped and disk-shaped QDs. However,
in Gaussian-shaped QDs, item (i) and (ii) are comparable. These factors explain
the observed opposite trends. The calculated size-dependent trend of the FSS in
Gaussian-shaped QDs is in excellent agreement with experimental measurements
[60]. Thus, from the size-dependent trend of the FSS we suggest that droplet
epitaxy-grown GaAs/AlGaAs QDs have a Gaussian shape.
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In summary, we showed how the multi-exciton spectra of a droplet epitaxy QD
encodes nontrivial structural information that can be uncovered by atomistic many-
body pseudopotential calculations. We calculated single-particle energy levels,
exciton gap, optical emission spectra, and FSSs for a large number of strain-free
GaAs/AlGaAs QDs with three different shapes and different structure parameters
(base size, height, and shape anisotropy). From such multi-exciton complex emis-
sion spectrum (“barcode”) and from the size-dependent trends of the FSS, we
showed that the droplet epitaxy strain-free GaAs/AlGaAs QDs have a Gaussian
shape, in agreement with XSTM measurements, but the previously determined QD
height (∼14 nm) as “seen” by XSTM [57, 62] could not possibly be consistent with
the excitonic signature (1.7–1.9 eV) [25, 56, 56, 60, 63], as the latter must reflect
a 1–4 nm tall QD. Both, spectroscopy and XSTM measurements, were done on
GaAs QDs capped by an Al0.3Ga0.7As barrier layer. The fact that XSTM sees tall
QDs and spectroscopy sees flat QDs suggests that different QDs must have been
investigated. Indeed, Koenraad and Takaaki clarified for us that the droplet QDs
used in XSTM were different than those used for PL measurements. This approach
therefore holds the promise that, with increasing spectral resolution and more multi-
excitonic barcode lines, a detailed structural information could be revealed.

14.4 Influence of the Atomic-Scale Structure on the Exciton
Fine-Structure Splitting in of QDs in a Vertical
Electric Field

One of the leading proposals for the on-demand generation of polarization-entangled
photons is the utilization of the cascade decay of biexciton–exciton–ground state
[71] in semiconductor QDs [72], as illustrated schematically in Fig. 14.7a. A serious
impediment to the success of this proposal is the existence of the FSS discussed
previously, which must be suppressed below the radiative linewidth (≈1 μeV).
The FSS is affected by the atomistic symmetry of the QD confining potentials
[35, 73–77] and can be manipulated by strain [78, 79], lateral electric fields [80],
vertical electric fields [19, 20, 81], magnetic field [82], and strong coherent lasers
[83, 84]. A number of surprising puzzles surround the tuning of the FSS by
a vertical electric field. First, it is predicted theoretically [68], and confirmed
experimentally [19, 79] and theoretically [85], that for QDs made of random alloys
(with symmetry lower than C2v) the two bright components of the excitons undergo
an anticrossing as a function of field applied along the {100} or {110} directions
[68]. Second, since it has been established that the FSS is related to the atomistic
in-plane asymmetry between the [110] and [11̄0] crystallographic directions, it
would appear that such an intrinsic quantity would not lend itself to tuning via
vertical field. Nevertheless, it was shown experimentally that the FSS can be tuned
rather effectively in In(Ga)As/GaAs QDs by applying an electric field along the
growth direction [19]. Third, the role of strain is unclear: while electric field control
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Fig. 14.7 (a) Schematic representation of the biexciton → exciton → ground-state cascade.
(b) Exciton energy, (c) FSS, and (d) oscillator strength of the bright exciton transitions along
the [110] and [11̄0] directions as a function of applied electric field for the strained InGaAs/GaAs
QD00 (see Table 14.1). Taken from [21]. ©(2012) by the American Physical Society

was observed in strain-free monolayer thickness fluctuation GaAs QDs [20, 81],
investigations of this effect for other strain-free GaAs QDs grown by multistep
hierarchical self-assembly [11] or droplet epitaxy [86] have not yet been reported.
Finally, even though strain-free GaAs/AlGaAs QDs naturally lack the built-in strain
asymmetry that was believed to contribute to FSS in strained InAs/GaAs QDs [36],
still significant FSS can exist, casting doubt on our understanding of the role of
strain in creating FSS-promoting asymmetries in the potential.

In [21], we clarified the physical process underlying the tuning of the FSS
by vertical electric fields by developing a simple mesoscopic model that allows
us to analyze our million atom calculations of a large set of InGaAs/GaAs and
GaAs/AlGaAs QDs. We found good agreement for InGaAs QDs with existing
experiments [19] predicted the FSS in strain-free GaAs/AlGaAs QDs to be tunable
well below the radiative linewidth (≈1 μeV). However, we showed that different
decorations of the cation lattice in the AlGaAs alloy barrier lead to fluctuations in
the minimum FSS in the range of ±1.4 μeV, making a postselection of appropriate
QDs necessary. We showed that measurements of the FSS and the polarization angle
at zero field suffice to identify appropriate QDs.
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Table 14.1 Sizes and
compositions of different
QDs investigated in this
section

Barrier (% Al)

QD Composition Size (nm) a,b,h Top Bottom

Lens shape
00 In0.8Ga0.2As 10, 7.5, 2.5 0 0
01 GaAs 45, 45, 3 35 35
02 GaAs 70, 50, 3 45 45
03 GaAs 70, 50, 3 35 45
04 GaAs 60, 40, 2 35 45
05 GaAs 25, 31, 3.9 35 35

Gaussian shape
06 GaAs 30, 30, 3 30 30
07 GaAs 30, 30, 4 30 30
08 GaAs 30, 30, 6 30 30
09 GaAs 35, 30, 3 30 30
10 GaAs 35, 30, 4 30 30
11 GaAs 35, 30, 6 30 30
12 Al0.06Ga0.94As 30, 30, 3 30 30
13 Al0.06Ga0.94As 30, 30, 6 30 30
14 Al0.06Ga0.94As 35, 30, 3 30 30
15 Al0.06Ga0.94As 35, 30, 6 30 30

The sizes a, b, and h describe the elliptic axis along the [110]
and [11̄0] directions and the height, respectively. Taken from
[21]. ©(2012) by the American Physical Society

We consider lens-shaped and Gaussian-shaped QDs with the properties
(composition and geometry) given in Table 14.1. The atom positions are relaxed
using the VFF method [46] and the single particle states are calculated using the
atomistic empirical pseudopotential approach [43, 46] as outlined in Sect. 14.2. We
apply an external electric field following [49]. The direct and exchange Coulomb
interactions are calculated from the atomic wave functions, and the correlated
excitonic states are calculated by the CI approach as shown in Sect. 14.2 using 12
electron and 12 hole states (spin included), thus accounting for correlations.

Before we present our numerical results, we introduce a mesoscopic simple
model where the Hamiltonian is split into different components:

H = HC2v +δHC1 +qsFz, (14.14)

where qs is the charge of a particle in band s, i.e., −e(+e) for conduction (valence)
bands, HC2v is the Hamiltonian of the QD with C2v point group symmetry, which
must be supplemented by the deviation from this symmetry by the term δHC1. This
latter term represents the random alloy present in the barrier and possible impurities
inside the GaAs QD, as well as shape asymmetries. In the space of the two bright
states |1〉 and |2〉 the Hamiltonian has a simple form:
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H =

(
E1 +δE1 + γ1F s0/2

s0/2 E2 +δE2 + γ2F

)
. (14.15)

The exciton energies of the high symmetric hypothetical structure given by E1 =
〈1|HC2v|1〉 and E2 = 〈2|HC2v|2〉 are different due mainly to strain [36] (nearly
vanishing in the case of strain free GaAs QDs). The lowering of the symmetry
to C1 leads to the terms δE1 = 〈1|δHC1|1〉 and δE2 = 〈2|δHC1|2〉 and also to
s0/2 = 〈1|δHC1|2〉 and γi = 〈i|qsz|i〉. Redefining E1 +δE1 as E0 and δ = E2 −E1 +
δE2 −δE1 and removing the linear term in the field from |1〉 leads to

H =

(
E0 s0/2

s0/2 E0 +δ +(γ2 − γ1)F

)
, (14.16)

which corresponds to the anticrossing model used by Bennett et al.[19]:

E

(
cosθ
sinθ

)
=

(
E0 s0/2

s0/2 E0 − γ(F −F0)

)(
cosθ
sinθ

)
. (14.17)

We identify γ = γ1 − γ2 and γF0 = δ from Eqs. (14.15) and (14.17). This simple
reformulation clarifies the origin of the terms:

• γ represents the difference in the response of |1〉 and |2〉 to the applied field and
γF0 the intrinsic FSS due to the inequivalence of [110] and [11̄0] in C2v (small for
a strain-free structure) and the lowering to C1 symmetry through atomistic alloy
effects.

• s0 is the FSS at the anticrossing and quantifies the coupling between the bright
states. In a pure GaAs QD embedded in a pure AlAs matrix, the bright states
are expected to cross [68] due to the high C2v symmetry of the structure and
s0 = 0. However, the reduction of the QD symmetry due to the alloy fluctuations
in the AlGaAs barrier at the QD interface leads to an avoided crossing [68] with
s0/2 �= 0.

• F0 is the field at the anticrossing. As the field approaches F0, the exciton
eigenstates become a coherent mixture with components sinθ and cosθ , where
θ is the angle describing the orientation of the lowest eigenstate relative to the
[110] crystal axis.

The solution of Eq. (14.17) yields the eigenvalues (E±) and angles [19]:

E± = E0 − γ(F −F0)

2
± 1

2

√
γ2(F −F0)2 + s2

0 (14.18)

θ = ± tan−1
[

s0

γ(F −F0)± (E−−E+)

]
. (14.19)

We note at this point that the model of Eq. (14.15) does not include any field
dependence of the off-diagonal terms. Such terms would lead to an additional
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Table 14.2 Transition
energy E0 and FSS
parameters defined in
Eq. (14.17) and extracted
from our numerical results

E0 s0 γ F0

QD (meV) (μeV) (μeV cm/kV) (kV/cm)

00 1363 ? 0.15 + 273
01 1644 0.1 0.11 +17
02 1650 0.1 0.08 −48
03 1643 0.1 0.08 −48
04 1742 0.9 0.14 −43
05 1679 0.3 0.33 +29
06 1762±2 0.8±0.3 0.85±0.08 −21±5
07 1718±2 0.4±0.1 0.95±0.06 −26±3
08 1666±1 0.9±0.8 1.06±0.07 −25±2
09 1754 0.9 0.79 −33.5
10 1714 0.4 0.78 −37.4
11 1660 0.7 0.96 −40.5
12 1806±5 1.2±0.7 0.74±0.11 −14±7
13 1727±2 1.2±0.5 0.85±0.09 −15±9
14 1799±2 1.3±1.0 0.73±0.03 −25±6
15 1721±2 1.8±1.4 0.84±0.07 −40±5

The error bars represent the range of parameters we obtain by
running five different random alloy realizations (see Fig. 14.9).
Taken from [21]. ©(2012) by the American Physical Society

coupling of the two bright states and could be used to tune the FSS through
zero (if it would exactly compensate s0/2). In our case of vertical field, this
coupling is negligible, but in the case of a field with a component along a low
symmetry direction (any direction but [110] or [11̄0]) this term should exist. A future
investigation of this effect would be worthwhile.

We first present our results for the strained In0.8Ga0.2As QD00 (see Table 14.1)
an emission energy that fits the measured results of Bennett et al. [19] very well.
Figure 14.7 shows the Stark shift, FSS, and the oscillator strength as a function of
vertical electric field.

We obtain a nearly linear change in the FSS with the E field in agreement
with the experimental results [19]. A fit of our numerical results to the model of
Eq. (14.17) yields the parameters given in Table 14.2. For the field dependence of
the FSS, γ , we obtain a value of 0.15 μeV cm/kV, somewhat lower than the value
of 0.28 μeV cm/kV reported by Bennett et al. [19]. The strong shape and size
dependence of the slope can explain this discrepancy and will be illustrated below.
Our results for the set of strain-free GaAs QDs given in Table 14.1 are shown in
Figs. 14.8 and 14.9, where we plotted the Stark shift, the FSSs, the polarization
angle θ , and the oscillator strength as a function of the vertical E field. The results
of the fit to the model of Eq. (14.17) are given in Table 14.2. We make the following
observations.

FSS and Polarization Angle. The anticrossing described by Eq. (14.17) can be seen
in Figs. 14.8c and 14.9 as a reduction of the FSS until the value s0, followed by an
increase. The anticrossing is accompanied by a rotation of the polarization angle of
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American Physical Society

the lowest energy exciton state [68], as shown in Fig. 14.8a. At the field F0, where
the anticrossing occurs, the polarization angle changes more rapidly when s0 is small
in agreement with the model.

Shape and Size Effects on the Tunability γ . Table 14.2 reveals that γ increases with
the height of the QDs: tall QDs are more tunable in the vertical electric field, which
correlated with the polarizability of the exciton states. Comparing QD05 and QD07
with similar dimensions but different shapes shows that Gaussian-shaped QDs have
a larger γ value.

Shape and Size Effects on s0. From Table 14.2 we conclude that the shape effect
on s0 is rather moderate, while the size effect shows a trend for larger values of s0

in larger QDs. This latter trend is, however, overshadowed by a very strong random
alloy effect (see next).

Random Alloy Effects on s0 and F0. In Fig. 14.9a–c we generated the same QD
structure with different random realizations of the barrier material. In Fig. 14.9e–
g the QDs have a 6% Al content and these Al atoms are randomly distributed in
five different realizations within the QDs. These variations represent fluctuations
that should be encountered experimentally. We notice that both s0 and F0 are
significantly affected by these atomistic effects. For instance, the pure GaAs QD
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QD08 can exist with s0 of 0.1 or 1.7 μeV by merely changing the realization (i.e.,
the random distribution of the cations) of the barrier material. Furthermore, QD15
can exist with s0 of 0.4 or 3.2 μeV by changing the random distribution of the
6%Al atoms inside the QD. The sensitivity of s0 and F0 on the alloy realization
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is in agreement with our model (Eq. (14.15)), where these terms have been shown
to originate from the lowering of the symmetry (term δHC1).

Random Alloy Effect on γ . The value of γ is only weakly dependent on the details
of the alloy realization (see Fig. 14.9) but rather strongly on the QDs geometry,
size, and composition (see Fig. 14.8c). Indeed, following our model, γ gives the
difference in the response of |1〉 and |2〉 to the applied field and is directly related
to the light-hole component of the exciton state. For a pure heavy-hole exciton, γ
vanishes. The light-hole component does change significantly for different shapes
(QD01, QD02, QD03, QD04, and QD05 have 3.5%, 2.4%, 2.6%, 5.0%, and
8.2%, light-hole component, respectively) but remains constant for different alloy
realizations.

Oscillator Strength. Figure 14.8d shows a moderate change of the oscillator
strength, in the range of 10%, with varying E field in the range of −100 to
+100kV/cm.

How to Select QDs with Small s0. Our present work shows not only that GaAs
QDs are good candidates to achieve small FSS via vertical electric field but also
that rather large fluctuations of s0 should be expected within one homogenous set
of QDs (that differ only by random alloy effects and have the same shape, size and
composition). A selection of appropriate QDs (as practiced experimentally [87,88])
will therefore be advantageous, if not necessary. From Eqs. (14.18) and (14.19) at
zero field (F = 0) we can derive the following expressions:

F0 =
ΔE cos2θ

γ
; s0 =−ΔE sin2θ , (14.20)

where ΔE is the FSS at F = 0. Interestingly, s0 does not depend on the slope γ and
only requires a single measurement of the FSS and the corresponding polarization
angle θ at zero field. We have used Eq. (14.20) in Table 14.2 to report our value of
F0 for QD00. For the value of s0, however, if ΔE is large, a small inaccuracy in the
measurement, or the calculation in our case, of the angle θ will lead to an inaccurate
determination of s0. With a ΔE of 50 μeV and an angle accuracy of 2◦ we obtain s0

with an error bar of ±3.5 μeV, which is too large to be useful. However, Eq. (14.20)
is very useful for QDs where ΔE is not too large, which represent the QDs that will
require weaker E fields to be tuned.

In summary, we showed that the FSS in GaAs/AlGaAs and InGaAs/GaAs self-
assembled QDs can be effectively tuned by a vertical electric field. Indeed, the
tuning rate for GaAs QDs is between 0.1 and 1 μeV cm/kV, depending on size
and geometry, and is surprisingly similar to the tuning rate obtained with lateral
electric fields (0.15 μeV cm/kV [89]). Our results for InGaAs QDs are in good
agreement with experiment, while the results for GaAs QDs represent predictions.
The minimum FSS, s0, for GaAs QDs, is between 0.1 and 1.8 μeV, depending on
size and geometry. However, alloy fluctuations in the surrounding barrier lead to
a variations of s0 in the range of ±1.4 μeV calling for a postselection of the “best
QDs,” for which we suggest a simple experimental procedure requiring only one
measurement at zero field.
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This dependence of s0, and also F0, on the random atomic arrangement is
in agreement with the expectations from a simple mesoscopic model that shows
these terms to be proportional to the “amount of deviation from C2v” symmetry
toward the lower C1 symmetry. Hence, a QD made of a random alloy (with
formally C1 symmetry) with an atomic decoration of the lattice that will resemble
the C2v symmetry, will have the smallest s0. This represents a striking example
of an observable, where the conventional treatment of a random alloy through a
replacement of the atomic distribution by an average (VCA [90]) or an effective
medium (CPA [90]) fails. In this case, the position of each and every atom in a
structure made of several thousand atoms is relevant.

As we mentioned above, the FSS can be tuned to zero in the case of vertical
electric field plus a component of field along a low symmetry direction (any
direction but [110] or [11̄0]). Because the model of Eq. (14.15) under a single
vertical field does not include any field dependence of the off-diagonal terms, an
additional field giving rise to field-dependent terms to the off-diagonal terms can be
used to compensate field-independent terms and then tune the FSS to zero. Indeed,
it was demonstrated in a recent experiment [91] in InGaAs/GaAs QDs, where in
addition to vertical electric field a field of anisotropic biaxial strain delivered by
piezoelectric actuators was applied in the (001) plane. However, our finding of the
significant influence of random alloy fluctuations in both QD and barrier on the
values of minimum FSS s0 and F0 show that tuning several QDs to the optimum
properties in the same sample is unlikely. The realization of large arrays of QD
entanglement sources [92] would therefore require a receipt to suppress the alloy
randomness, which is certainly a formidable challenge. Thus, the alloy randomness
will prevent us to integrate large number of entanglement sources into one chip.

14.5 HH–LH Mixing in Semiconductor QDs

HH–LH mixing occurs only when states derived from bulk HH band and from
bulk LH band, respectively, belong to the same irreducible representation of the
point group in a nanostructure. The point group of self-assembled QDs on (001)
substrates are often mis-assigned to be D2d [23, 25, 70, 93], because the QD shape
resembles a lens or a truncated cone with a circular base [39] and the in-plane [110]
and [11̄0] directions are incorrectly considered to be equivalent. The underlying bulk
HH and LH bands at the Γ-point (Γ8 in bulk Td symmetry) transform to two different
representations Γ7 and Γ6 in the D2d point group [94], and therefore HH–LH mixing
is expected to be forbidden in QDs. The experimentally observed HH–LH mixing
in self-assemble In(Ga)As/GaAs [24] and CdTe/ZnTe [23] QDs were thus attributed
to strain, which was assumed to deform the QD symmetry from D2d to C2v. In
this scenario, HH–LH mixing is allowed since both HH and LH transform to the
same representation Γ5 of C2v. HH–LH mixing is proportional to the magnitude
of shear strain components (described by the off-diagonal terms of the Pikus–Bir
Hamiltonian [12, 13]). One therefore expects HH–LH mixing to vanish in strain-
free QDs. However, large HH–LH mixing was recently observed experimentally
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in strain-free GaAs/AlGaAs QDs grown by molecular droplet epitaxy [4, 86]. The
anisotropic QD geometric shape, which also lowers the QD symmetry from D2d to
C2v is alone considered as the origin of this unexpected HH–LH mixing [25].

In reality, the atomistic symmetry of ideal circular-based lens-shape or Gaussian-
shape QDs is already C2v because the [110] and [11̄0] directions are nonequivalent.
This is unlike Td zinc-blende crystal and D2d symmetric (001) quantum well (QW),
where the [110] direction is identical to the [11̄0] direction with S4 operations i.e.,
90◦ rotation followed with reflection through a (001) mirror plane [94]. HH–LH
mixing is consequently intrinsically allowed in self-assembled QDs even without
built-in strain or QD shape anisotropy. Furthermore, HH–LH mixing was found
earlier even for k = 0, in D2d QWs [95–97] and assigned to stem from C2v

interfaces [98, 99] since HH–LH mixing is allowed under local microscopic point
group C2v. The k-linear terms, originating from Rashba and Dresselhaus spin–orbit
interactions, existing as off-diagonal terms in bulk valence band Luttinger–Kohn
[100] or Kane [101] Hamiltonians, can also induce HH–LH mixing in QDs as a
result of quantum confinement [22,99,102]. Fischer and Loss [22] and Tanaka et al.
[102] studied HH–LH mixing in strain-free QDs taking account of the mechanism
of the bulk linear terms alone. We notice that the alloy randomness in the QDs
or barrier further lowers the QD symmetry and thus enhances HH–LH mixing. In
summary, there are six mechanisms discussed in connection to HH–LH mixing in
QD: (i) built-in shear strain [23, 24]; (ii) QD shape anisotropy [25]; (iii) intrinsic
nonequivalence of the [110] and [11̄0] directions; (iv) low local microscopic
symmetry of the interfaces [49, 98, 99]; (v) bulk k-linear terms [22, 99, 102]; and
(vi) alloy randomness in the QD or barrier, which was often neglected. To the best
of our knowledge, the relative importance of these six HH–LH mixing mechanisms
in QDs has yet to be addressed.

In this section a comprehensive and quantitative analysis of the aforementioned
mechanisms is given using the atomistic empirical pseudopotential method [43, 46,
47] for both strain-free GaAs/Al(Ga)As and strained In(Ga)As/GaAs QDs with
various shapes and sizes. We find that in strain-free nominal C2v GaAs QDs (the
nominal point group defines the QD symmetry, neglecting the symmetry breaking
by alloy randomness), mechanisms (iii) (intrinsic nonequivalence of the [110] and
[11̄0] directions) and (iv) (interface effects) contribute 60% and 40%, respectively,
to the HH–LH mixing. In strained In(Ga)As/GaAs QDs, mechanism (i) (built-in
shear strain) provides 80% of the HH–LH mixing and the remaining 20% originate
from mechanisms (iii) and (iv) in the ratio 3:2. Most interestingly we discover
a quantum chain mediated by QD intermediate states that effectively brings the
ground state of bulk LH band closer in energy to the ground state of bulk HH
band and then enhances the HH–LH mixing. We refer this phenomena to quantum
transmissibility of the HH–LH mixing.

The bulk band character of the QD states is gained by projection onto the bulk
HH = |3/2,±3/2〉, LH = |3/2,±1/2〉, and spin–orbit split (SO) = |1/2,±1/2〉
bands. However, all available HH–LH mixing mechanisms blend together in the QD
states and prevent them to be accessed individually. We develop a formula, based
on perturbation theory, to isolate the impact of the aforementioned mechanisms onto
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the HH–LH mixing of the QD ground hole state h0. Specifically, we separate the QD
Hamiltonian into two parts: H = H0+δV , where H0 is the QD Hamiltonian without
HH–LH mixing producing unperturbed QD ground states derived from bulk HH
and LH bands: Ψ0

HH = |uHH;φ 0
HH〉 and Ψ0

LH = |uLH;φ 0
LH〉, respectively, where |uHH〉

and |uLH〉 are bulk Bloch functions and φ 0
i are the envelop functions associated

with the bulk band i. The perturbative potential is δV = δV(i) + δV(ii) + δV(iii) +
δV(iv) +δV(v) +δV(vi), accounting for the six HH–LH mixing mechanisms (i)–(vi),
respectively. δV couples unperturbed QD states. The perturbed QD ground state h0,
with dominant bulk HH character, can now be evaluated by a perturbation expansion
[18, 22, 23]:

|Ψh0〉= λHH|Ψ0
HH〉+λLH|Ψ0

LH〉+ · · · , (14.21)

where λLH is a mixing coefficient given by

λLH = 〈Ψ0
LH|δV |Ψ0

HH〉/Δ0
HL, (14.22)

λHH is a renormalization factor and Δ0
LH is the energy splitting between |Ψ0

HH〉
and |Ψ0

LH〉. The numerator of Eq. (14.22) is the HH–LH coupling matrix element
δVHL = 〈Ψ0

LH|δV |Ψ0
HH〉 which can be inferred (as shown in Fig. 14.10) by fitting

the bulk LH character of h0 to Eq. (14.22). Δ0
HL is approximated by the energy

splitting ΔHL of the highest HH- and highest LH-dominated QD hole states. The
relative importance of the HH–LH mixing mechanism γ for a QD is obtained from
the ratio of δVγ ,HL to δVHL, where δVγ ,HL = 〈Ψ0

LH|δVγ |Ψ0
HH〉 is the component of

HH–LH coupling matrix originating from mechanism γ . The challenge is how to
isolate δVγ ,HL, γ = (i), . . . ,(vi), from the overall δVHL. In the following we extract
each δVγ ,HL using a comparative study approach through the design of different
types of QDs.

Mechanism (i) Built-In Nonuniform Strain. The lattice-mismatch-induced strain,
which has a significant impact on the electronic properties of strained QDs,
is the main difference between strained In(Ga)As/GaAs QDs and strain-free
GaAs/AlGaAs QDs. Figure 14.3b shows that the built-in biaxial strain [12,13] splits
the bulk InAs HH and LH bands by as much as 0.18 eV in an In(Ga)As/GaAs QD,
otherwise bulk HH and LH bands are degenerate, as shown in Fig. 14.3a for a strain-
free GaAs/AlAs QD. As mentioned above, the magnitude of the HH–LH mixing
is proportional to shear strain components as they are present in the off-diagonal
terms of the Pikus–Bir Hamiltonian [12, 13]. Figure 14.10 shows the LH character
λ 2

LH of the h0 state (represented as
�

) as a function of ΔHL for 24 nominal C2v

lens-shape or Gaussian-shape GaAs/Al(Ga)As QDs with height varying from 2 to
7 nm. The corresponding base sizes are listed in Table 14.3. Here, nominal refers
to symmetry excluding alloying effect. Despite different shapes, sizes, and barrier
compositions, λ 2

LH of all QDs, except QD #3, fall on the blue line described by
Eq. (14.22) with an overall HH–LH coupling matrix element δVHL = 2.15 meV.
The single value of δVHL for all GaAs QDs illustrates the negligible contribution
of the QD height and QD shape to δVHL for C2v symmetry QDs. The LH character
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Fig. 14.10 Bulk LH character λ 2
LH of QD ground hole state h0 as a function of HH–LH splitting

ΔHL for nominal C2v lens-shape and Gaussian-shape GaAs/Al(Ga)As, lens-shaped In(Ga)As/GaAs,
and nominal D2d disk-shaped GaAs/Al(Ga)As QDs. The numbering of the QDs corresponds to the
numbers in Table 14.3, which gives QD geometry properties and more detailed results, except #8
and #9 which correspond to the QDs shown and described in Fig. 14.2

λ 2
LH of 11 nominal C2v lens-shaped In(Ga)As/GaAs QDs with varying QD height

from 2 to 6 nm are shown by green dots in Fig. 14.10. In contrast to GaAs QDs, the
value of λ 2

LH of In(Ga)As QDs can not be described by Eq. (14.22) using a single
δVHL value. Surprisingly, if one subtracts δEHL = 78.6 meV from ΔHL, then all
data points lie around a curve (green line in Fig. 14.10) given by Eq. (14.22) with
δVHL = 9.82 meV. The enhancement of the HH–LH coupling matrix element δVHL

from 2.15 meV for strain-free GaAs QD to 9.82 meV for strained In(Ga)As QDs
exclusively arises from the built-in nonuniform strain. We therefore conclude that
the mechanism of built-in strain contributes around 80% to the HH–LH mixing since
δV(i),HL/δVHL = 0.78 in strained In(Ga)As/GaAs QDs.

Quantum Transmissibility of HH–LH Mixing in QDs. The “red shift” δEHL of
the effective HH–LH splitting (ΔHL − δEHL) required to fit the data in strained
In(Ga)As/GaAs QDs arises from the effect of intermediate QD states energetically
located between the HH and LH two ground states |Ψ0

HH〉 and |Ψ0
LH〉. In strained

In(Ga)As/GaAs QDs there are tens of intermediate QD states derived from the bulk
HH band between |Ψ0

HH〉 and |Ψ0
LH〉. This is a consequence of the large splitting

between bulk HH and LH bands (shown in Fig. 14.3) induced by built-in strain.
The direct coupling between |Ψ0

HH〉 and |Ψ0
LH〉 is expect to be very small since it is

inversely proportional to ΔHL (Eq. (14.22)). However, the unperturbed LH ground
state |Ψ0

LH〉 in a QD can strongly mix with its nearest HH-dominated QD states and
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Table 14.3 Bulk band (HH, LH, and SO) characters of the highest
three hole states h0, h1, and h2 for strain-free GaAs/Al(Ga)As and
strained In0.6Ga0.4As/GaAs QDs

HH/LH/SO (%)

QD
Shape cylindrical
Composition Point group E(h0) E(h1) E(h2)

#1 Cylindrical D2d 96/2/0 92/5/0 92/5/1
GaAs/AlAs 0.0 −8.1 −8.6

#2 Gaussian C1(D2d) 95/4/0 42/57/0 15/84/0
GaAs/AlGaAs 0.0 −2.8 −4.0

#3 Gaussian C2v 87/9/1 54/42/2 43/52/2
GaAs/AlAs 0.0 −3.2 −7.1

#4 Gaussian C1(C2v) 85/13/0 34/64/0 47/51/0
GaAs/AlGaAs 0.0 −7.1 −10.3

#5 Elong. [11̄0] C1(C2v) 85/14/0 37/61/0 49/49/0
GaAs/AlGaAs 0.0 −7.3 −10.1

#6 Elong. [110] C1(C2v) 87/12/0 34/64/0 44/54/0
GaAs/AlGaAs 0.0 −6.2 −9.7

#7 Lens C1(C2v) 94/4/0 89/8/1 89/8/1
InGaAs/GaAs 0.0 −12.1 −17.2

The Ga composition in the AlGaAs alloy barrier is 70%. All QDs
have a height of 3 nm. The base size is 25.2 nm for both disk-shape
and lens-shaped QDs. The base size is 30 nm and 35× 30 nm for
circular (#3 and #4) and elongated (#5 and #6) Gaussian-shape QDs,
respectively. The energy levels (in meV) of h1 and h2 with respect
to h0 are also given beneath the bulk band character of each QD.
The point group in parentheses is the symmetry of the QD without
considering alloy randomness

these states increase the LH character of their own nearest HH-dominated QD states
and eventually brings LH character to |Ψ0

HH〉. This process forms a transmission
chain for HH–LH mixing. We refer to this enhancement of the HH–LH mixing
mediated by intermediate QD states as quantum transmissibility of the HH–LH
mixing. This quantum transmissibility is further confirmed by the special point
(QD #3) of a nominal C2v GaAs QD in Fig. 14.10. In its QD family, the impact
of quantum transmissibility of HH–LH mixing is exclusively acting on QD #3
because its h0 ≈ |Ψ0

HH〉 and h2 ≈ |Ψ0
LH〉 are mediated by a HH-dominated QD

state (h1) (as shown in Table 14.3), whereas in the remaining QDs of this family
the state h0 ≈ |Ψ0

HH〉 is immediately followed by h1 ≈ |Ψ0
LH〉. Surprisingly, the

redshift energy δEHL modifying the HH–LH splitting with respective to the bare
HH–LH splitting is universal for one QD family, e.g. ΔHL−78.6 meV, for a family of
nominal C2v In(Ga)As/GaAs QDs. To the best of our knowledge, this novel quantum
transmissibility of HH–LH mixing in QDs is discovered and quantitatively analyzed
here for the first time.

Mechanism (vi) Effect of Alloy Randomness in the Barrier or Inside the QD. Its
negligible contribution to HH–LH mixing in QDs (δV(vi),HL ∼ 0) is exhibited by
the fact that (shown in Fig. 14.10) both InAs/GaAs and In60Ga40As/GaAs QDs and
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Fig. 14.11 (a) LH character of QD ground hole state h0 and (b) HH–LH splitting ΔHL as
a function of QD height for nominal D2d and C2v GaAs/Al(Ga)As QDs and nominal C2v

In(Ga)As/GaAs QDs

both GaAs/AlAs and GaAs/AlGaAs QDs share an overall HH–LH coupling matrix
element δVHL = 9.82 meV and 2.15 meV, respectively. A further analysis of alloy
effects is done via studying λ 2

LH variation induced by fluctuations in the random
atomic configuration. These atomic fluctuations have a significant effect on both
FSS [21] and optical polarization [39] in QDs. Five random atomic configurations
of the alloy barrier for a Gaussian-shape 3 nm height GaAs/Al30Ga70As QD
lead to λ 2

LH = 13.3,13.0,12.9,13.1,12.8%, with a standard deviation σ = 0.2%.
Meanwhile, five random atomic configurations of a In60Ga40As/GaAs alloy QD
with 3 nm height give rise to four λ 2

LH = 3.6% and one λ 2
LH = 3.8%. Our assertion

of negligible alloy effect on HH–LH mixing is well supported by these results.

Mechanism (v) Bulk k-Linear Terms. Fischer and Loss [22] considered this mech-
anism as the only origin of HH–LH mixing in strain-free QDs and derived λLH =√

3βHLγ3/(2
√

2γ2)× azL/(L2 − a2
z ) for a strain-free QD of base size L and QD

height az, where γ2,3 are Luttinger parameters and βHL accounts for the difference
in effective masses between the bands. For flat GaAs QDs (az � L), λLH � 0.53az/L
[22] is linear proportional to the QD height az for fixed base size L. However, using
atomistic pseudopotentials we find that λ 2

LH of both D2d disk-shaped and C2v lens-
shaped GaAs/Al(Ga)As flat QDs (shown in Fig. 14.11a) to be nonmonotonic with
a weak dependence on QD height. This marked difference to the model of Fischer
and Loss [22] demonstrates the negligible impact of bulk k linear terms on HH–LH
mixing in flat QDs.
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Mechanism (iv) Low Local Microscopic Symmetry Interfaces. The impact of local
atomic symmetry of C2v interface on HH–LH mixing was first proposed by Ivchenko
et al. [98, 99] using phenomenological Hamiltonian to explain unexpected HH–LH
mixing observed in D2d GaAs/AlAs QWs [95–97]. The filled triangles in Fig. 14.10
show that the LH character λ 2

LH of disk-shaped nominal D2d GaAs QDs embedded
in AlAs and Al0.3Ga0.7As barriers can be fitted by the functions [0.8/(ΔHL −13)]2

and (0.8/ΔHL)
2, respectively. Quantum transmissibility of HH–LH mixing plays

again an important role in D2d GaAs/AlAs QDs giving rise to a redshift of 13 meV
in the effective HH–LH splitting. Table 14.3 shows that the confinement potential
of the AlAs barrier is so large that additional QD states exist between the two
QD ground hole states of |Ψ0

HH〉 and |Ψ0
LH〉 in D2d GaAs/AlAs QDs. No such

intermediate states exist in QDs embedded in Al0.3Ga0.7As. The low local atomic
symmetry interfaces induce a HH–LH coupling δV(iv),HL = 0.8 meV. Moreover,
the barrier composition independence of δV(iv),HL = 0.8 meV further confirms the
negligible contribution of alloy randomness effect onto the HH–LH mixing.

Mechanism (ii) QD Shape Anisotropy. Seven out of the 24 nominal C2v GaAs QDs
have an anisotropic shape: 6 QDs are elongation along the [11̄0] direction and one
along the [110] direction, having base size of 35× 30 nm and various heights. The
LH character λ 2

LH of seven irregular QDs, together with 17 circular-based QDs, fall
on a single curve (shown in Fig. 14.10) indicating the minor contribution of the
QD shape anisotropy to the HH–LH mixing. Specifically, the LH characters are
λ 2

LH = 14,13, and 12% for QDs elongated along the [11̄0] direction (QD #5), with a
circular base (QD #4), and elongated along [110] (QD #6), respectively. Mechanism
(ii) induces a HH–LH mixing with magnitude δV(ii),HL � 0.2 meV which is less than
10% of the overall δVHL. This finding indicates the incorrect link between HH–LH
mixing, in strain-free GaAs/AlGaAs QDs, and QD shape anisotropy [25].

Mechanism (iii) Intrinsic Nonequivalence of the [110] and [11̄0] Directions. The
impact of QD shape anisotropy and alloy randomness on HH–LH coupling is fairly
small, as discussed above. HH–LH coupling δVHL = 2.15 meV of nominal C2v

GaAs QDs is thus mainly arising from the remaining mechanisms (iii) and (iv),
i.e., intrinsic nonequivalence of the [110] and [11̄0] directions and low symmetry
interfaces. Interface-induced HH–LH coupling is found to be δV(iv),HL = 0.8 meV
and intrinsic nonequivalent of the [110] and [11̄0] directions leads consequently to
δV(iv),HL � 1.35 meV. Therefore, mechanisms (iii) and (iv) contribute 50–60% and
50–40%, respectively, of the HH–LH mixing in nominal C2v GaAs QDs, depending
on QD shape.

In conclusion, we comprehensively and quantitatively analyzes the impact of
a total of six mechanisms leading to HH–LH mixing in semiconductor QDs.
The novel quantum transmissibility of HH–LH mixing meditated by intermediate
states is highlighted. We find that the HH–LH mixing in strain-free nominal D2d

GaAs QDs majorly arises from the mechanism (iv) low local symmetry interfaces
with a HH–LH coupling δVHL = 0.8 meV. In strain-free nominal C2v GaAs QDs,
mechanisms (iii) and (iv) related to atomistic interfaces and intrinsic nonequivalence
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of the [110] and [11̄0] directions contribute 50–60% and 50–40%, respectively,
to the HH–LH mixing. The mechanism (ii) related to the QD shape anisotropy
contributes less than 10%. In strained In(Ga)As/GaAs QDs, mechanism (i) given
by built-in shear strain contributes 80% to the HH–LH mixing and the remaining
20% stems from intrinsic nonequivalence of the [110] and [11̄0] directions and
the interface effect in a ratio of 3:2. Most importantly thing the HH–LH mixing
in strained QDs is mainly due to the quantum transmissibility of HH–LH mixing
meditated by intermediate QD states. Since the HH–LH coupling δVHL is nearly
insensitive to the QD morphology for a type of QDs, the HH–LH mixing can only
be tuned by designing QDs with specific HH–LH splitting ΔHL. For nominal C2v

In(Ga)As/GaAs QDs (as shown in Fig. 14.11b), flatter QDs usually have larger
HH–LH splitting and consequently smaller HH–LH mixing. This is a consequence
of quantum confinement and built-in strain that tends to be larger in flat structures.
Whereas, for nominal C2v GaAs/Al(Ga)As QDs, the QD height is inefficient to
tune the HH–LH mixing. The lens-shape GaAs QDs often exhibit larger HH–LH
splittings than Gaussian-shape GaAs QDs and thus have weaker HH–LH mixing.
Increasing the Ga composition of the barrier for GaAs/Al(Ga)As QDs leads to
enhanced HH–LH splitting and to reduced HH–LH mixing.
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Chapter 15
Local Droplet Etching: Self-assembled
Nanoholes for Quantum Dots and Nanopillars

Christian Heyn, David Sonnenberg, and Wolfgang Hansen

Abstract We review the mechanism and recent applications of the self-organized
patterning of semiconductor surfaces by local droplet etching (LDE). LDE is a
nanofabrication technique that is applicable in situ during molecular beam epitaxy
(MBE) and fully compatible with state-of-the-art MBE systems. Most importantly,
as a local etching technique that works with a number of different materials, it
adds a new degree of freedom to established self-assembling techniques. During
LDE, metallic droplets drill nanoholes into a semiconductor surface with structural
parameters adjustable over a wide range by the process conditions. In subsequent
overgrowth steps the holes are filled for the formation of nanostructures like, e.g.,
quantum dots (QDs) or quantum pillars. In comparison to other QD systems, the
LDE dots have the key advantages that they are strain-free, highly uniform, and
that their size is precisely adjustable. In addition, vertically stacked quantum dot
molecules have been realized. Crystalline nanopillars are created by a combination
of in situ LDE with ex situ selective etching that are highly attractive for studies of
ballistic phonon and electron transport, e.g., in the field of thermoelectrics.

15.1 Introduction

Nanostructured materials are superior compared to the bulk in many aspects.
In particular the tunable optoelectronic properties of low-dimensional semicon-
ductor heterostructures are highly attractive [1]. A prominent technique for the
highly reproducible creation of such semiconductor nanostructures is the molecular
beam epitaxy (MBE) with its precise control of the composition profile inside
the device combined with a high crystalline perfection [2]. Utilizing self-assembly
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mechanisms, nanostructures with one- or zero-dimensional confinement for charge
carriers can be created without the need of lithographic processing. For conventional
semiconductor MBE, crystalline material is deposited on a semiconductor crys-
talline substrate. As an alternative, the metal droplet-based techniques have attracted
an increasing interest during the last years. Nevertheless, the benefit of depositing
a liquid metal during epitaxy of crystalline nanostructures is not directly obvious.
In this context, one might consider the surface tension of the liquid metals as the
key property. The surface tension is the driving force for processes minimizing the
free surface area and, thus, causes a localization of the planarly deposited metal into
an ensemble of isolated droplets. These droplets can now be functionalized during
epitaxy for the self-assembly of semiconductor nanostructures.

A prominent example for the functionalization of a liquid metal is the droplet
epitaxy. This method has been established for by now about 20 years to fabri-
cate self-assembled semiconductor quantum dots (QDs) [3–16] and represents an
interesting alternative to the strain-driven formation of InAs QDs in Stranski–
Krastanov (SK) growth mode [17–19]. In comparison to SK growth, the method
of droplet epitaxy is more flexible regarding the choice of the QD material. For
example, fabrication of strain-free GaAs QDs [5, 7, 11–13], InGaAs QDs with
controlled In content [6,8], InAs QDs [9], and InSb QDs [4] has been demonstrated.
A typical droplet epitaxy process is performed in two steps. First, the droplet
material is deposited in Volmer–Weber growth mode [20] and, second, the droplets
are crystallized into semiconductor nanostructures during post-growth annealing.
A sketch illustrating the droplet epitaxy of GaAs nanostructures is shown in
Fig. 15.1 with typical values of the process temperature T and the arsenic flux gauge
reading FAs. By varying the arsenic flux during post-growth droplet crystallization,
also the fabrication of quantum ring complexes has been demonstrated [10, 12].

This chapter focuses on a qualitatively different functionalization of the liquid
metal droplets, i.e., the local droplet etching (LDE). Here, the droplets act as a local
etchant drilling nanoholes into semiconductor surfaces (Fig. 15.1). In contrast to
droplet epitaxy, where material is added to the surface, in LDE material is locally
removed. We would like to emphasize that LDE is fully compatible with the state-
of-the-art MBE fabrication of semiconductor heterostructures. In this sense, LDE
extends conventional MBE, which is a bottom up technology, by a new degree of
freedom allowing now the combination with self-assembled top-down structuring.

Droplet etching takes place during post-growth annealing at very low arsenic
flux and significantly higher temperatures than those applied during droplet epitaxy
(Fig. 15.1) [21, 22]. The high temperature is advantageous in view of the reduced
incorporation of unwanted background impurities or crystal defects. The method
was introduced by Wang et al. [23] for etching of GaAs surfaces with Ga droplets.
Later, we have expanded the range of materials and performed etching with Ga [21,
22,24], Al [25–27], and InGa [28,29] droplets on GaAs [22], AlGaAs [21,24,28,29],
and AlAs [25–27] surfaces. Examples of AlGaAs surfaces with LDE nanoholes are
shown in Fig. 15.2a, b. In subsequent overgrowth steps the holes are filled for the
formation of nanostructures like, e.g., quantum dots or quantum pillars.
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This chapter is organized as follows: in Sect. 15.2, the mechanism behind the
droplet etching process and the tunability of the hole structural parameters are
addressed. Section 15.3 covers the fabrication of strain-free GaAs quantum dots
by nanohole filling as an important application of the LDE technology. Section 15.4
describes the creation of nanopillars, i.e., for thermoelectric applications.

15.2 Local Droplet Etching

Local droplet etching is performed in a conventional MBE growth chamber on atom-
ically flat GaAs, AlAs, or AlGaAs surfaces. A typical LDE process is performed in
two steps (Fig. 15.1) [21, 22]. In the first step, Ga, Al, In, or a mixture of these
materials is deposited as liquid metallic droplets being nucleated in Volmer–Weber
growth mode [20]. During post-growth annealing, the initial droplets transform into
nanoholes surrounded by a wall. Examples of AlGaAs surfaces with nanoholes are
shown in Fig. 15.2a, b. The relevant process parameters are the temperatures T1

and T2 during droplet deposition and annealing, respectively, the droplet material
deposition time t1 and flux F yielding the coverage θ = Ft1 of deposited droplet
material, the arsenic fluxes FAs,1 and FAs,2 during droplet deposition and annealing,
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Fig. 15.2 AFM micrographs of AlGaAs surfaces after local droplet etching (LDE) using (a) Ga
droplets and (b) Al droplets in the ultra-low density (ULD) regime and (c) density of droplets and
droplet etched nanoholes as function of the droplet deposition temperature T . The temperatures T2
that can be used for droplet etching are marked in yellow [13]

and the annealing time t2. For simplicity, here we discuss processes with constant
temperature T = T1 = T2. The influence of a varied T2 > T1 has been studied
in [21]. The coverage with droplet material is in our experiments usually θ = 3.2 ML
(monolayers) and the flux F = 0.8 ML/s for Ga and F = 0.4 ML/s for Al droplets.

15.2.1 Mechanism and Simulation of Droplet Etching

The deposited droplets perform the droplet etching process and, therefore, crucially
determine the properties of the later nanoholes. Figure 15.2c demonstrates that the
droplet density can be adjusted very efficiently by the deposition temperature T1

over several orders of magnitude [13, 22]. However, for droplet etching, the usable
range of annealing temperatures T2 is limited as is indicated by the yellow area in
Fig. 15.2c.

A sequence of atomic-force microscopy (AFM) images illustrating the transfor-
mation of the droplets into nanoholes is shown in Fig. 15.3a. As an interesting point,
the onset of etching is delayed with respect to the end of droplet deposition [21].
Caused by Ostwald ripening [30] during this delay time, the droplet density at the
onset of etching is slightly reduced compared to the as-grown density [21]. When
etching starts, we assume that every droplet forms a nanohole.
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Fig. 15.3 (a) AFM images illustrating the transformation of an initial droplet into a nanohole
with wall during post-growth annealing. (b) Scheme of the relevant processes for etching with
Ga droplets. The central processes are diffusion of As from the substrate into the liquid droplet
(= etching), removal of Ga from the droplet, assumed formation of a GaAs shell which
surrounds the liquid droplet core, and crystallization of the GaAs wall. The characteristic structural
parameters, i.e., the wall outer radius rO, the nanohole depth dH, and the wall height hW are
indicated. (c) Annealing time-dependent results of the droplet etching model discussed in [22].
Lines represent snapshots of the calculated droplet core (red), shell (blue), and substrate surface
(black) morphologies. Dashed lines represent AFM linescans of typical nanoholes fabricated at the
process parameters of the calculations

As is visible in Figs. 15.2a, b, and 15.3a, the nanohole openings are surrounded
by distinct walls. Photoluminescence studies in [28, 29, 31] establish that LDE with
Ga droplets yields crystalline walls composed of GaAs, whereas Al droplets result
in optically inactive AlAs walls. Strong PL emission in samples etched with Ga
droplets on AlGaAs surfaces show that walls are created that provide a quantum-
ring like confinement in the AlGaAs matrix. Accordingly, for LDE with Al droplets
no optical emission is detected. Further results indicate that the volume of material
stored in a wall is approximately equal to the volume of material removed from
a hole, and that these volumes represent approximately 3% of the initial droplet
volume [24].

Regarding the transformation of the droplets into nanoholes with walls, the
combined hole drilling and wall formation during LDE represents an interesting
point. Obviously, the droplet performs two opposite operations: first, the removal of
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material from the substrate, which results in nanohole formation and, second, the
deposition of material on the substrate surrounding the nanohole opening as wall.
This indicates a strong inhomogeneity of the droplets during the etching process. To
explain this effect, we assume a core–shell geometry of the droplets with a liquid Ga
core that etches the substrate and a GaAs precipitation zone at the droplet surface
(denoted as GaAs shell) that causes the wall formation (Fig. 15.3b). The investi-
gations of Kumah et al. [32] also report a core–shell configuration for a slightly
different material system, i.e., indium droplets on GaAs exposed to antimony.

In order to understand the mechanism behind droplet etching, we have developed
a kinetic rate-equations based model of the dynamics during etching under consid-
eration of a core–shell geometry for the droplets [22]. In detail, the starting point
of the model is a Ga droplet deposited on a GaAs surface (Fig. 15.3b). Etching of
the GaAs substrate below the droplet takes place by diffusion of As into the liquid
droplet material driven by the concentration gradient. This leads to an increase of
the As concentration inside the droplet. The etching is accompanied by removal of
the droplet material. This removal may take place either by desorption of Ga atoms
from the droplet surface or more probably due to very recent experiments by Ga
detachment and spreading over the substrate surface. In addition, the Ga removal
causes a local increase of the As concentration at the droplet boundary, which now
exceeds the very small maximum solubility [33] of As in liquid Ga. This results
in precipitation of GaAs that is assumed to form a thin GaAs shell surrounding
the liquid droplet core. Furthermore, the shell is assumed to crystallize the GaAs
wall around the nanohole opening. Simulations using this approach quantitatively
reproduce experimental surface morphologies with walls and nanoholes after Ga
droplet etching (Fig. 15.3c) [22].

Figure 15.4 shows a comparison of results simulated using the above droplet
etching model (Sect. 15.2.1) with experimental data [22]. In Fig. 15.4a, the critical
time tc for etching up to the complete removal of the droplet material is shown
as function of the temperature T . We find a faster etching at higher temperatures
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and a significant increase of the etching time for temperatures below 550 °C.
Accordingly, this temperature is indicated in Fig. 15.2c as low-temperature limit of
the LDE process. Results on the temperature-dependent hole depth dH are plotted
in Fig. 15.4b. Here, we find a depth increasing with temperature from about 5 up to
14 nm. Also the wall height hW increases with temperature from about 1 up to 3 nm.
We would like to note that all simulation results agree very well with experimentally
obtained values.

15.2.2 Morphology of Droplet-Etched Nanoholes

The above model of the droplet etching mechanism (Sect. 15.2.1) provides no
information on the influence of the nanohole morphology on the temperature-
dependent droplet density N. We discuss now a simple analytical expression of
this relation. As a starting point, we assume that the first deposited Ga monolayer
is consumed for the transition of the initial As terminated into a Ga terminated
surface [21]. The remaining Ga is stored in the droplets, which yields the average
number of atoms inside a single droplet: v = (θ −1)/n, with the deposited coverage
θ of droplet material, the normalized droplet density n = N/N0, and the density
N0 = 6.25 × 1014 cm−2 of surface sites. The droplet volume is V = v(VM/NA),
with Avogadro’s constant NA and the volume VM of a mol of the droplet material.
We assume now that when etching the droplets can be described as a segment
of a sphere with volume V = πκ2r3

D(1− κ/3), where κ = h/rD, h is the droplet
height, and rD = [(θ −1)Vm/(nNAπκ2[1−κ/3])]1/3 is the droplet radius (see inset
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in Fig. 15.5). It is furthermore assumed that every droplet forms a hole and that the
droplet radius at the etching process start is equal to the outer radius of the later
wall around the hole opening [21, 22, 28]. Experimental observations from a large
number of nanoholes reveal that the radius rH of the hole opening is approximately
half of the wall radius: rH � 0.5rD [28]. This allows to estimate the hole depth from:

dH = 0.5tan(α)

[
(θ −1)Vm

nNAπκ2(1−κ/3)

]1/3

(15.1)

with the angle α between the hole sidewall and the flat surface. Figure 15.5 shows
values of the hole depth as function of their density both measured and estimated
using Eq. (15.1) with θ = 3.2 ML, κ = 0.4 [28], and α = 20° for Ga LDE holes
[29] or α = 12° for Al etching of ultra-low density holes [34]. The central result of
this estimation is that, for a constant coverage, an increasing hole density is always
accompanied by a reduction of the hole depth. To consider, in addition, the process
temperature T , the droplet density in Eq. (15.1) can be described by a scaling law:
N = j exp[EN/(kBT )], where kB is Boltzmann’s constant, EN a characteristic energy,
and j a constant [21, 35].

After this discussion of the average structural properties of the nanoholes, we
now address the distribution of the hole depths. Figure 15.6a shows a typical
AlGaAs surface after etching with Ga droplets at a low temperature of T = 610 °C.
We find two different types of holes, i.e., shallow holes (S) with depth up to 7 nm
and holes (D) that are deeper. A profile of a shallow hole is shown in Fig. 15.6b
and a deep hole in Fig. 15.6c. The hole depth distribution is plotted in Fig. 15.6d.
Clearly visible is that the depth distribution is bimodal-like [36]. The shallow holes
with broad depth distribution are very interesting for the fabrication of ensembles
of quantum dots that act as white-light emitters [26] (see Sect. 15.3.1). The origin
of the bimodal hole depth distribution is not completely clear, so far. Preliminary
results indicate that this effect is related to the size distribution of the droplets at the
onset of etching.

We have applied two modifications of the LDE process in order to achieve
uniform nanoholes with narrow depth distribution. Both modifications account for
etching with Al droplets which is relevant for QD fabrication. The first modification
uses a higher process temperature of about T = 650 °C and an additional AlAs
layer for thermal surface stabilization [25, 26]. This process will be described in
Sect. 15.3.2. The second modification is based on an optimization of the As flux
during droplet deposition and will be described in the following section.

15.2.3 Ultra-Low Density Nanoholes

Figure 15.7 shows that a finite Arsenic flux FAs,1 during droplet deposition
increasing up to 4× 107 Torr changes the densities of shallow and deep holes only
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AFM profiles of (b) a typical shallow and (c) a deep hole. (d) Hole depth distribution [27]

slightly. A further increase up to FAs,1 � 7× 107 Torr leads to a slight reduction
of both densities. Importantly, at 7× 107 Torr < FAs,1 < 9× 107 Torr, the situation
changes qualitatively and now the formation of shallow holes vanishes, whereas
still deep holes are formed [34]. These holes have an ultra-low density (ULD) in
the 106 cm−2 range uniformly over the whole wafer. At FAs,1 > 9× 107 Torr hole
formation is completely suppressed. By an increase of the process temperature, the
ULD-hole density is further reduced to less than 106 cm−2.

Obviously, the additional As supplied during Al droplet material deposition
substantially modifies the droplet nucleation and forces the generation of larger
droplets with low density on cost of the smaller ones. During annealing, this droplet
size distribution is transformed into a hole depth distribution according to the
mechanism described in Sect. 15.2.1 with only deep holes of ULD.

The low density suggests the ULD holes for the fabrication of laterally isolated
quantum dots (Sect. 15.3.3) [34]. Furthermore, according to the relation between the
hole density and depth (Eq. (15.1)), the ULD holes have depths of 25–30 nm that are
significantly deeper than the holes with higher density described above (Fig. 15.5).
This opens the possibility to fabricate vertically stacked quantum-dot molecules in
a single hole (Sect. 15.3.4).
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15.3 GaAs Quantum Dots by Nanohole Filling

Recently, we have demonstrated the creation of a novel type of strain-free GaAs
quantum dot by filling of LDE nanoholes in AlGaAs as barrier material [25–27].
For these experiments, etching is performed using Al droplets in order to avoid
an additional quantum ring-like confinement induced by the wall (Fig. 15.8a). The
nanoholes are filled by deposition of a GaAs layer with thickness df in a pulsed
mode with 0.5 s deposition and 30 s pause, respectively. We assume that all GaAs
that enter the nanohole opening diffuse downwards and fill the nanohole starting
from its bottom. Using this approach, the dots are assumed to have an inverted cone-
like shape and the QD height hQD can be calculated from the filling level [25].
Finally, the dots are capped by overgrowth with 120 nm AlGaAs barrier material.
The nominal Al content in all AlGaAs layers is 0.35. Controlled by the parameters
of the LDE process, we distinguish three types of nanohole templates and resulting
QDs (types 1–3, schemes are shown in Fig. 15.8) that are described in the following.
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Fig. 15.8 (a) Scheme of the fabrication of GaAs quantum dots by self-assembled droplet etching
with Al droplets and subsequent nanohole filling. (b) Type 1 QDs fabricated by mostly complete
filling of shallow holes with broad size distribution. Ensembles of these dots are interesting as
white-light emitters. (c) Type 2 QDs fabricated by partial filling of deep holes. These dots are
highly uniform and their size is precisely adjustable by the filling level. (d) Type 3 ultra-low density
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15.3.1 Type 1 QDs: White-Light Emitters

The type 1 QDs are fabricated using LDE on AlGaAs at low temperatures of T =
550–620 °C [26]. Using these process conditions, the nanoholes have a bimodal
depth distribution with shallow and deep holes (Fig. 15.6). Importantly, during
filling with GaAs for QD generation the shallow holes are completely filled whereas
the deep holes are only partially filled (Fig. 15.8b). The optical emission from
ensembles of type 1 QDs is dominated by the completely filled shallow holes with
broad size distribution. Corresponding photoluminescence (PL) measurements are
shown in Fig. 15.9. A reference sample without filling shows no optical signal
(Fig. 15.9a) and, thus, demonstrates that there is no background emission from
the AlGaAs layers. A second reference sample with filling but without etching
shows one strong PL peak at energy E = 1.900 eV (Fig. 15.9b) that is related to the
strongly confined dF = 0.65 nm thick GaAs quantum well formed by the deposited
GaAs. PL measurements of samples that contain a layer with shallow QDs show a
broadband optical emission over a range of at least 300 meV without pronounced
peaks (Fig. 15.9c, d). These results are consistent with the picture of a very broad
QD size distribution caused by complete filling of the nonuniform shallow holes.
Furthermore, no clear dependence on the thickness df of the deposited GaAs layer
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is visible. This shows that already the thin filling layer yields a complete filling
of the shallow holes. Such type 1 QDs allow the integration of a single layer with
nearly white-light emission into MBE grown heterostructures.

15.3.2 Type 2 QDs: Uniform Dots

In [36] we have observed that an increase of the temperature during LDE leads to
a reduction of the density of shallow holes. However, the maximum temperature of
GaAs or AlGaAs surfaces is limited to about 630 °C by the onset of As desorption.



15 Local Droplet Etching: Self-assembled Nanoholes for Quantum Dots. . . 375

40

60

80

1.6

1.7

E
 [m

eV
]

E2

E1

E0

hQD [nm]

E2-E1

E1-E0

E
 [e

V
]

a
b

c

5 6 7 81.6 1.7

E
3

E
2

E
1

E [eV]

E
0

P
L 

in
te

ns
ity

9.7 meV

Power

Fig. 15.10 (a) Excitation power series (8.5 . . . 450 W/cm2) of the PL emission at T = 4 K from
a highly uniform ensemble of type 2 GaAs QDs (hQD = 7.6 nm) fabricated by partially filling
(0.57 nm filling level) of deep holes in AlAs/AlGaAs. The spectra are vertically shifted for clarity.
Dashed lines indicate calculated transition energies assuming a parabolic confinement potential.
(b) Influence of the dot height hQD on the energy of the E0, E1, and E2 peaks. (c) Influence of the
dot height hQD on the quantization energies E1−E0 and E2−E1 [25]

To overcome this limitation, we have grown a 5-nm thick AlAs layer before the LDE
process for thermal stabilization of the surface. High-temperature LDE (T = 650 °C)
with Al droplets on an AlAs surface results in the formation of only deep holes with
average depth of 14 nm and density of about 4×108 cm−2 [25]. Filling of such deep
holes with GaAs yields type 2 QDs as depicted in Fig. 15.8c. Most importantly, the
type 2 dots are only partially filled and the QD size is perfectly controlled by the
amount of GaAs deposited for filling. Due to the spatial separation, we assume an
only negligible interaction between the deep hole QDs and the GaAs quantum well
formed outside the nanoholes by filling. This yields a better defined confinement in
comparison to type 1 dots in completely filled shallow holes.

Low-temperature PL measurements from ensembles of type 2 QDs are plotted in
Fig. 15.10a. Importantly, at low excitation power, dot ensembles exhibit a very sharp
PL ground-state peak E0 with minimum FWHM as small as 9.7 meV. This sharp
peak establishes that only partially filled, deep holes form the highly uniform QD
ensemble. We calculate a QD height of 7.6 nm according to [25]. Additional sharp
peaks arise at higher energy with increasing excitation power. These are associated
with excited states with quantized shell structure that is well described by a parabolic
potential with a slightly anisotropic QD base [25].
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Fig. 15.11 (a) Single-dot PL spectra of a type 2 GaAs QD taken at varied excitation power Ie as
indicated. The laser energy is 2.33 eV. The spectra are vertically shifted for clarity. The exciton
peaks are labeled as X and the biexciton as XX. (b) Symbols: excitation power dependence of the
X and XX peaks. Lines: fits with slope = 1 for the X and slope = 2 for the XX peaks. (c) Position
of the X and XX peak maxima as function of the analyzer polarization angle α together with fits
using a sinus function. The neutral exciton fine-structure splitting (FSS) is 22 μeV for the X and
28 μeV for the XX peak, respectively [27]

Figure 15.10b demonstrates that the QD emission energies can be tuned over a
wide range, i.e., from 1.55 up to 1.69 eV (ground-state energy E0), by controlling
the hole filling level and with this the dot size. That means the optical emission lies
between 733 and 800 nm, which is within the high-sensitive range of typical silicon
photo-detectors. The energy level separation is also tunable from 40 up to 90 meV
(Fig. 15.10c). Interestingly, QDs with height smaller than 7.5 nm show additional
peaks that we attribute to transitions between electrons in the ground-state and
holes in the second excited state [25]. Further studies demonstrate room-temperature
emission from the QDs and that several layers with LDE QDs can be stacked without
peak broadening [37].

The uniform type 2 QDs have typical densities of 4 × 108 cm−2. This allows
to address single dots by using a focused laser for excitation. Single-dot PL
spectroscopy was performed in a micro PL setup at T = 4 K [27]. Typical PL
spectra at varied excitation power Ie are plotted in Fig. 15.11a. At low excitation
power, the spectra exhibit a sharp line representing the neutral exciton peak X. The
measured linewidth of 50 μeV is resolution-limited. With increasing Ie, the biexciton
peak XX and higher excitonic complexes arise. We observe no charged excitons
(trions) in our samples. The exciton and biexciton peaks are identified on the basis
of their excitation-power dependence, with slope of one for X and of two for XX
(Fig. 15.11b). In our samples the biexciton is always redshifted by 1.3–1.8 meV
compared to the exciton.
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Polarization-dependent measurements of the neutral exciton and biexciton peaks
reveal a polarization angle α dependent shift of the peak maxima (Fig. 15.11c)
that is related to the excitonic fine-structure splitting (FSS) [38]. Values of the
FSS between 20 and 40 μeV are determined. A small value of the FSS is very
important for the generation of indistinguishable photons for applications in the field
of quantum cryptography [39]. The phase-shift between the exciton and biexciton
peaks of 180° is in agreement with common observations [40], which supports our
identification of these peaks.

Measurements of the excitonic lifetimes of single GaAs QDs are performed
under quasi-resonant excitation into the QD d-shell and with a streak camera for
data recording [41]. The data are analyzed using a three-level rate model and yield
lifetimes of 390 ps for the exciton and 426 ps for the biexciton peak. A discussion
of the lifetimes on the basis of Fermi’s golden rule with a comparison of lifetimes
in other QD systems is given in [41].

15.3.3 Type 3 QDs: Ultra-Low Density Dots

Also the ULD nanoholes described in Sect. 15.2.3 are filled with GaAs for QD
generation (type 3 QDs, Fig. 15.8d). The main advantages of type 3 ULD dots
in comparison to the above type 2 QDs are the further reduced density and the
increased hole depth. As an additional interesting feature, the position of buried
ULD dots is visible on the surface as a several nanometer high hillock, even
after capping with 200 nm AlGaAs [34]. This surface visibility allows the simple
integration of ULD QDs into subsequently prepared device geometries.

Single-dot PL measurements of type 3 ULD dots exhibit sharp excitonic features
with a redshifted biexciton [34]. Figure 15.12a demonstrates that the energy of
the exciton peak can be controlled very precisely from 1.55 up to 1.68 eV by the
hole filling level. This range is close to that of the type 2 dots discussed above.
The biexcitons are always redshifted compared to the excitons and the exciton–
biexciton splitting is in the range between 1.7 and 2.3 meV.

Due to their low density, the ULD dots can be studied also under non-resonant
high-excitation conditions, without the risk to excite neighbored dots by exciton
diffusion. An example is shown in Fig. 15.12b. At low excitation power (0.1 μW),
the spectrum is dominated by the sharp exciton and biexciton peaks. With increasing
excitation power, the peaks broaden significantly and a redshift is observed.
The peak broadening is probably related to fluctuating charges induced by the
strong laser irradiation. Furthermore, additional peaks arise that represent the shell
structure of the quantum dot. At an excitation power of 60 μW at least six quantized
shells are observable. The quantization energy of about 25 meV is smaller compared
to the value of 43 meV for a type 2 dot of similar height (Fig. 15.10c). This is
probably related to the QD shape. For flat QDs the strong confinement in growth
direction controls the QD ground-state energy and the weaker confinements in the
lateral directions the quantization energy (energy separation of the excited levels).
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Fig. 15.12 (a) Energetic position of the exciton peak from type 3 ULD-QDs with height hQD
varied by the hole filling level. Every data point represents the average of at least five dots on
one sample. (b) PL spectra under high excitation conditions from a single type 3 ULD-QD with
hQD = 8.1 nm. The respective excitation power is indicated [34]

The ULD holes have an angle α = 12° [34] between the surface and the
hole side-facet, that is smaller compared to α = 20° [29] for the holes used for
type 2 dots. As a consequence, the ULD dots are broader with smaller lateral
confinement, which causes their smaller quantization energy.

15.3.4 Vertically Stacked Quantum Dot Molecules

Quantum dot molecules (QDMs) composed of two closely spaced quantum dots are
very interesting objects since they represent the simplest possible interacting system
formed by quantum nanostructures. For the fabrication of vertically stacked QDMs
we have double filled deep ULD holes. The two QDs inside a hole are separated
by an AlGaAs barrier with well-defined thickness. A cross-sectional scheme of a
QDM is shown in Fig. 15.13a. A huge advantage of this structure is the possibility
to independently adjust the size of both QDs and the barrier thickness.

This is demonstrated by the PL measurements shown in Fig. 15.13b, c. In both
spectra two peaks are visible, which represent the ground-state energy of the
respective two dots in the vertically stacked QDM. Smaller dots are fabricated in
the sample of Fig. 15.13c, which results in a clear increase of the energy of the
PL peaks. The goal here is to fabricate QDMs composed of dots with about equal
energetic positions in order to study resonant coupling effects inside the QDM [42].
In order to tune the coupling, the Stark effect is utilized which allows to tune the
QD optical emission via an electrical field. Figure 15.13d shows an example of a
QDM where the PL lines are shifted up to 25 meV by a vertical electrical field. For
studies of the coupling inside the QDM, it is furthermore very advantageous that the
barrier thickness between the respective dots can be varied in a precisely controlled
fashion.
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Fig. 15.13 (a) Cross-sectional scheme of a vertically stacked quantum dot molecule (QDM)
fabricated by double filling of a deep ULD hole. Green marks AlGaAs and red GaAs. (b) PL
spectra from a single vertically stacked QDM with respective lines from the two nonresonant dots.
(c) PL spectra from a single QDM with smaller dots. (d) Color plot showing the influence of a
vertical electrical field Vg on the PL emission from a single vertically stacked QDM. Values of the
Stark-shift up to 25 meV are measured

15.4 Nanopillars

This section addresses the fabrication and properties of ultrashort semiconductor
nanopillars that are a further interesting application of the droplet etching technique.
These crystalline nanopillars represent a new type of semiconductor nanostructure
for which many applications can be envisioned. They can, e.g., stabilize an only
few nanometer thin gap between two epitaxial semiconductor layers in so-called
air-gap heterostructures (AGHs) [43] or they can be embedded in a higher bandgap
material forming quantum point contacts for charge carriers between two stacked 2D
or 3D reservoirs. As an example, it is suggested to use AGHs for thermoelectrical
applications. The efficiency of a thermoelectric generator is defined as the ratio
between the generated electrical power and the heat flow through the device. It has
been demonstrated that nanostructured materials are often superior to bulk crystals
since they can offer a reduced heat flow and, thus, a higher thermoelectric efficiency
[44–46]. In this field, we have studied the thermal transport through crystalline
nanopillars [47].

15.4.1 Fabrication of the Nanopillars

Schemes of the fabrication procedures for freestanding nanopillars and nanopillars
stabilizing two epitaxial layers in AGHs are sketched in Fig. 15.14. The central
difference between both procedures is the thickness of the AlAs layer. For the
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Fig. 15.14 Schemes of the fabrication procedures for freestanding nanopillars and nanopillars
stabilizing two epitaxial layers in so-called air-gap heterostructures (AGHs). (a) The fabrication
of freestanding nanopillars starts with the growth of a thick (75 nm) AlAs layer on a GaAs
substrate. For etching, Ga droplets are deposited on the AlAs layer and nanoholes are formed
during subsequent annealing. The holes are filled by overgrowth with 500 nm GaAs. After transfer
of the sample out of the MBE growth chamber, only the AlAs layer is removed by selective wet-
chemical HF etching. (b) The fabrication of AGHs requires similar steps. However, here a thinner
AlAs layer (2–8 nm) is used, where the holes are deeper than the AlAs layer thickness. The starting
edge for selective HF etching is opened by a masked deep etching process. A such created AGH is
composed of two epitaxial layers separated only by crystalline nanopillars

creation of freestanding nanopillars, the AlAs layer must be thicker than the depth
of the LDE holes (Fig. 15.14a). On the other hand, for the fabrication of AGHs, the
AlAs layer must be thinner than the hole depth (Fig. 15.14b) [43].

An example of an ensemble of freestanding nanopillars is shown in Fig. 15.15a.
It should be mentioned here that a direct AFM imaging of the initial nanoholes
under air is not possible due to the very rapid oxidation of the highly reactive AlAs
surface. The pillar density can be varied by the temperature during LDE in the range
between 2 and 6× 108 cm−2 and the diameter at the base is 90–130 nm. The pillar
height of 9–13 nm allows AGHs with gaps up to about 8 nm.

Optical microscopy and reflectivity measurements were applied in order to prove
the presence of the air gap between the GaAs layers and its stabilization by the
nanopillars [43]. Figure 15.15b shows a top-view micrograph on a sample after
processing according to the AGH fabrication procedure of Fig. 15.14b. Dominant
features are the lithographically defined square deep-etched windows with respec-
tive size of 100×100μm2. The borderline of such a window is marked by the arrows
c1 in Fig. 15.15b. The arrows c2 mark an additional weaker contrast that we attribute
to the borderline up to which AlAs has been removed during the HF underetching
step. The origin of the different contrasts is illustrated in Fig. 15.15c. The slightly
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Fig. 15.15 (a) Three-dimensional 2×2μm2 AFM image of GaAs nanopillars created by etching
with Ga droplets at T = 600 °C. (b) Optical micrograph from different features of an AGH sample
with AlAs layer thickness of 8 nm. The arrows c1 mark contrasts caused by the lithographically
defined 100× 100μm deep-etched windows, which open the starting edge for the selecting HF
etching. The arrows c2 mark the borderline up to which AlAs have been removed during the
selective HF underetching step. (c) Cross-sectional scheme along the dashed line in (b) illustrating
the contrasts c1 and c2. The AGH area is between both contrasts. Gap and nanopillar size are
strongly magnified with respect to the lateral distance. Green marks GaAs and blue AlAs [43]

misaligned rectangles reveal that the HF etching is anisotropic and that the mask for
deep etching has not been perfectly aligned with the crystal symmetry. Note that the
horizontal bridges between the deep etched windows are completely underetched.
To verify the presence and thickness of the air-gaps, this completely underetched
part of the sample was studied with spatially resolved reflectivity measurements.
An analysis of the measured reflectivity data by fitting them with calculation results
obtained using the transfer-matrix method yields slightly thicker air gaps than
expected from the thicknesses of the initial AlAs layers [43].

15.4.2 Thermal Transport Through Nanopillars

For measurements of the thermal conductance through the pillars a four-point
probed metallic wire is prepared on the sample surface (Fig. 15.16a). This wire is
used as mask for the deep etching step (Fig. 15.14b) and, thus, defines the area of
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Fig. 15.16 (a) Top view optical micrograph of a four-point probed metallic wire for 3ω mea-
surements of the thermal conductance. The Au wire is 1.6 mm long, the width is 15 μm, and the
thickness 30 nm. (b) The thermal conductance is measured perpendicular to the sample surface
through the nanopillars. (c) Temperature-dependent thermal conductance of a reference GaAs bulk
crystal calculated as described in the text (black symbols) and a typical AGH (blue symbols). The
line is calculated under the assumption that the nanopillars can be treated as ballistic point-contacts
for phonons [47]

the AGH. Furthermore, the wire is simultaneously used as a heater and thermometer
in the 3ω-method to measure the thermal conductance perpendicular to the sample
surface (Fig. 15.16b). Details of the 3ω-method are described in [47–49].

Figure 15.16c shows an example for the thermal conductance through an AGH
together with calculated reference values of a GaAs bulk structures. The reference
values are determined by multiplying the specific thermal conductivity of GaAs
bulk material with the quotient of the area beneath the heater wire and the AGH
thickness. Obviously, the AGH sample has a strongly reduced thermal conductance
in comparison to the bulk. We attribute this reduction mainly to the reduced area for
the thermal current flow. Furthermore, the monotonous increase with temperature
in contrast to the behavior of bulk GaAs indicates qualitative different phonon
transport mechanisms in both systems. The GaAs bulk data are dominated by
phonon umklapp scattering. On the other hand, the pillars are much shorter than
the mean free path for phonon scattering. So the data obtained for the AGH can
be explained assuming that phonon transport through the nanopillars is ballistic.
With a simple Boltzmann transport model assuming ballistic phonon transport the
temperature dependence of the conductance data can be indeed well described
[47, 50].
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15.5 Conclusions

Local droplet etching is a new and versatile technique for the self-assembled
creation of a variety of semiconductor nanostructures. LDE is fully compatible
with state-of-the art MBE technology and takes full advantage of its precise control
on the nanostructures structural properties. First applications demonstrate, e.g., the
fabrication of GaAs QDs with highly uniform or broadband optical emission. These
QDs are defect-free, strain-free, without unintentional intermixing, and the optical
emission energy is precisely adjustable. Furthermore, ultra-low density QDs and
vertically stacked strain-free QD molecules are realized. Nanopillars separating
epitaxial layers in so-called AGHs establish a strong reduction of the thermal
conductivity and represent ballistic point-contacts for phonons. These examples
demonstrate the flexibility of the LDE method, from which we expect even more
interesting applications in the future.
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