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Foreword

In the century and a half of politically motivated opposition to Darwinism, no issue 
has energized the evolution-phobic as much as violence. It has always been easy to 
interpret Darwin’s “struggle for survival” as a violent struggle, and Darwin himself 
wrote that “from the war of nature … the most exalted object which we are capable 
of conceiving, namely, the production of the higher animals, directly follows.” The 
movement called “social Darwinism” that emerged in Darwin’s time was interpre-
ted as justifying violent struggle as the engine of civilizational progress, and 1960s-
era ethology, such as Konrad Lorenz’s On Aggression and Lionel Tiger and Robin 
Fox’s Men in Groups, were interpreted as positing a primal thirst for aggression in 
men that had to be periodically slaked. Napoleon Chagnon’s famous studies of the 
Yanomamö, which showed that aggressive men had more wives and offspring, rein-
forced the idea that natural selection implies selection for violence. Small wonder, 
that peace-loving progressives have often railed against the application of evolution 
to human affairs. It would seem to imply that aggression is inevitable, so attempts 
to reduce war, rape, and domestic violence are futile—or even undesirable, since 
violence is necessary to produce “the most exalted object which we are capable of 
conceiving.”

But this construction of the link between evolution and aggression, however 
prevalent among academics and pundits, gets almost every aspect of the history and 
science backwards. Darwin himself was what we would today call a progressive, 
not only abhorring the violent coercion that he saw around him but also explaining 
how societies, over time, increase their levels of harmony: “As man advances in 
civilization, and small tribes are united into larger communities, the simplest reason 
would tell each individual that he ought to extend his social instincts and sympa-
thies to all the members of the same nation, though personally unknown to him. 
This point being once reached, there is only an artificial barrier to prevent his sym-
pathies extending to the men of all nations and races”. As for so-called Social Dar-
winism, it was the brainchild of Herbert Spencer, and not Darwin, and in any case 
Spencer was a laissez-faire libertarian who had no sympathy for imperial conquest 
or other violent adventures. The glorification of violent struggle as an impeller of 
human progress was far more popular among romantic poets and revolutionary acti-
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vists for much of the nineteenth and twentieth centuries than it ever has been among 
scientists.

Indeed, the very logic of natural selection militates against an indiscriminate 
instinct for aggression, a lust for blood, a death instinct, or a hydraulic pressure for 
violence that must be periodically discharged. Any tendency toward violence must 
have evolved in a world in which every other member of the species was evolving 
the same tendency. Any move toward harming a fellow human instantly gives the 
target an overriding goal of harming you before you harm him, and even if you pre-
vail by killing him, you will have given his kin the goal of killing you in revenge. 
Initiating serious aggression in a symmetrical standoff is something a Darwinian 
creature must consider very, very carefully and motives for violence are apt to be 
complex and regulated by many countervailing mechanisms. These mechanisms 
include a panoply of switches and knobs that allow violence to be inhibited and con-
trolled. Not only does an evolutionary analysis of violence fail to imply that high 
rates of war and violence are inevitable; it shows precisely how they can be reduced.

And reduced they have been. It was a classic evolutionary study of violence—
Martin Daly and Margo Wilson’s 1988 book Homicide—that alerted me to a pair of 
astonishing facts: the foraging societies in which we evolved were far more dange-
rous than today’s state societies, and within those societies, rates of homicide have 
plunged over the centuries by a factor of thirty or more. These phenomena eventu-
ally led me to write a book on historical declines of violence and their evolutionary 
psychological roots, The Better Angels of Our Nature. In it I proposed that evolution 
gave us a number of distinct motives for violence, including rage, predation, exploi-
tation, revenge, and dominance—and also a number of motives that can inhibit vio-
lence, including self-control, empathy, reason, and social and moral norms. None of 
them are homeostatic urges, like hunger or the need to sleep; all are responsive to 
inputs from the social and physical environment. Whether violence actually breaks 
out depends on which subsystems have the upper hand, a balance that can change 
with historical changes in societies.

While writing the book I was struck by how indispensable evolutionary insight 
was to the attempt to the understanding of violence and its prevention. Not only 
would it have been crippling for me to consider changing rates of violence without 
an appreciation of the roots of violence and nonviolence in human nature, but also, 
far more than its own practitioners may realize, evolutionary thinking has taken 
hold of an increasing number of criminologists, historians, and international rela-
tions scholars. In particular, I was inspired and edified by the work of many of the 
contributors to this volume, and wish I had the time and space to incorporate the 
work of the others. This collection represents the scientific and intellectual richness 
of the contemporary understanding of violence from an evolutionary perspective, 
and amply demonstrates why an understanding of the biological roots of violence 
(and nonviolence) is indispensable to our species’ attempt to reduce it.
�
� Steven Pinker
� Department of Psychology
� Harvard University
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In April 2012, we invited dozens of scholars from around the USA to join us at Oak-
land University in Rochester, Michigan for a day-long interdisciplinary conference 
on “The Evolution of Violence.” This conference followed a visit and lecture the 
day before by Steven Pinker on his recent book, The Better Angels of Our Nature. 
We invited as panelists some of the leading violence scholars from many different 
disciplines, including psychology, criminology, biology, anthropology, archeology, 
law, philosophy, and medicine. Each of these scholars had conducted and published 
significant and substantial work addressing violence from an evolutionary perspec-
tive. This volume showcases the groundbreaking empirical and theoretical work 
from several of these panelists and other distinguished conference guests.

Steve Pinker provides a thoughtful Foreward to the volume, setting the stage 
for the remaining chapters. Next, evolutionary psychologists David Buss and Jos-
hua Duntley summarize some of their own and others research on intimate partner 
violence, guided by an evolutionary psychological perspective. A key contribution 
of this work is that there may be functional design in the atrocities men inflict on 
their intimate partners, to control women’s sexual behavior. In the next chapter, 
anthropologist Lawrence Keeley updates his classic book, War Before Civilization 
and provides insightful commentary on the changing state of the field of anthro-
pology, which now includes thoughtful analyses of our warring evolutionary past, 
despite persistent efforts by others to maintain the fiction of the “noble, peaceful 
savage”. Literary scholar Joe Carroll presents an overview of the new field called 
“Darwinian literary analysis”, which he helped to create. In a stunningly original 
contribution, Carroll applies an evolutionary lens to violence in literatures of the 
past and present, showcasing the value of Darwin’s insights for securing a richer 
appreciation of core themes and characters in literature.

Legal scholar David Herring shines a brilliant evolutionary light on the law, 
with special consideration of child welfare laws. Herring is among a vanguard of 
lawyers at the forefront of a new field of legal scholarship, “Darwinian legal ana-
lysis.” Next, archeologist Steven LeBlanc trains a keen eye on what the archeologi-
cal record tells us about our ancestral history of war, updating the groundbreaking 
analysis from his book, Constant Battles. In short, the archeological record clearly 
indicates that human history has been a series of constant battles. We are a warring 
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species, and the bones tell the tale in no uncertain terms. Evolutionary psychologists 
Carlos Navarrete and Melissa McDonald offer a clear and powerful summary of 
the value of applying Darwin’s theory of sexual selection to the psychology of in-
tergroup conflict, including violence and war. For a number of years, criminologist 
Kevin Beaver et al. have led the application of evolutionary principles to crime, and 
more recently they have been among just a handful of daring scholars attempting an 
integration of evolutionary psychology with behavioral genetics and criminology. 
The results of these efforts—as this chapter showcases—have pushed each of these 
fields into new intellectual territory and opened doors to exciting new interdiscipli-
nary work.

Sibling conflict is ubiquitous among humans and extraordinarily common across 
many species. This conflict sometimes takes a deadly turn, with one sibling killing 
another. Evolutionary psychologists Catherine Salmon and Jessica Hehman offer a 
thoughtful evolutionary psychological analysis of this conflict and, in the process, 
provide a clear and compelling summary of historical and recent empirical and 
theoretical work in this interdisciplinary field. In the next chapter, David Bjorklund 
and Patricia Hawley make a strong case for the heuristic value of an evolutionary 
developmental perspective, especially as this perspective can shed light on the cau-
ses and consequences of human violence. Social psychologists Robin Vallacher and 
Christopher Brooks, in turn, make an equally compelling case for the empirical and 
theoretical harvest that might be won by careful integration of evolutionary psycho-
logy with dynamical systems theory. In the closing chapter, psychologists Catherine 
Cross and Anne Campbell provide a masterful summary of recent work—including 
some of their own brilliant contributions—addressing violence and aggression in 
women.

The Evolution of Violence showcases the intense intellectual value of an inter-
disciplinary approach to human psychology and behavior. Guided by Darwin’s in-
sights, the contributions to this volume provide a staggeringly compelling case for 
an evolutionary analysis of violence.

Rochester, MI, USA� Todd K. Shackelford

Rochester, MI, USA� Ranald D. Hansen
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Chapter 1
Intimate Partner Violence in Evolutionary 
Perspective

David M. Buss and Joshua D. Duntley

T. K. Shackelford, R. D. Hansen (eds.), The Evolution of Violence,  
Evolutionary Psychology, DOI 10.1007/978-1-4614-9314-3_1,  
© Springer Science+Business Media New York 2014

D. M. Buss ()
Department of Psychology, University of Texas, Austin, TX 78712, USA
e-mail: dbuss@austin.utexas.edu

J. D. Duntley
The Richard Stockton College, 101 Vera King Farris Drive, Galloway, NJ 08205, USA
e-mail: joshua.duntley@stockton.edu

Humans possess a range of tactics to influence other humans to obtain reproduc-
tively relevant resources (Buss et  al. 1987). Within intimate relationships, these 
include benefit-bestowing tactics, such as pleasure induction, monetary reward, and 
reciprocity (Buss 1992). They also include exploitative tactics by which people ex-
tort resources through deception, manipulation, coercion, intimidation, or violence 
(Buss and Duntley 2008). Specific cost-inflicting tactics in intimate relationships 
include yelling, making demeaning comments, emotional or psychological abuse, 
threats of monetary withdrawal, threats of desertion, threats of bodily harm, threats 
of sexual violence, rape, nonsexual physical violence, threats of murder, and actual 
murder (Buss 1992; Frieze 2005).

Humans, unlike our closest primate relative the chimpanzee, form long-term 
intimate mateships that last years or decades. From an evolutionary perspective, 
long-term mating offers a number of benefits to both women and men (Buss 2012). 
Benefits women can accrue include: (1) physical protection for themselves against 
aggressive men; (2) physical protection of their children; (3) a recurrent supply of 
provisions, including food and resource-rich habitats, which in traditional societies 
increase the odds of their children’s survival (Hill and Hurtado 1996); and (4) help 
with the socialization, training, and influence of their children, which historically 
translated into fitness-relevant benefits ranging from increased survival to better 
mating prospects.

Men, from an evolutionary perspective, also benefit greatly from committing to 
a long-term mating strategy in at least the following ways: (1) increasing their abil-
ity to attract a desirable mate; (2) increasing their paternity certainty by prolonged 
proximity and sexual access; (3) increasing the survival of their children; (4) in-
creasing the reproductive success of their children through paternal investment; and 
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(5) increasing status and coalitional allies through their wife’s extended kin (Buss 
2012; Buss and Schmitt 1993). In short, our species is marked by a transition to 
long-term mating with biparental care, which could not have evolved if the fitness 
benefits did not outweigh the fitness costs for both men and women.

In order to reap the benefits inherent in long-term mateships, people must engage 
in actions that ensure that the potential benefits of long-term committed mating are 
indeed received. Without ensuring access to those benefits, the costs of long-term 
mating (e.g., in time devoted to courtship; in forgone mating opportunities) would 
have precluded the evolution of long-term mating to begin with. Indeed, the heavy 
costs of long-term committed mating may explain why it is so rare. Monogamy 
characterizes only 3–5 % of mammalian species (Kleiman 1977).

Given the tremendous benefits both sexes reap from long-term mateships, it may 
seem counterintuitive or bizarre that violence sometimes pervades intimate relation-
ships. Each year, more than half a million women in the USA report to law enforce-
ment violent attacks by current or former romantic partners (Peters et al. 2002). 
Annually, rates of violent victimization of women range from 14 to 16 %. Lifetime 
prevalence of women being battered by an intimate or an ex-intimate is estimated to 
be roughly 27 % in Canada and 30 % in the USA, and some studies put the figure as 
high as 34 % (Frieze et al. 1980; McHugh and Frieze 2006). Rates of marital rape, 
one of several forms of intimate violence, are also disturbingly high (Russell 1982). 
A recent review estimated that between 10 % and 14 % of all married women had 
experienced rape at the hands of their intimate partner (Martin et al. 2007). Other 
reviews that include cross-cultural data estimate the marital rape rate to range even 
higher, from 10 to 26 % (Kaighobadi et al. 2009). These statistics do not include 
psychological and emotional abuse, which is likely to be even more common. Many 
men clearly attempt to exert reproductive control over their intimate partners, often 
through violent means. Why are the rates of intimate partner violence so high?

To answer this puzzling question, we first introduce sexual conflict theory as a 
broad framework for understanding conflicts that occur between men and women in 
the mating arena. Then, we outline an evolutionary perspective on intimate partner 
violence. We then turn to key adaptive problems women and men face in intimate 
mateships, and present extant evidence bearing on the hypothesis that different 
forms of violence are evolved tactics used for solving these problems. Discussion 
focuses on the context dependence of intimate partner violence, psychological pro-
cesses by which violence may attain its effectiveness, and coevolved defenses in 
victims. We highlight the utility of an evolutionary psychological lens for providing 
both heuristic value and novel insights into intimate partner violence.

The Evolution of Sexual Conflict in Mating

Throughout much of the history of thinking about the psychology of intimate cou-
ples, the dominant assumption has been that harmony is, or should be, the norm, 
and that major deviations from harmony reflect dysfunctional relationships. Entire 
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research programs and therapeutic offerings are devoted to fixing “dysfunctional” 
intimate relationships. Interestingly, the field of evolutionary biology long held the 
same assumptions for species that formed long-term mateships. Mating was as-
sumed to be fundamentally a cooperative harmonious endeavor, in which a male and 
female paired up for the mutual goal of bearing and rearing offspring (Parker 1979).

Within evolutionary biology, a sea change in thinking occurred with the devel-
opment of sexual conflict theory, which forecasts predictable forms of conflict in 
the mating arena (Parker 1979, 2006). Although a full explication of the theory is 
beyond the scope of this article, the core of the theory has profound bearing on 
intimate partner violence. In a nutshell, sexual conflict occurs whenever “there is a 
conflict between the evolutionary interests of individuals of the two sexes” (Parker 
2006, p. 235). When there exist different fitness optima for men and women in a 
particular domain, evolution by selection will tend to fashion adaptations in each 
sex to influence or manipulate the other to be closer to its own optimum. These refer 
to conflicts between individual males and individual females. Notions of “males 
as a group” in conflict with “females as a group” are logically incoherent from an 
evolutionary perspective (Buss 1996). Although men often strive to control and 
monopolize women’s sexuality, men are in competition primarily with other men 
and women with other women (Daly and Wilson 1992).

Sexual conflicts caused by recurrent differences between women and men in 
fitness optima set into motion coevolutionary arms races between the sexes, analo-
gous to arms races that occur between predators and prey. Selection favors offenses 
in one sex to influence the other to be close to its optimum. Coevolved selection 
pressure, in turn, favors victim defenses in the other sex to counteract offenses that 
maneuver it away from its own optimum. These coevolved defenses, in turn, favor 
the evolution of coevolved offenses in the other that circumvent, nullify, or mitigate 
those defenses. Sexual conflict, in short, can produce perpetual coevolutionary arms 
races, unless natural constraints limit further coevolution.

In the mating domain, one useful scheme for partitioning sexual conflict is a 
temporal one—conflict before mating has taken place, conflict during the course of 
a mateship, and conflict in the aftermath of a breakup (Buss, under review). Sexual 
conflict, for example, can occur on the “mating market” over whether or not sexual 
intercourse will occur or in the amount of time and investment required before 
sexual intercourse will occur. Deception and sexual persistence are two common 
tactics men use in the “battleground” of pre-mating sexual conflict (Buss 1989a; 
Haselton et  al. 2005). Deflecting sexual attention, imposing longer time delays, 
and requiring additional signals of commitment are common tactics women use in 
the “battleground” of pre-mating sexual conflict. Sexual conflict also occurs after a 
mateship has formed. “Battlegrounds” include frequency of sexual intercourse, ex-
penditures of pooled economic resources, effort devoted to one set of kin versus the 
other, amount of parental investment each allocates, and mating effort diverted to 
others outside the primary mateship. Even after a couple breaks up, sexual conflict-
can continue (Duntley and Buss in press). A former mate, for example, might persist 
in unwanted sexual advances or attempt to reestablish the mateship. Stalking is a 
common phenomenon—some studies estimate that as many as 49 % of individuals 
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have been stalked (Bjorklund et al. 2010), although lower estimates are given by 
studies that use stricter legal definitions of criminal stalking (Tjaden and Theonnes 
1998). Stalking by former intimate partners appears to be a sexual conflict tactic 
used by the jilted partner either to interfere with a former partner’s attempts to 
re-mate with someone else or to regain some form of access to the reproductively 
relevant resources of the former mate, or both (Duntley and Buss in press).

The key point is that sexual conflict theory provides a powerful framework for 
understanding that regions of conflict are common and predictable. Rather than 
being seen as dysfunctional, sexual conflict is expected, recurrent, and widespread 
in the initiation, duration, and aftermath of mating relationships. This perspective, 
of course, does not imply that sexual conflict and the cost-inflicting tactics used 
by men and women in these “battlegrounds” should be condoned or excused. On 
the contrary, this evolutionary perspective highlights the domains of danger most 
urgently in need of potential intervention and amelioration.

Human mating and sexual reproduction, of course, are also partly a cooperative 
venture, and sexual conflict must be understood within this context (Cronin 2006). 
It becomes especially cooperative when it is characterized by strict monogamy, with 
no likelihood of infidelity or defection, no children by former mates, and no kin in 
proximity for differential resource allocation (Alexander 1979; Daly and Wilson 
1988). Whenever there is deviation from strict monogamy, some likelihood of infi-
delity, some prospect of relationship dissolution, extant children by former mates, 
and kin in proximity, however, the “battlegrounds” for sexual conflict,become mul-
tiple and pervasive.

An Evolutionary Perspective on Intimate Partner Violence

Daly and Wilson (1996, 1998)have been at the forefront in examining intimate part-
ner control and violence through the lens of evolutionary psychology. According 
to their position, males have evolved adaptations summarized by the phrase “male 
sexual proprietariness,” particularly in response to adaptive problems of a woman’s 
sexual infidelity or losing her to a rival. Male sexual proprietariness is not pro-
posed to be invariantly expressed in men’s behavior. Rather, it becomes activated by 
various cues indicating that the man is confronting the relevant adaptive problems: 
“any variable that has been a statistical predictor of variations in the risk of loss of 
reproductive and productive control of his wife” (Wilson and Daly 1998, p. 201). 
Moreover, there are costs to husbands of using violence, such as potential retribu-
tion from the wife’s kin or loss of the mating relationship itself, which provide 
contextual variables that can inhibit men’s use of violence to control their wives.

The functions of intimate partner violence center on limiting female autonomy 
and retaining control over her sexual and nonsexual resources: “The link between 
male sexual proprietariness and violent inclinations has presumably been selected 
for because violence and threat work to deter sexual rivals and limit female au-
tonomy” (Wilson and Daly 1996). From an evolutionary perspective, warding off 

D. M. Buss and J. D. Duntley



5

mate poachers and limiting a woman’s potential sexual contact with other men his-
torically would have increased a man’s paternity probability, which would have 
translated into increased reproductive success.

Evolved functional violence toward mates is hypothesized to be context depen-
dent. One context is the cost–benefit calculus linked with alternative means of solv-
ing each of the relevant adaptive problems. Tactics to solve the diversion of mating 
resources to others outside the mateship range widely from vigilance to violence 
(Buss 1988; Buss and Shackelford 1997; Daly et al. 1982; de Miguel and Buss in 
press; Goetz et al. 2008; Shackelford et al. 2005). Many, probably most, problems 
of resource diversion are solved through nonviolent means. Continuous resource 
provisioning by a man, for example, can increase the likelihood that his wife will 
remain sexually faithful (Buss 2000). Providing sexual inducements, a tactic of 
mate retention used in intimate relationships, can sometimes ensure the ongoing 
commitment of a partner. Coercive strategies, such as threats of defection, threats of 
violence, and aggression, are hypothesized to be merely components of the diverse 
tactical arsenal that men have evolved or exapted to maintain access to a partner’s 
reproductively relevant resources. These coercive tactics, of course, are also used to 
obtain resources from non-intimate others (Buss and Duntley 2006).

The key point is that most social adaptive problems can be solved with an ar-
ray of tactics, only some of which involve violence. In order to examine the cir-
cumstances in which violence is used in intimate relationships, we must outline in 
greater specificity the adaptive problems toward which violence is often directed. In 
principle, adaptive problems within intimate relationships center on (1) the loss of 
access to key resources inherent in the intimate relationship, (2) threatening events 
that increase the likelihood of the loss of those resources, or (3) a failure of the mate 
to confer those benefits.

Adaptive Problems Toward Which Partner  
Violence is Directed

We now turn to the multiple adaptive problems faced during the course of mateships 
and in the aftermath of breakups. These provide higher-resolution conceptual lenses 
for predicting the specific circumstances conducive to intimate partner violence. In 
this article, we focus primarily on violence perpetrated by men, since men, more than 
women, are more likely to use extreme forms of violence, such as sexual coercion, 
sexual assault, choking, strangling, and other forms of severe assault (Archer 2002; 
Tanha et al. 2010). Nonetheless, many studies, including meta-analyses of multiple 
studies, reveal that women also perpetrate violence toward partners, including push-
ing, shoving, scratching, kicking, biting, and punching (Archer 2002; Carney et al. 
2007; Tanha et al. 2010). Hence, a comprehensive theory of partner violence must 
include women-initiated and bidirectional partner violence (Frieze 2005).

Mate Poachers. Mate poaching turns out to be a surprisingly common mating 
strategy (Schmitt and Buss 2001; Schmitt et al. 2004). In American samples, for 
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example, 93 % of men and 86 % of women reported having attempted to lure some-
one out of an existing relationship for a long-term mateship (Schmitt and Buss 
2001). Similarly, 87 % of men and 75 % of women report having attempted to poach 
for short-term mating goals. Although rates of reported mate poaching vary from 
culture to culture, the vast majority of individuals have experienced mate poach-
ing—as a mate poacher, as the recipient of mate poaching attempts, or as the “vic-
tim” whose mate someone attempted to lure for a short-term liaison or a long-term 
mateship (Schmitt et  al. 2004). Mate poachers pose an adaptive problem. They 
threaten to usurp the mating resources previously accessed by another. This may 
help  explain how “love triangles” are especially vulnerable to extreme forms of 
violence, including murder (Shackelford et al. 2003).

As predicted by evolutionary psychological hypotheses, men are particularly 
threatened by potential mate poachers who have superior job prospects, financial re-
sources, and physical strength (Buss et al. 2000). Women are particularly threatened 
by potential rivals who surpass them on facial or bodily attractiveness. These gen-
der differences in levels of distress about rivals have been documented, to a limited 
extent, across cultures—in Korea, the Netherlands, and the USA (Buss et al. 2000).

When violence is used, it is often directed at the mate poacher rather than at 
the mate (Wilson and Daly 1998). Nonetheless, men sometimes direct violence to-
ward their intimate partners when faced with the threat of mate poachers. Battered 
women, compared with non-battered women, endorse the following items much 
more frequently about their intimate partner: “He is jealous and doesn’t want you 
to talk to other men”; “He tries to limit your contact with family and friends”; and 
“He insists on knowing who are you with and where you are at all times” (Wilson 
and Daly 1996, p. 3). In short, men who use violence often do so to deter their part-
ners from consorting with other men or to limit their opportunities for contact with 
potential mate poachers.

Sexual infidelity. Another recurrent problem that afflicts long-term mateships is 
sexual infidelity (Buss 2000; Daly et al. 1982; Symons 1979). From an evolutionary 
perspective, sexual infidelity by a woman puts her primary mate at risk of investing 
in another man’s genetic children. The cuckolded man risks channeling his valuable 
resources into a child in the mistaken belief that the child is his own. The loss is 
compounded by a rival’s gain, since the cuckolded partner’s resources can be di-
verted to supporting the child of the interloper, thereby contributing to the fitness of 
the rival. Although women do not suffer from “maternity uncertainty,” since women 
always have a 100 % certain genetic relationship with their children due to internal 
female fertilization, women too can suffer costs from their partner’s infidelity. At 
a minimum, time and energy spent in sexual congress with another woman is time 
and energy not devoted to the original woman and her children. Since men tend to 
channel resources to women with whom they have sex, a man’s sexual infidelity can 
inflict resource loss on his long-term mate. Finally, if either the man or the woman 
becomes emotionally involved with an affair partner, which occurs with perhaps 
70 % of women and 35 % of men (Glass and Wright 1985, 1992), either sex risks the 
defection of the partner to an intrasexual rival.

D. M. Buss and J. D. Duntley



7

Men use an array of tactics in an attempt to solve the problem of a partner’s 
sexual infidelity, and violence is one tactic in that array. Indeed, the detection or 
suspicion of infidelity is one of the key predictors of intimate partner violence (Daly 
et al. 1982). In one study, battered women were interviewed and then divided into 
two groups (Shields and Hanneke 1983). One group had been both raped and beaten 
by their husbands. The second group had been beaten, but not raped. These two 
groups were then compared to a control group of non-victimized women. The wom-
en were asked whether they had “ever had sex” with a man other than their husband 
while living with their husband. Ten percent of the non-victimized women reported 
having had an affair; 23 % of the battered women reported having an affair; and 
47 % of women who were both battered and raped reported committing adultery.

These findings, if taken at face value, suggest that female sexual infidelity may 
dramatically increase a woman’s risk of being battered. Causality, of course, cannot 
be determined from this study. It is possible, for example, that men who batter or 
who batter and rape their wives drive them into the arms of other men. Furthermore, 
even if female sexual infidelity is identified as part of the causal chain leading to 
male partner violence, this in no way justifies or excuses what are clearly abhor-
rent, repugnant, and illegal actions by the husbands. Nonetheless, these findings 
support the evolutionary hypothesis that sexual infidelity, which from an evolution-
ary perspective jeopardizes a man’s paternity certainty and risks the allocation of 
resources to a rival’s child, is a key adaptive problem for which intimate partner 
physical abuse has evolved, or been co-opted from already existing adaptations, as 
one potential solution.

Sexual coercion or partner rape appears to be another consequence of men’s 
perceptions or suspicions of a mate’s sexual infidelity (Goetz et al. 2008; Russell 
1982). One study found that risk of a woman being unfaithful was linked with 
their male partner’s sexual assault of her (Camilleri 2004). Another study found 
that men’s perceptions of partner infidelity were linked with increased risk of using 
sexual coercion (Goetz and Shackelford 2006). Similar findings have been docu-
mented for convicted partner rapists (Camilleri and Quinsey 2009).

One hypothesis advanced to explain these findings is that men have evolved 
adaptations to combat sperm competition, and that partner sexual coercion is one 
violent manifestation of sperm competition adaptations (see Goetz et al. 2008 for 
a review of the arguments and evidence). Another hypothesis is that partner sexual 
coercion is motivated by the drive to dominate, control, or exert power over women 
(Brownmiller 1975). Goetz and colleagues (2008) suggest that these hypotheses 
are not incompatible. Men’s drive to control and dominate their female partners 
may have evolved, in part, to solve the adaptive problem of sperm competition. 
A third hypothesis is that the apparent causal link between partner infidelity and 
partner rape is a nonadaptive by-product of some other evolved mechanisms, as 
yet unspecified. Future research is needed to adjudicate among these competing 
hypotheses. Sexual infidelity, in short, appears to be a key statistical predictor of 
multiple forms of intimate partner violence, ranging from verbal abuse to battering 
to sexual assault.

1  Intimate Partner Violence in Evolutionary Perspective
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Pregnancy with another man’s child—suspicions of genetic cuckoldry. Sexual 
infidelity by a woman can sometimes lead to pregnancy. From the perspective of 
the investing long-term man, this could be disastrous in the currency of relative 
reproductive success. If carried to term, the man risks investing in the offspring of 
an intrasexual rival. To compound this cost, he loses the parental investment of his 
mate, since it would be diverted to the rival’s child instead of his own.

We present pregnancy with another man’s child as a separate, although clearly 
closely related, adaptive problem to that of the woman’s sexual infidelity. It is 
distinct because the hypothesized function of violence differs in the two cases. In 
the case of infidelity or infidelity threat, violence is presumably directed at deter-
ring infidelity or deterring future episodes of infidelity. When a woman becomes 
pregnant with another man’s child, in contrast, the hypothesized function of vio-
lence is to terminate the pregnancy, thus eliminating the incipient offspring of an 
intrasexual rival and freeing up the partner’s parental resources (Friedman and 
Shackelford 1999).

The hypothesis that a man who suspects or believes his intimate partner is preg-
nant with another man’s child will be more likely to inflict violence on her re-
mains just that—a hypothesis. However, there is some supporting evidence for it. 
Burch and Gallup (2004)found that the frequency of violent acts toward pregnant 
mates was roughly double that directed toward partners who were not pregnant. 
Furthermore, they found that sexual jealousy is more likely to characterize men who 
committed violence on their pregnant partners, providing circumstantial evidence 
consistent with the hypothesized function. A more direct test compared violent and 
nonviolent couples, and found that women abused while pregnant were in fact more 
likely to be carrying the child of a man other than her current mate (Martin et al. 
2004; Taillieu and Brownbridge 2010).

Clearly, further empirical work is needed to test the hypothesis that violence con-
tingent on suspicions of nonpaternity, mediated by the psychological mechanism of 
sexual jealousy, functions to eliminate the offspring of rivals. One prediction, for 
example, would be that the specific form of violence would be designed to produce 
the highest probability of aborting the fetus, such as blows to the woman’s abdo-
men. Interestingly, a study in Nicaragua found that half of a sample of pregnant 
women who were abused had suffered from blows directed at their abdomen (Val-
ladares et al. 2005). Competing “by-product” hypotheses need to be tested as well; 
perhaps the increase in violence is an incidental by-product of greater psychological 
and economic stress brought on by an untimely or unwanted pregnancy, rather than 
by suspicions of cuckoldry per se. The key point is that an evolutionary lens has 
heuristic value for predicting the circumstances in which intimate partner violence 
is likely, and even the particular forms it is likely to take.

Resource infidelity. Long-term mating typically involves the pooling of resourc-
es. In hunter–gatherer societies, these resources might include meat or honey se-
cured by the man and gathered food provided by the woman. Mated couples also 
tend to pool their labor, as when both contribute to constructing a shelter or provid-
ing protection for their children. In modern societies, mated couples often pool their 
finances. Either party, however, can use pooled resources for their own goals at the 
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expense of their partner’s goals. Either might divert resources to their own genetic 
relatives preferentially over the genetic relatives of their partner. Either might use 
resources to secure additional mating opportunities, as when a husband buys din-
ners or jewelry for another woman or when a woman expends pooled resources to 
make herself more sexually attractive to other men.

A concrete example of resource infidelity occurs when an Ache hunter sends a 
prime piece of meat to his mistress, prior to bringing the main cache of meat back 
to his wife and family (Hill and Hurtado 1996). Men, in short, can divert resources 
away from their mate’s children and toward extra-pair mating effort. Because op-
portunities for resource infidelity are ubiquitous, it is not surprising that mating 
conflict over money is so common (Buss 2003). To our knowledge, resource infi-
delity per se has not been examined as a circumstance conducive to intimate part-
ner violence. Because resource infidelity is a predictable form of couple conflict, 
however, an evolutionary lens points to this circumstance as a potential predictor of 
mating violence.

Resource scarcity. A well-established universal component of women’s evolved 
mate preferences centers on a man’s ability and willingness to provide resources 
(Buss 1989b). Failure to provide such resources during the course of a mateship 
violates women’s initial desires and can consequently lead to marital dissatisfaction 
and marital conflict. Men who cannot provide resources for the goal of mate reten-
tion may be inclined to use cost-inflicting tactics for mate retention (Wilson and 
Daly 1993). Empirical evidence consistent with this hypothesis comes from stud-
ies that find that poverty, or lack of economic resources, is linked with an increase 
in intimate partner violence—links have been documented in the USA (Flynn and 
Graham 2010)as well as in Turkey (Balci and Ayranci 2005).

These findings have typically been interpreted as mediated through “stress” 
(Flynn and Graham 2010). Economic deficits, along with other factors such as al-
cohol and drug abuse, have been assumed to produce psychological stress, which 
in turn increases violence toward mates. An evolutionary psychological lens pro-
vides a more nuanced understanding, although one that is not incompatible with the 
“stress” hypothesis. It suggests that male-linked failures to provide the economic 
resources inherent in women’s initial mate selection criteria are the underlying cir-
cumstances that trigger sexual conflict within the couple, and hence intimate part-
ner violence. In contrast, resource scarcity caused by a woman’s failure to provide 
economic resources, according to this view, should be less likely to lead to vio-
lence. This sex-differentiated prediction, not generated by the more domain-general 
“stress” hypothesis, remains to be tested.

Mate value discrepancies. Assortative mating is the nonrandom coupling of in-
dividuals based on similarity on one or more characteristics. One of the strongest 
domains of mating assortment is for overall mate value (Buss and Barnes 1986). 
Although mate value has a technical definition in the evolutionary psychological lit-
erature (Symons 1987), at a rough approximation it can be described as an individ-
ual’s overall level of consensually assessed desirability on the mating market (Buss 
2003). Although individuals tend to assort on mate value, with the “8s” mating with 
other “8s” and the “5s” mating with other “5s,” discrepancies sometimes arise.
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One source of discrepancies occurs through errors of selection. An individual 
may have successfully deceived a prospective mate about their resource-holding 
potential or prior number of sex partners, for example, prior to mating (Haselton 
et al. 2005). The consequence is that the deceiver is lower in mate value than ini-
tially perceived. A second source of discrepancies occurs when a hidden cost does 
not come to light until after the mateship has been formed. A man might turn out to 
have children by a former mate. A woman might turn out to be secretly in love with 
her first romantic partner. Either sex might turn out to have a sexually transmitted 
disease, extended kin who siphon off resources, or personality dispositions such as 
emotional instability or aggressiveness that inflict a heavy “relationship load” (Buss 
2006). Another source of discrepancies occurs when individuals mate while young, 
prior to establishing an accurate assessment of their own mate value. A teenage girl, 
for example, may get taken out of the mating market by an older man before she is 
able to accurately evaluate her level of desirability on the mating market.

In addition, mate value discrepancies can arise over the temporal course of a 
mateship. A man or a woman’s career can skyrocket, creating a discrepancy be-
tween partners where none previously existed. A permanent injury or serious dis-
ease can lower the mate value of one party, opening up a discrepancy where none 
existed. Because overall mate value has many components, most of which change 
over time, the odds are low that an initially matched couple will remain perfectly 
matched in their mate value trajectories over a span of years.

We predict that mate value discrepancies will be one link in the causal chain 
leading to intimate partner violence, especially when the female emerges as higher 
in mate value. This prediction is based on the activation of several psychological 
circuits. First, the higher mate value individual is more likely to be sexually un-
faithful (Buss 2000; Buss and Shackelford 1997b). Second, the higher mate value 
individual is more likely to give cues to relationship defection. Third, if the man 
is lower in mate value, he will have greater difficulty providing resources to the 
woman that were inherent in her initial mate selection, which also increases the 
odds of infidelity or outright defection. All of these variables are hypothesized to 
be linked to an increased probability of violence toward the mate. Indeed, there is 
some evidence that those lower in mate value show more controlling and aggressive 
behavior toward their partners (Graham-Kevan and Archer 2009).

Mate violence can serve at least two related functions in the context of mate value 
discrepancies. First, it can function to deter a mate from the temptation to stray or de-
fect, as discussed above (Wilson and Daly 1993). Second, it can reduce the women’s 
perceptions of the magnitude of the mate value discrepancy. There is some evidence 
that self-esteem tracks a person’s self-perceptions of mate value (Kirkpatrick and 
Ellis 2001). Being abused verbally, psychologically, physically, or sexually typically 
lowers an individual’s self-esteem (McHugh and Frieze 2006; Russell 1982). The 
abused woman might come to feel that she is unattractive and undesirable, and may 
even be convinced that her abuser is the only potential mate who would have her. 
As abhorrent as this idea is, mating violence may serve the functions of infidelity 
deterrence and mate retention by damaging a women’s self-esteem, resulting in a 
reduction in what she might otherwise perceive as a mate value discrepancy.
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Stepchildren. Stepchildren pose multiple adaptive problems for intimate rela-
tionships (Daly and Wilson 1988, 1998). From the perspective of the stepparent, a 
stepchild typically is viewed as a cost, not a benefit, of the mating relationship. Re-
sources from the stepparent get channeled toward the offspring of same-sex rivals. 
The mate’s parental resources also get channeled toward the offspring of same-sex 
rivals. Furthermore, the presence of a stepchild may delay reproduction. Breast-
feeding tends to produce anovulatory cycles (Perez et al. 1971), so a woman who 
breastfeeds a man’s stepchild has reduced odds of becoming newly pregnant. Even 
if she is not breastfeeding, the woman may be reluctant to have another child while 
she has a young child heavily dependent on her. Delayed reproduction adds another 
cost to the presence of stepchildren. Finally, if and when reproduction does occur, 
those progeny will be half-siblings rather than full siblings with the stepchildren. 
The decreased genetic relatedness among children residing in the same household 
can create additional conflicts of interest among them. Children of differing genetic 
relatedness to the two parents can also create conflict, since one partner might be 
prone to withhold resources from the stepchild in favor of their own genetic prog-
eny.

These propensities may explain why stepparents typically invest fewer resources 
in stepchildren than in genetically related children in currencies such as dollars 
for college education (Anderson et al. 1999). They may also explain why physical 
abuse of stepchildren is between 40 and 100 times higher than physical abuse of 
children residing with both genetic parents (Daly and Wilson 1988, 2008). In ad-
dition, they help to explain why being a stepchild is the single largest risk factor 
for the killing of infants and young children, far exceeding other variables such as 
poverty and socioeconomic status (Daly and Wilson 1988, 2008).

The genetic parent also faces adaptive problems as a consequence of partnering 
with someone other than the genetic father or mother of the child. A woman, for 
example, can be torn between two goals that may be inherently in conflict. One is 
securing investment for her child. The second is securing a long-term committed 
mateship. If a woman’s child is perceived as interfering with her new mateship, 
she may be inclined to withhold resources from the child or even side with the new 
mate in inflicting costs on her child, in order to solidify the mateship. In extreme 
cases, such as Diane Downs or Susan Smith, the mother may attempt to kill her own 
children in order to clear the way for a new mateship (Buss 2000).

These extreme cases, of course, do not imply that there are adaptations specifi-
cally designed to kill stepchildren. Stepchildren are rarely killed. Most stepparents 
invest at least some resources in their stepchildren. Such investment, from an evo-
lutionary perspective, is typically considered to be “mating effort” rather than “pa-
rental effort” (Daly and Wilson 1988, 1998; Rohwer et al. 1999). That is, the proper 
function of this form of investment is to secure access to a mate’s resources, and not 
to increase the fitness of the stepchild. Child killing or even mild forms of abuse 
may not reflect adaptations for inflicting costs, but rather, as Daly and Wilson sug-
gest, failures to engage the normal mechanisms of parental love. Although we do 
not suggest that women have adaptations to murder their own children in these cir-
cumstances, it is not inconceivable that they have adaptations to inflict costs on, or 
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withdraw resources from, their own children in order to solidify an incipient mate-
ship. Regardless of which specific adaptations or by-products of adaptations explain 
violence toward stepchildren, the occurrence of such violence is clearly explicable 
from an evolutionary understanding of the “conflicts of interest” inherent in intimate 
relationships that involve the presence of stepchildren (Daly and Wilson 1988).

Terminating the mateship. Roughly half of all marriages in America end in di-
vorce. Mateship dissolution typically comes with a large loss of the partner’s re-
productively relevant resources. For some, it carries with it a total loss of those 
resources. Consequently, when the net benefits of keeping a partner outweigh the 
net benefits of alternative options, we expect adaptations designed to prevent a part-
ner from defecting.

A partner’s defection carries with it not merely the direct loss of the partner’s 
resources; it can also inflict damage to the social reputation and consequent mate 
value of the person who is “dumped.” Empirical evidence suggests that the discov-
ery that someone was dumped by their previous partner has a negative impact on 
people’s desire to pursue a romantic relationship with them (Stanik et  al. 2010). 
Consequently, defection by an intimate partner could potentially jeopardize access 
to future mates, compounding the costs associated with the loss of the current mate.

Solutions to the adaptive problem of defection, like solutions to many of the 
adaptive problems we have been discussing, range from elevated vigilance to the 
escalation of violence (Buss 1988; Buss and Shackelford 1997a). Indeed, those who 
are jettisoned from long-term romantic relationships employ a variety of coping 
strategies, including physical threats, stalking, and violence (Perilloux and Buss 
2008). Unfortunately, these violent tactics sometimes work. Some battered women 
remain in violent relationships. Some return to them even after they have sought 
help at a shelter. In a study of 100 women at a shelter for battered women, 27 
returned to their partner after he promised that he would change and refrain from 
violence (Gayford 1975). An additional 17 returned as a direct result of threats of 
further violence if she did not return. Another 14 returned because they had no 
alternative places to go, and 13 returned because of their children. Eight returned 
because they said they were still in love with the man or felt sorry for him. In short, 
the majority of battered women ended up returning to live with their abuser.

Intimate partner violence, of course, does not always succeed in getting a partner 
to remain in a relationship. It can backfire on the abuser, as some women find av-
enues for escaping from a violent mate. Violence may represent a last-ditch desper-
ate tactic to keep a mate who has already decided to leave, suggesting a hierarchical 
deployment of tactics of mate retention (Daly and Wilson 1988; Shackelford et al. 
2005). Nonetheless, based on existing evidence, we cannot discount the possibility 
that in some contexts, violence functions to prevent a partner from leaving, giving 
the abuser some level of temporary or long-term access to the partner’s reproduc-
tively valuable resources.

Mate reacquisition and preventing a former partner from remating. As we have 
seen, violence and the threat of violence can prevent a partner from leaving a mate-
ship, or encourage a woman who has temporarily left to return to that relationship. 
There may be no sharp dividing line between the adaptive problems of preventing 
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a partner from terminating a mateship and reacquiring a mate who has decided to 
terminate; the two adaptive problems clearly overlap. We separate them here not 
because they are totally distinct, but rather because one specialized tactic seems es-
pecially prevalent among men after their partner has left the relationship—stalking 
(Duntley and Buss in press).

Stalking encompasses a range of repeated behaviors, including inundating the 
victim with letters, phone calls, emails, text messages, repeated visits, verbal in-
sults, and persistent following (Duntley and Buss in press). Many stalkers spy on 
their victims (75 %), make explicit threats (45 %), vandalize property (30 %), and 
sometimes threaten to kill them or their pets (10 %) (Buss 2000). Stalkers some-
times assault their ex-partners physically and sexually, and they are known to be-
come especially violent when the ex-partner becomes romantically involved with 
someone new.

Some instances of stalking are clearly pathological, in addition to being bizarre, 
criminal, and morally repugnant. Nonetheless, we cannot discount the hypothesis 
that stalking, like some forms of violence prior to relationship termination, may be a 
desperate measure designed to get someone back into a relationship or restore a love 
that was lost. Women are far more often victims of stalking than men are (Tjaden 
and Thoennes 1998). Younger women are more often victims of stalking than older 
women are. A full 87 % of stalking victims are under the age of 40, and the majority 
are between the ages of 18 and 29 (Buss 2000). Like victims of spousal battering, 
victims of stalking tend to be disproportionately young and hence high in fertility.

Studies estimate that between 30 % and 58 % of stalkers’ motivation came from 
not accepting the end of a romantic relationship, and attempting to resume it (Dunt-
ley and Buss in press). Stalkers who are former mates tend to be lower in mate value 
compared to the partner who jilted them. Furthermore, although most stalkers do 
not succeed in permanently reacquiring a former mate, roughly a third of stalking 
victims end up giving in to some of the demands of their stalkers, and some men 
gain at least temporary sexual access to their victims (Buss and Duntley 2010). 
Stalking also sometimes succeeds in interfering with the victim’s attempts to es-
tablish new romantic relationships. As abhorrent as it may be, stalking sometimes 
functions to fend off intrasexual competitors and regain partial access to a former 
intimate partner’s reproductively relevant resources.

Discussion

We have proposed that an evolutionary psychological lens provides heuristic value 
in illuminating the causes and underlying psychology of intimate partner violence. 
Sexual conflict theory suggests that mating relationships, far from being univocally 
harmonious, are predicted to be rife with conflict. This theoretical lens has heuris-
tic value in guiding researchers to problems of mating for which intimate partner 
violence may have evolved, or been co-opted, as adaptive solutions. These include 
adaptive problems such as mate poachers, sexual infidelity, partner pregnancy by 
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intrasexual rivals, resource infidelity, resource scarcity, mate value discrepancies, 
stepchildren, relationship termination, and mate reacquisition. Where available, we 
have presented evidence bearing on the hypothesis that intimate partner violence 
is often directed toward solving these adaptive problems. In this discussion, we 
highlight several key issues—the context dependency of violence, possible psy-
chological mechanisms involved in achieving its functional ends, whether mating 
violence stems from adaptations for violence or is a nonadaptive by-product of 
other mechanisms, and practical implications for reducing mating-related violence.

The Context Dependence of Intimate Partner Violence

Mating violence does not represent some sort of pent-up “instinct” that must get 
expressed regardless of context. Rather, an evolutionary psychological perspective 
suggests that violence will be selectively deployed in ways highly contingent on 
personal, relationship, social, economic, and cultural conditions. Men who have 
economic resources, for example, are less likely to resort to cost-inflicting tactics to 
retain a mate. Some personality variables, such as a slow life history strategy and 
high levels of empathy, make men less inclined to resort to violence (Tanha et al. 
2010). Biological sex influences intimate partner violence, with men generally be-
ing more prone to committing sexual assault and severe forms of physical abuse 
(Tanha et al. 2010).

The proximity of close kin and other “bodyguards,” to take another example, 
seems to deter men from wife battering, at least in some cultures (Figueredo et al. 
1998). Close male kin may also deter sexual assault (McKibbin et al. 2011). Rela-
tionships characterized by a mate value discrepancy are hypothesized to be more 
violence prone than those more assortatively matched. Moreover, cultural contexts, 
legal sanctions, police enforcement of those sanctions, and other societal circum-
stances influence the cost–benefit calculations of potential perpetrators of mating 
violence (Pinker in press). This list of context dependencies, of course, is not ex-
haustive. Many more remain to be discovered. The key point is that an evolution-
ary psychological lens provides guidance in identifying the features of personal, 
social, relationship, economic, ecological, and cultural contexts that influence an 
individual’s proclivity to inflict violence on a mate.

Violent Perpetrator Psychology: The Costs  
of Aggressive Tactics

Identifying the underlying psychological mechanisms that both motivate intimate 
partner violence and mediate the effectiveness of violence on the victim’s behavior 
has only just begun. Sexual jealousy is an excellent candidate for one such psy-
chological mechanism (Buss 2000; Daly et  al. 1982), although this broad label 
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subsumes many functional design features of perpetrator psychology—specific 
cues to infidelity, sensitivity to the contexts noted previously, such as mate value 
discrepancies and the presence of viable mate poachers.

Violence is often a costly strategy to implement. The aggressor risks retaliation 
from the mate, the mate’s kin, or the mate’s opposite-sex friends (Bleske and Buss 
2001). Aggressors can suffer damage to their social reputation. Being known as 
a “wife beater” can also lower a man’s perceived mate value in the eyes of other 
women and their kin (Burkett and Kirkpatrick 2006). Furthermore, enacting a cost-
inflicting strategy also carries with it the risk of losing the mate entirely. Conse-
quently, we expect potential perpetrators to be highly sensitive to the potential costs 
they might incur from adopting cost-inflicting tactics. Perceived costs might deter a 
violent tactic entirely. Alternatively, perpetrators might seek ways to minimize the 
costs. They might damage a mate in ways that are not obviously visible to the part-
ner’s kin or other bodyguards. And they might issue threats of more severe violence 
to deter the mate from seeking social aid. Most of these aspects of perpetrator psy-
chology remain somewhat or entirely unexplored. An evolutionary lens can guide 
future researchers to examine these heretofore hidden components of perpetrator 
psychology.

The Psychology of Victims of Intimate Partner Violence

Even less well explored are the psychological mechanisms of the victims of vio-
lence. Some are obviously related to individual survival. Threats of violence and 
death threats attain effectiveness because victims have adaptations designed to keep 
themselves alive (Campbell 1999; Cross and Campbell 2011; Duntley 2005). Wom-
en may give in to a mate’s sexual coercion, in order to avoid the physical damage 
threatened if she does not accede. Indeed, sheer survival in the form of self-defense 
is likely to be a key adaptive function of women’s aggression toward their intimate 
partners.

Adaptations to protect children compose another class. Women may comply 
with the violent threats of a mate in order to prevent harm to their children. Children 
by a former mate are especially at risk (Daly and Wilson 1988), so child-protection 
adaptations may be especially activated when the current mate is not the genetic 
parent. Women’s violence toward their intimate partners may sometimes serve the 
function of protecting their children, either directly or preemptively.

A promising set of victims’ adaptations are those involved in calculating welfare 
trade-off ratios (WTRs; Tooby et al. 2008). A WTR is hypothesized to be a psycho-
logical regulatory variable that reflects the ratio of the value placed on oneself and 
one’s own interests relative to the value placed on the interests of someone else. 
Displays of anger have been hypothesized to alter WTRs in victims. Anger and be-
havioral manifestations of anger in aggressive acts signal to the relationship partner 
that not enough value is being placed on the aggressor relative to that of the victim. 
If successful in its hypothesized function, the victim alters this internal regulatory 
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variable, and grants higher value to the aggressor. The victim may subjugate her 
own needs to those of her partner, relinquish personal access to previously pooled 
resources, or sever social alliances that the violent partner perceives as siphoning 
off resources properly belonging to him. The victim may allocate more time and at-
tention to the partner, even at the expense of others such as her children. Moreover, 
the victim may accede to sexual overtures even when they are unwanted, untimely, 
or impose costs.

From a coevolutionary perspective, victims of aggression are unlikely to be 
passive recipients of violence. Evolutionarily recurrent costs to victims establish 
selection pressure for the evolution of defenses to prevent one from becoming a 
victim and to minimize the costs when aggression proves unavoidable. Violence 
perpetrated by women on their intimate partners may be one coevolved defense. An 
evolutionary lens provides a roadmap for violence researchers to explore the under-
lying psychological terrain of victims of violence. Hypothesized internal regulatory 
variables and their component design features may be critical for understanding 
how perpetrator aggression attains its functionality. Analysis of coevolved defenses 
in victims will pave a critical path for the goal of eliminating intimate violence and 
for minimizing its costs when it does occur.

Summary and Practical Implications

Contrary to ideals of romantic harmony, sexual conflict is predicted to be common 
and pervasive and to occur in identifiable regions or “battlegrounds” in intimate 
relationships. The battlegrounds of sexual conflict center on reproductively rele-
vant resources inherent in committed long-term mating and the allocations of those 
resources. Men and women use a range of tactics to secure access to resources in re-
gions in which resources can be diverted due to the conflicting interests of the part-
ners. Tactics range from benefit-bestowing to cost-inflicting. Cost-inflicting tactics 
span the gamut, ranging from mild forms of verbal derogation to severe forms of 
sexual and physical assault. An evolutionary perspective suggests that many cost-
inflicting tactics in intimate relationship will be targeted toward solving specific 
adaptive problems, although perpetrators obviously need not be consciously aware 
of these adaptive problems nor of their underlying evolutionary logic. Adaptive 
problems toward which violent tactics are targeted include the presence of mate 
poachers, potential or actual sexual infidelity, mate pregnancy by a rival, resource 
infidelity, resource deprivation, mate value discrepancies, the presence of stepchil-
dren (who pose multiple adaptive problems), the threat of relationship termination, 
and mate reacquisition after termination.

Although there is evidence consistent with a few of these evolution-based hy-
potheses, many remain untested. The hard hand of empirical evidence may eventu-
ally strongly support some, partially support others, and refute some entirely. Even 
with those that receive support, much conceptual and empirical work remains to be 
done. The precise psychological mechanisms by which intimate partner violence 
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attains its effectiveness, for example, remain largely unexamined. Do subtle forms 
of psychological abuse, for example, actually undermine a victim’s self-perceived 
mate value? Coevolved adaptations in victims of violence also remain largely unex-
amined. Do victims placate their intimate partners with declarations of love in order 
to buy additional time so that they can secure help from kin, friends, or back-up 
mates (Duntley and Buss in prep.)? Finally, the coevolved offences of perpetrators 
of intimate partner violence designed to circumvent victim defenses also have bare-
ly been explored. Does stalking, for example, function to sever a woman’s external 
relationships, undermining her defense of protection from a back-up mate?

An evolutionary perspective on intimate partner violence, in many respects, 
complements rather than competes with other theoretical perspectives (see Frieze 
2005, and Shorey et al. 2008 for analyses of other theoretical perspectives). For ex-
ample, it is complementary to perspectives that emphasize situational determinants, 
such as threats to relationships and self-defense (Wilkinson and Hamerschlag 2005). 
An evolutionary perspective views these situations as recurrent adaptive problems, 
and raises the possibility that violence may have evolved as a context-dependent 
solution to those problems. A functional perspective complements some feminist 
theories of intimate partner violence—both concur that control over women’s sexu-
ality and reproduction is a central motive of men’s coercive behavior (Buss and 
Schmitt in press). By offering a functional analysis of historically recurrent adaptive 
problems, an evolutionary perspective can augment rather than necessarily displace 
other theoretical perspectives.

Our coevolutionary theory of intimate partner violence clearly offers just a pre-
liminary roadmap and makes no pretence to completeness. Nonetheless, as a novel 
theoretical perspective, we suggest that it can guide researchers toward predictable 
regions of sexual conflict. It can identify adaptive problems or subtleties of adaptive 
problems that may have been previously missed. It can identify possible functional-
ity in domains previously viewed as dysfunctional or pathological, and potentially, 
it can offer new avenues for intervention in order to reduce the insidious and de-
structive phenomena of intimate partner violence.
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Introduction

For the past 20 years, in my study of warfare, I have received many surprises. 
When I began my book (Keeley 1996)on recent tribal and ancient prehistoric war, 
I expected to find that, while warfare had existed in the deep human past, it had 
increased in deadliness and destructiveness with time and social evolution. Instead, 
what I found astounded me; I rechecked, and added as much as possible to my data. 
I found that the warfare of non-states was more deadly, as destructive and, frankly, 
as despicable as that conducted by any ancient or modern state. One particular com-
parison that epitomizes this fact is to consider the war deaths incurred at the 4-day 
Battle of Gettysburg and by the people of Central California between 500 B.C. and 
500 A.D. (the “Middle Horizon” or Emeryville Focus). The Union and Rebel armies 
fighting at Gettysburg both incurred less than 4 % killed, slightly more for the los-
ers than the winners. More than 5 % of Middle Horizon Native Californian buried 
human skeletons have stone projectile points embedded in their bones (as Milner 
1999)argues from U.S. Indian Wars data, usually only one in three striking arrows 
becomes bone-embedded). These figures imply that, for a 1,000 years, the lives and 
deaths of the ancient Californians were at least as violent as the bloody four days 
at Gettysburg, if not more so. I found that war was hell, whether it was fought with 
wooden spears or with cannons.

When it was published, I thought my book would annoy everybody. Other than 
a few anthropologists whom I either ridiculed or found rather obvious mistakes 
in their analyses, the reception was instead surprisingly positive. This positive re-
sponse was especially true of archaeologists. Archaeologists, like most scholars, 
tend to be intellectually parochial. For example, we argue vehemently over the 
timing and distribution of certain stone tool types or pottery styles; whether the 
spectacular mounds and other remains at Cahokia (IL) were produced by a state or 
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some less complex sociopolitical organization; whether the Natufians (c. 14,000 to 
11, 000 years ago) of the southwestern Near East were cultivators or gatherers of 
plants; etc. However, if you convince archaeologists that other social scientists are 
speaking nonsense because the latter (also parochial) have paid little attention, if 
any, to archaeological data, and that archaeology can address a major social science 
issue, then stand back! Archaeologists will reconsider and look for relevant data, 
concentrate our ingenuity, and use every one of our considerable technical resources 
to address such questions.

The Archaeology of War

Prehistoric and ancient warfare has become a major concern of archaeologists 
worldwide (we are a small but a widespread academic field and English has be-
come our lingua franca). Many regional surveys of the archaeological evidence 
for warfare have been published recently or are in preparation (e.g., Arkush and 
Stanish 2005). This evidence comes in several forms. The most unequivocal are hu-
man remains bearing weapons traumas: cut marks from swords or scalping knives, 
bones (especially skulls) broken by axes or maces but, most commonly, projectile 
points embedded in bone. As noted above, it seems that only one in three or four 
arrowheads striking a body become embedded in bone (Milner 1999; Keeley 1996).

Fortifications are often obvious because they involve major human modifications 
of the earth. However, these only occur where and after their builders store consider-
able quantities of food and, therefore, settle for most of the year, if not permanently, 
in the location (i.e., groups become “sedentary”). Why expend the extraordinary 
efforts necessary to fortify a place or a nearby refuge that a group will occupy for 
only a few weeks and contains nothing of value? Certain features of enclosures are 
unequivocally defensive. These features include “defended” gates, especially the 
forms called “baffled,” V-cross-sectioned ditches deeper than a meter, and bastions 
projecting from an enclosure wall (Keeley et al. 2007). An enclosure with many or, 
better, all of these features was built to defend humans from other humans.

Weapons of war are commonly also used in hunting–fishing. Thus, distinguish-
ing prehistoric hunting weapons from war weapons is not always easy, but it can be 
done. War weapons often have features that distinguish them from hunting weap-
ons. For example, the arrowheads of war arrows sometimes have a different hafted 
portion from those used in hunting/fishing such that they more easily slip off the 
arrow shaft when extracted from a wound. This is so the arrowhead remains in the 
wound to cause infection and further tissue damage. Killing a prey animal days 
after it is wounded is useless; killing or permanently debilitating an enemy weeks 
or months later is, alas, desirable. When weapon heads are common but hunting 
(judging from food remains) is rare, the arrow/spear heads found were most prob-
ably used in war (Keeley 1997). Also, weapons that could have been used for hunt-
ing have been found clustered along and in front of clear fortifications, strongly 
implying that they were also used in warfare. Certain weapons have little or no use 
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in everyday life but are commonly used for war: maces, swords, broad-bladed axes, 
halberds, etc. When certain projectile point types are found almost exclusively with 
human remains or embedded in human bones, they are not “mortuary points” but 
are almost certainly weapons of war (e.g., Keeley 1974, 1996).

The most obvious and seemingly clear evidences of prehistoric and ancient war-
fare are iconographic. These consist of paintings and other representations of groups 
or weapon-wielding men facing another group of armed men. Such representations 
of combat are known from the late hunter-gatherers (Mesolithic) and early farmers 
(Neolithic) of Europe, the late prehistoric period (both hunter-gatherers and farmer-
herders) of Southern Africa, and the late prehistoric (hunter-gatherers) of Australia. 
But these representations must be interpreted cautiously. In a few historical ex-
amples, it seems that depictions of warfare became less common rather than more 
common during prolonged periods of intense warfare as, for example, in Classical 
Greece during the Peloponnesian Wars (Keeley 2001).Nevertheless, depictions of 
combat, however uncommon or mythological, can have no meaning to either their 
creators or their audiences if they are not already familiar with war.

Why and When War?

For the past 15 years, archaeologists’ renewed interest in warfare has led them to 
ask what environmental, demographic, and social conditions encourage widespread 
and vicious warfare and characterize the most violent times and places. The hypoth-
eses, some of which are long-standing proposals, can be encapsulated as: (1) “Hard 
Times”; (2) political centralization and control; (3) rape and recruitment; (4) slaves 
and taxes; (5) trade disputes; and (6) frontiers.

Among archaeologists, the most popular hypotheses for periods of intensified 
warfare involve “hard times” created by droughts, environmental changes both 
terrestrial and aquatic, and demographic growth by humans or their livestock—in 
short, more mouths to feed on static or declining resources. This hypothesis (which 
was first stated, but only in demographic terms, by Malthus, 1798, 1999) is popular 
with archaeologists because it is testable and observable archaeologically, is rational 
and realistic, and, most important, has a great deal of evidential support in a number 
of times and places. Climatic and environmental changes are evident in preserved 
pollen, geological sedimentary and soil chemistry, fauna, and certain features on hu-
man remains caused by dietary deficiencies. The clearest, most thorough and most 
general exposition of this explanation is provided by Steven LeBlanc (2003) in his 
book, Constant Battles. He argues that it is theoretically improbable and, in reality, 
impossible for human populations to be in a long-term balance with the resources 
necessary to sustain them—that there were no “ecologically balanced” Edens. In 
fact, human populations often are adversely affected by immediate or obviously 
impending shortfalls of necessary resources, especially food and water. Such crises 
provoke rational human groups to war over what resources are available, since the 
alternatives were usually as ghastly as war.
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Many examples support the “hard times” hypothesis. Some prehistoric exam-
ples mentioned several years ago include the American Southwest during the thir-
teenth century, the late prehistoric north central Plains and Middle Missouri, the 
Late Palaeolithic Nubia, and proto-historic southeast Africa (Keeley 1996; LeBlanc 
2003). These examples have been bolstered, and several more have been exposed, 
by recent archaeological research. Two recent examples are documented by Arkush 
(2011), who found that drought and environmental change played an important role 
in impelling a period of increased warfare in the prehistoric Andes, as did Lambert 
(1997) on the prehistoric Santa Barbara coast of California. However, the climate 
and environment are always changing (a point made in LeBlanc’s arguments against 
past humans being able to live in “ecological balance” and, at least on a short-term 
basis, a fact to which any farmer or pastoralist can attest). The changeability of 
the climate means that it is, therefore, always possible to find some environmental 
change that correlates with some sociocultural change, including increased warfare. 
What is necessary is to link by logic, timing, and relevant data a particular envi-
ronmental change to a particular social change. In many of the instances or refer-
ences mentioned above, this has been done. For example, in the very periods that 
environmental deterioration (from the point of view of then contemporary human 
ecology) and increased warfare were especially evident on the prehistoric Southern 
California coast and in Egyptian Nubia 12,000 B.C., evidence of dietary deficien-
cies was especially common on human bones. Whether the evidence is weak or 
strong, I predict that claims by archaeologists of “hard times”-driven warfare will 
increase and encompass more regions and periods.

One cause of increased warfare that anthropologists have found reasonable and 
supported by some evidence is political consolidation, especially the emergence and 
expansion of states. Regarding the emergence of states, the principal anthropologi-
cal proponent of the essential role of warfare in this process has been, for almost 50 
years, Robert Carneiro (for his latest exposition, see Carneiro 2003). This hypothe-
sis argues that chiefdoms and chiefs do not usually voluntarily yield their autonomy 
but must be forced to do so by warfare. Haas (2001)has expanded this concept to 
the formation of chiefdoms from tribes. One corollary of these ideas is that war-
fare should be more ferocious during periods of sociopolitical consolidation—tribes 
into chiefdoms and smaller, less organized societies into states. A popular but less 
logical presumption would be that warfare did not and has not occurred except in 
the emergence of and between competing states. This more tenuous supposition is 
contrary to ethnological and archaeological fact. Of course, the role of warfare in 
the creation of empires (i.e., collections of previously independent chiefdoms and 
states subject to centralized hegemony) in Europe and Asia is well documented and 
well known.1 Arkush (2011)argues that in fact the collapse of the prehistoric large 

1  Ironically, the philosopher Hobbes has been accused of advocating this state-formation hypo-
thesis and of being an apologist for the violent expansion of European empires (Ferguson and 
Whitehead 1992). When, in fact, he argued (contrary to much prehistoric and historic data that 
we now possess) that states were created by covenants or agreements and that strong, centralized 
states that resulted from these covenants were the rational antidote to the violent anarchy of non-
states or dissolved states.
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state or empire of Tiwanaku in the Andes at least “set the stage” for a bellicose pe-
riod of warring chiefdoms; and that the later Inka state began in relatively peaceful 
circumstances, even if its imperial expansion did involve warfare or the threat of 
warfare. Her work reminded me of the collapse of the Western Roman Empire and 
the contemporary Han Empire and their aftermaths of smaller “Warring States.” In 
any case, like historians, archaeologists have seen periods of more intense warfare 
occurring during periods of both political consolidation and dissolution.

It is clear from history and ethnology that, unlike people organized into bands 
or tribes, countless chiefdoms and states have gone to war not for mere territory or 
nubile women, but to increase the numbers of commoners who can become slaves 
or producers of tribute and taxes. Without written records or ethnohistorical obser-
vations, it is difficult, if not impossible, for archaeologists to distinguish slaves from 
members of the lowest class (Junkers 1998) or to determine whether an item (es-
pecially a foodstuff) was acquired by trade or taxation/tribute. When we find large 
settlements whose residents could not have been supported by the food resources 
available in their immediate vicinity, we can reasonably infer that those resources 
were extracted from other, smaller nearby communities under the control of the 
elites of the larger settlement. However, for many other items, whether “wealth” 
for elites (e.g., quetzal feathers, bronze tools or weapons, gold, and fine pottery) or 
essential to the daily life of commoners (e.g., staple foods and stone for cutting or 
grinding), archaeologists tend to interpret these as procured by trade. Much more 
thought and research are required regarding the archaeology of slavery, tribute, and 
taxes.

It will surprise some that a large number of violent conflicts arise from trade. 
Many think that trade obviates warfare and that warfare prevents trade. History 
is replete with instances of trade imbalances and disputes leading to warfare and 
trade taking place between active enemies; many similar cases are known from 
ethnography (Keeley 1996). These have included, depending on the relevant tech-
nologies and geography, the sources of such normally traded materials as salt, hard 
stone for tools, metals (or their ores), preservative spices, and, most recently, fossil 
fuels. The “trade raid” connection has not received much attention from archaeolo-
gists studying ancient warfare or has been subsumed as a corollary of “hard times” 
(for example, trade is hardly mentioned in LeBlanc’s 2003 book; see Golitko 2010 
about this neglect). Golitko (2010) found that during the settlement of a region of 
northeast Belgium by the first farmers (c. 5200 B.C.), two important aspects of trade 
were related to warfare. While obtaining some of their axe material from sources 
from the areas occupied by indigenous hunter-gatherers, the farmers were fortifying 
their frontier villages against the former (see also Golitko and Keeley 2007). At the 
same time, trade in pottery, flint, and some other items between the farmers’ villages 
became more structured and more common, probably to maintain military alliances 
between themselves and against the hostile foragers.

One common context for warfare is frontiers, whether persistent or moving 
(Keeley 1996; especially see Anthony’s work 1990 and 2007). The topic of frontiers, 
especially moving frontiers of settlement (i.e., colonization), was widely neglected 
or dismissed by Western archaeologists between the early 1960s and the late 1980s. 
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When hypotheses attributing cultural changes to major population movements were 
disallowed or ignored, any warfare associated with such movements was similarly 
ignored (unless it arose from the expansion of European hegemony). Even many 
non-Western archaeologists outside the influence of the Western archaeological 
bias against prehistoric migrations, nationalists in other parts of the world, were 
inclined to see the present-day inhabitants of their countries as autochthonous. Both 
the inexorable archaeological record and the revival of anthropological interest in 
warfare (Wiessner 1998; Kelly 2000)have changed the intellectual climate such that 
the violence of non-Western and prehistoric frontiers is now considered a legitimate 
subject of archaeological study (Golitko and Keeley 2007; Arkush 2011). For ex-
ample, Anthony (2007) finds that the expansion and, in most affected regions, the 
colonization of Indo-European speakers from their central Eurasian homeland were 
certainly accompanied and, therefore, aided by, the use of domesticated horses, 
wheeled vehicles, and, relevant here, the war chariot. In any case, many archaeolo-
gists have begun to consider the warfare that they document on frontiers.

The major problem with most historical and archaeological explanations of ma-
jor events and processes is that many plausible “causes” seem to happen at the same 
time. This contemporaneity of plausible causes is the source of many scholarly 
disagreements and, because of the statistical indeterminacy of our dates, a real prob-
lem for archaeologists. By definition, a cause should precede its effect, yet even in 
modern human affairs, causes and effects are so closely linked chronologically that 
we usually have great difficulty sorting one from the other. It seems that many of 
these “causes” are closely linked as parts of chains of efficient causes or even “feed-
ing” one another as parts of feedback loops. It is common to find that periods of 
intensive warfare are also periods of political consolidation or dissolution, environ-
mental change, moving frontiers of colonization or conquest, increasing population 
density, human nutritional deficiencies, and so on. At the moment, the best we can 
do is to investigate all of these possibilities and to propose multivariate explanations 
using the variables that best fit particular instances. Certainly, at the moment, one 
size does not fit all. However, note that genetic explanations do not figure in any of 
those proposed by archaeologists or historians.

The more biogenetic explanations of war emphasize the inferred genetic traits 
that promote human (especially male) aggressiveness and the evolutionary strate-
gies that seem to impel male violence against competing males and capture/rape of 
fertile females. Many of the chapters in this volume promote this interpretation and 
adduce data from modern industrial societies to support it. This interpretation is 
more popular among nonanthropologist social scientists who do not study directly 
the remarkable varieties of human behavior that have been displayed over the globe 
and over great reaches of time, or the incredible plasticity of human behavior in the 
recent or distant human past. Both myself (Keeley 1996)and LeBlanc (2003)have 
argued against such propositions based on our broad anthropological surveys of 
warfare worldwide and into the depths of the human past. Our dismissal of genetic 
or “selection” arguments for warfare is based also on our personal research and the 
research of colleagues in our respective research foci—the American Southwest and 
prehistoric Europe. For my area of expertise, there is evidence that both the Late 
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Mesolithic hunter-gatherers and the invading farmers who replaced them in some 
areas were equally war torn (Keeley 1997; Golitko and Keeley 2007; Golitko 2010). 
LeBlanc and I both have noted, indeed emphasized, for example, that in the archae-
ological sequences of our respective regions, there have been very bellicose periods 
with settlements fortified and/or moved to more defensible locations, high propor-
tions of human remains showing weapons traumas or “disrespectful” treatment of 
some (enemy?) dead, and great abundances of weapons yet no increases in hunt-
ing. Yet, there have also been periods in our respective foci when such evidences 
of warfare were less common. We both argue that for situations in which the more 
bellicose were the ancestors or descendants of much more peaceful people, it is 
difficult to see how genetics could play a role. Unless, of course, violent rapacious 
(males) were deleterious mutants whose genes were removed by selection before 
they could have many descendants or died before they reproduced, unlike the less 
violent and rapacious. Because the genetic “evolutionary” explanations of warfare 
are so contrary to archaeological data, archaeologists, by and large, ignore them.

Anthropologically, such “genetically selective” propositions imply that the cap-
ture of and impregnation of nubile women should be both the universal goal and the 
usual result of warfare. Indeed, the capture of women, especial young women, is a 
common but not universal feature of warfare among the non-state societies known 
to ethnography and has been documented among several prehistoric people (Keeley 
1996). However, ethnology, history and archaeology document many instances in 
which nubile women were not kidnapped, either because they were killed along 
with everyone else or because they were left alive with all survivors (Keeley 1996).2 
It seems that the capture of primarily young women of breeding age is only com-
mon among societies organized as tribes or petty chiefdoms. Bands tend to take no 
captives of any sex or age, or, only on occasion, young women with girl and boy 
children. States commonly have taken everyone captive because they could become 
slaves or tax payers. Considering ethnological and archaeological facts, whatever 
the role of human genetics in inducing some individuals (in any social group of 

2  Any anthropologist interested in warfare and violence is questioned about Chagnon’s description 
of the Yanamomo/i. The basic question should be and is: what are the facts, as far as we can know 
or reasonably infer them? Those are that the Yanomano frequently resorted to deadly violence, in-
cluding warfare, as did neighboring “tribal” groups. Instead, Chagnon’s critics seem to have been 
driven to the functional equivalent of idiocy by his sociobiological interpretations (which, as noted 
above, I do not find compelling) rather than the facts he recorded regarding Yanamomo life and so-
ciety in the 1950s, 1960s, and 1970s. The critics have ignored or illogically (see below) dismissed 
many other observers, both anthropologists and laypeople (including a kidnapped Brazilian girl 
who lived with them for several years), who have clearly described the common resort to violence 
and warfare by the Yanomomi and its effects, or documented the same behaviors among many ot-
her neighboring non-Yanomomo “tribal” groups in the Amazon and Orinoco Basins. These critics 
have also resorted almost entirely to a logically and scientifically invalid form of argument—ad 
hominem—against not just Chagnon but any other ethnographers whose observations parallel his. 
The only reasonable conclusions about the traditional life of the Yanomamo are that they were a 
violent people, often kidnapped young women (Early and Peters 1990) and used nondeadly forms 
of physical violence (chest-pounding and club fights) as their principal method to prevent wars.
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whatever size) to violence and rape, genetic selection for warfare and rape is a poor 
explanation for the actual occurrences of the collective violence of war.

One feature that makes war so terrible is not the human vice of violent aggression 
but the human virtue of courage. There would be no war if humans were cowards. 
They would be afraid to resort to violence because it might be returned and if at-
tacked would run or acquiesce. Instead, humans refuse to “go gently into that good 
night”—they fight back. Furthermore, in both their aggression and their resistance 
to it, they will try to inflict injury for injury, death for death, horror for horror—in 
short, intensify and literally double the awfulness of war. It seems that among the 
humans known to anthropology, peace is more desirable to everyone everywhere 
than violence or war, including rape [both in the modern legal sense and the an-
cient meaning “theft of women” (e.g., “Rape of the Sabine Women”; Keeley 1996). 
Therefore, should not there be some human genetic-based preference for courage in 
the face of all adversities and for maintaining peace?

Conclusions

In the past 20 years, there has been a resurgence of archaeological interest in prehis-
toric and ancient warfare. Whether warfare is seen as a cause or an effect of certain 
features of and changes in the archaeological, ethnohistorical, or ancient historical 
record, it is back “in play.” This change was the result of a number of archaeologists 
working in Europe and the New World who were confronted by the warfare obvious 
in archaeological records in their areas of research. They then all argued in the most 
widely read and stringently refereed publication venues, citing unequivocal evidence 
and using clear logic, that prehistoric and ethnohistoric warfare did occur and needs 
attention (i.e., Vencl, Milner, Haas, Keeley, Cahen, LeBlanc, and Guillane, among 
others). Of course, much of the subsequent work has focused on the contentious 
and difficult but, therefore, academically attractive question of cause. However, this 
major change in archaeological attention has entailed an increased proportion of the 
ever-pitiful research monies given to archaeologists and publications in our major 
journals and books. One area that is still neglected by archaeologists (but not by Ot-
terbein (2004) or Kelly (2000), although both are socio-cultural anthropologists) are 
the rare periods of relative peace—meaning periods during which evidences of both 
war and homicide were rare. Archaeologically, the three best-known examples are 
the Middle Woodland (Hopewell-Adena) of the eastern Midwest, the Natufian and 
Pre-Pottery Neolithic A of the Levantine Near East, and the early Jomon of Japan; 
but there are others less well known (Milner 1999; Goring-Morris 2009; Habu 2004). 
If archaeologists recently have shown limited interest in peace, they have at least 
now recognized that prehistoric war is not an oxymoron. While we vehemently dis-
agree about the causes of war and when it began, all of those “pioneers” mentioned 
above agree that ancient and prehistoric warfare did exist and that it is a topic that we 
can and should investigate, and, as far as I know, are gratified by the attention given 
this subject by a new generation of scholars.
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Murder gives us an X-ray of the inner core of human nature. It lays bare the things that 
matter most to humans everywhere—the necessities of survival, the attainment of status, 
the defense of honor, the acquisition of desirable partners, the loyalty of our lovers, the 
bonding of our allies, the vanquishing of our enemies, the protection of our children, and 
the successes of the carriers of our genetic cargo. These are the things that we humans and 
our astonishingly victorious ancestors have always been willing to kill and die for. (Buss 
The Murderer Next Door: Why the Mind is Designed to Kill, 2005, p. 244)

Core Motives, Culture, and the Adaptive Function 
of the Arts

Violence is pervasive in literature because literary authors and their readers want 
to get at the inner core of human nature. All human interests are set in conflict with 
the interests of others. Even among the closest kin, fitness interests partially overlap 
and partially conflict. Between parents and children, siblings, spouses, coalitional 
partners, and members of one’s own tribe, shared fitness interests prompting love 
or friendship clash with individual interests prompting suspicion, envy, resent-
ment, anger, and sometimes hatred. Violence is the flash point at which the tensions 
aroused by conflicting interests reach critical mass. In literature as in life, violence 
reveals the underlying structure of human motives and passions.

This chapter first describes the way core motives interact with imaginative cul-
tural constructs, explains the crucial importance of point of view in creating literary 
meaning, and then examines specific instances of violence in literature.

The basic motives identified by Buss fit together into the larger logic of hu-
man life history (Kenrick 2011; Muehlenbein and Flinn 2011). That larger logic is 
governed by inclusive fitness, differential parental investment, and the dynamics of 
social interaction: dominance, reciprocation, cooperative group effort, and competi-
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tion between groups (Boehm 1999; Kurzban and Neuberg 2005). Relative to body 
size, humans have uniquely large brains, and they display extended cultural phe-
notypes vastly more complex than those of any other species. Those human pecu-
liarities have not cancelled the constraining force of evolved primate dispositions, 
but they have altered the ways those dispositions manifest themselves in human 
behavior and human experience (Buss 1997). A comprehensively adequate account 
of human evolution will thus necessarily include a theory of “gene–culture coevo-
lution” (Carroll 2008c, pp.  318–326; Cochran and Harpending 2009; Hill 2007; 
Lumsden and Wilson 1981; Richerson and Boyd 2005). Regrettably, ideas about 
gene–culture coevolution are still in a rudimentary stage of development. Kim Hill 
gets this problem into sharp focus:

Given the recent convergence of evolutionary psychology and human behavioral ecology–
sociobiology, one might expect that the next generation of researchers will rapidly untangle 
all the major mysteries of human behavior and cognition. Unfortunately, I do not think 
that this will happen quickly. The main reason is that no branch of the evolutionary social 
sciences has an adequate understanding of human culture. Culture is a product of evolved 
cognitive mechanisms, but its existence may significantly alter behavioral patterns from 
those normally expected (from non-cultural organisms), and its emergence has probably 
uniquely shaped evolved human cognition and emotion. (Hill 2007, p. 351)

Some nonhuman animals make tools, share information, and learn behaviors from 
observing each other. Because of their expanded neocortex, humans have been able 
to develop these capabilities in three ways either unique to human culture or ex-
ceptionally developed in human culture: (a) they produce art (Brown 1991; Dis-
sanayake 2000; Dutton 2009); (b) they retain and develop social, mechanical, and 
intellectual innovations, adding new innovations to old (Richerson and Boyd 2005; 
Sterelny 2003; Tomasello et al. 2005); and (c) they extrapolate general ideas (Bau-
meister et al. 2011; Chiappe and MacDonald 2005; Geary 2005; Hawkins 2004). 
Through cumulative innovation, humans have transformed techniques into technol-
ogy, tribes into civilizations, discoveries into progressive sciences, and artistic nov-
elties into aesthetic traditions. By extrapolating general ideas, they have produced 
theology, philosophy, history, the sciences, and theories about the arts. Animals of 
other species produce emotionally expressive vocalizations and engage in play. Hu-
mans alone produce oral narratives and visual artifacts designed to depict objects 
and actions, evoke subjective sensations, and delineate through symbols the salient 
features of their experience.

Distinguishing human culture from the transmission of information among non-
human animals, Hill observes that only humans use signals to communicate and 
enforce social “norms.” In Hill’s conception, human culture embodies “the moral-
ity of a social group,” that is, “rules of behavior” that are communicated through 
“rituals (religious practices) and ethnic markers” (p. 353). This formulation rightly 
identifies culture as an adaptively significant form of behavior, but it leaves out 
much of what counts as culture. The Ten Commandments and other such regulative 
codes are part of culture but not the whole of culture. Imaginative constructs like 
pictures, songs, and stories sometimes contain moral lessons, but they appeal also to 
impulses of cognitive play, emotional responsiveness, and aesthetic pleasure (Boyd 
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2009; Dissanayake 2000; Roth 2007). Works of fiction situate individual characters 
in relation to both the particular cultural norms and the primal passions that form 
the core features of human nature (Boyd 2009; Carroll 2011; McEwan 2005). Epics, 
novels, stories, plays, and poems sometimes affirm specific cultural norms but also 
sometimes resist those norms.

The largest purpose of the representational arts is to evoke and depict the quali-
ties of experience. The arts influence behavior not only by transmitting culturally 
specific codes of conduct but also by influencing the way people perceive the world 
and their own experience in the world. Some such wider conception of the arts has 
entered into many arguments that the arts are adaptively functional (Boyd 2005, 
2009; Carroll 2008c, pp.  349–368, 2011, pp.  20–29, 2012a; Carroll et  al. 2012, 
pp. 81–92; Dissanayake 2000; Gottschall 2012; Salmon and Symons 2004; Scalise 
Sugiyama 2005; Tooby and Cosmides 2001; Wilson 1998, Chap. 10).

The Interplay of Perspectives in Literature

Fictional stories create virtual worlds and enable people to explore possible forms 
of experience. Authors of stories and plays typically have exceptional insight into 
the sources of human behavior and the qualities of experience. Usually, readers are 
invited to share vicariously in the experience of characters and to respond emotion-
ally to the characters. Since imagined worlds bear the impress of the minds that 
created them, readers are also invited to share in an author’s feeling and judgment 
about the events of a story. To read a fictional story is, thus, to engage in an emotion-
ally responsive simulation of a social interaction (Mar and Oatley 2008).

All experience ultimately takes place in individual minds. As Tooby and Cos-
mides observe, “what mostly remains, once you have removed from the human 
world everything internal to individuals, is the air between them” (Tooby and Cos-
mides 1992, p. 47). There is, consequently, only one possible location for “mean-
ing” and “effect” in a story: the perspectives of authors, characters, and readers. 
Characters have impressions about one another; authors have impressions about 
characters; and readers have impressions about both characters and authors. Au-
thors anticipate the responses of readers. Even if readers reject an author’s values 
and beliefs, they register what authors intend them to feel and think. Good interpre-
tive criticism tries to get at the interaction among all these perspectives.

In the interaction between author and reader, the author gets the first word, but 
the reader gets the last. The author fabricates a situation—characters, setting, and 
interlaced events (plot)—and conveys his or her own attitude toward that fabricated 
situation. An interpretive critic working at the highest level evaluates as accurately 
as possible what the author means readers to understand but also situates the au-
thor’s intended meaning within the critic’s own theoretical framework.

Critics use explanatory ideas from other disciplines to provide conceptual content 
for interpretive commentaries on literary works. The most commonly used explana-
tory ideas derive from various forms of psychology, social theory, and philosophy. 
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Most academic literary critics at the present time adopt a theoretical framework cob-
bled together from Freudian psychoanalysis, Marxist social theory, feminist gender 
theory, and deconstructive epistemology (Boyd 2006; Boyd et al. 2010, introduction; 
Carroll 1995, 2004, 2010, 2011, 2012c, in press; Culler 2011; Menand 2005). This 
standard amalgam has various labels: “poststructuralism,” “new historicism,” “cul-
tural materialism,” “Foucauldian cultural critique,” or, most simply, “Theory.” De-
spite differences in labels and differing points of emphasis, all versions of “Theory” 
share one crucial characteristic: they all presuppose the blank slate model of the hu-
man mind. They all suppose that human nature is an empty vessel into which culture 
pours all particular content. Evolutionary literary critics reject the blank slate model 
and use findings from the evolutionary social sciences to replace the obsolete forms 
of psychology, sociology, and epistemology that make up poststructuralism.

Three Examples from Literature

Violence in literature has no inherent valence or significance. Violence can be he-
roic, triumphant, cruel, vicious, or futile and ineffectual. The value attached to any 
particular instance of violence derives from occasions and circumstances, the mo-
tives of characters, the author’s attitude toward the depicted characters, the author’s 
general outlook on life, and the responses of readers.

A previous essay by this author offered a survey of violence in world literature 
(Carroll 2012b). This current chapter takes a different tack: giving a close compara-
tive look at violence in just three works: two versions of the “Little Red Riding 
Hood” story and Shakespeare’s play King Lear. The two versions of “Little Red 
Riding Hood” are those of the brothers Grimm and of Angela Carter, a contempo-
rary writer. These three works have been chosen to illustrate the proposition that the 
significance of violence in any given work depends on the interactions between core 
human concerns, specific cultural values, individual differences in authorial vision, 
and relations between the minds of authors and readers in response to characters.

The Grimms’ version of “Little Red Riding Hood,” though polished by literate 
adult tellers of tales, emerged from the folk psychology of a largely illiterate peasant 
population (Crick 2009; Dundes 1989a). It captures the imagination of children and 
invites them to identify with its protagonist. Angela Carter’s retelling of the story 
is aimed at adults and invites its readers to share the ideological standpoint of its 
author. Both versions of the fairy tale are short, and both involve a limited range of 
motives for violence.

King Lear offers a full spectrum of violence—parents against children and chil-
dren against parents, siblings against each other, suicide (violence against the self), 
violence to assert and resist domination within a social group, and violence between 
social groups. Since King Lear is a play, it has no overt declarations by a narrator, 
but it does have an implied author whose own perspective on the depicted events 
can be inferred from the relations among characters and the responses of readers. 
We can make reasonable suppositions about the impact the author intends to have 
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on his audience. Shakespeare appeals to an audience that shares with him basic 
values centered on family bonds and social obligations. Like the brothers Grimm, 
and unlike Carter, Shakespeare invites readers to participate empathically in the 
experience of the depicted characters.

The action of King Lear is fast and violent, but the play is also reflective and 
meditative. The characters are occupied not just with attaining goals such as sex 
and power but also with understanding the meaning of life. In Sex, Murder, and the 
Meaning of Life (2011), Douglas Kenrick suggests that “the meaning of life” can be 
found in meditative attention to the core concerns of human nature and the rhythms 
of human life history. Shakespeare suggests something very similar. In folk tradi-
tions, this kind of moral vision is often characterized as a form of “wisdom.”

Violence in Grimms’ “Little Red Riding Hood”

“Little Red Riding Hood” is a particular version of a common folk tale motif: a pro-
tagonist swallowed by a predator but then rescued (Bolte and Polívka 1963; Dundes 
1989a; Sugiyama 2004). In Europe and the Anglophone world, the most familiar 
version of this story is that produced by the brothers Grimm in their 1812 collec-
tion. (Their title is more properly translated “Little Red Cap,” but “Little Red Rid-
ing Hood” is the title by which the story is universally recognized.) In the Grimms’ 
version, Little Red Riding Hood’s mother tells her to take cake and wine to a sick 
grandmother, who lives in the woods, and warns her not to stray from the path. On 
the way, the girl meets a wolf, who encourages her to dally, picking flowers. The 
wolf precedes her to the grandmother’s house, swallows the grandmother whole, 
dons the grandmother’s clothes, and climbs into the grandmother’s bed. When the 
girl arrives, she engages in a dialogue with the wolf:

Oh, grandmother, what big ears you have!
All the better to hear you with.
Oh, grandmother, what big eyes you have!
All the better to see you with.
Oh, grandmother, what big hands you have!
All the better to grab you with!
Oh, grandmother, what a horribly big mouth you have!
All the better to eat you with!
The wolf had scarcely finished speaking when he jumped from the bed with a single leap 
and ate up poor Little Red Cap. (Grimm and Grimm 1998–2011)

The wolf falls asleep. A hunter passes by, cuts open the wolf’s belly, and frees the 
two people. The girl puts stones in the wolf’s belly. When he wakes and tries to run 
away, he falls down dead.

To understand the significance of violence in fairy tales, we have to understand 
how they affect children’s imagination—how symbolic meaning works in them and 
how they affect children emotionally. Efforts to understand how fairy tales work 
have proceeded through three main historical phases: mythic, Freudian, and evo-
lutionary. The Grimm brothers and many of their successors envisioned fairy tales 

3  Violence in Literature: An Evolutionary Perspective



38

as demotic versions of myths such as the ancient Germanic myths or solar or lu-
nar myths (Bettelheim 2010; Dundes 1989a; Grimm and Grimm 2012). For the 
past half century or so, symbolic interpretations of the Grimms’ fairy tales have 
been dominated by Freudian readings, supplemented in recent decades by feminist 
commentaries emphasizing gendered power relations (Dundes 1989b; Zipes 1993). 
Specifically evolutionary theories about imaginative processes are still under con-
struction but have already made important advances over previous efforts.

Evolutionary literary scholars typically reject Freudian developmental psycholo-
gy and in its place use evolutionary concepts of childhood development (Boyd 2009; 
Carroll 2008a; Scalise Sugiyama 2001). The evolutionary critic Scalise Sugiyama 
argues that oral and written narratives, even fairy tales, function chiefly by transmit-
ting practical information on such adaptively important matters as resource acquisi-
tion, predator avoidance, and social interaction. Literature and its oral antecedents 
are, she proposes, “an information acquisition strategy” (Sugiyama 2006, p. 319). 
“Little Red Riding Hood,” she explains, “packs a double emotional wallop by com-
bining our evolved fear of being harmed by animals with our evolved fear of being 
harmed by strangers” (Sugiyama 2004, p. 123). So far as it goes, that explanation is 
clearly correct. Invoking adaptive concerns grounded in forager conditions and in 
evolutionary developmental psychology offers a valuable corrective to claims that 
the story reflects lingering “oedipal attachments” (Bettelheim 2010, p. 171) or that 
it is “a parable of rape” (Brownmiller 1975, p. 310). However, the story does more 
than teach children to distinguish wolves from grandmothers and convey practical 
lessons about avoiding strangers. A purely didactic interpretation cannot account for 
departures from strict realism, and such departures are, of course, a defining feature 
of fairy tales. More importantly, a didactic interpretation fails to explain how the 
story provides emotional and imaginative satisfaction for children.

The most influential Freudian theorist of fairy tales, Bruno Bettelheim, is wrong 
to affirm that “the oedipus complex is the crucial problem of childhood” (2010, 
p. 38). He is right, though, to affirm that fairy tales have psycho-symbolic meanings 
and that they influence emotional development:

For a story truly to hold the child’s attention, it must entertain him and arouse his curiosity. 
But to enrich his life, it must stimulate his imagination; help him to develop his intellect and 
to clarify his emotions; be attuned to his anxieties and aspirations; give full recognition to 
his difficulties, while at the same time suggesting solutions to the problems which perturb 
him. (Bettelheim 2010, p. 5)

Many thinkers who are not Freudians have recognized that fairy tales are the rich-
est literature of early childhood. (Tatar [2012] offers a compendium of statements 
by writers about how fairy tales affect childhood development.)Stories that merely 
conveyed information or taught lessons in an overt, didactic way would have little 
interest for children and would have little impact on their emotional development.

“Little Red Riding Hood” seems aimed at a very young child, a child young 
enough to envision someone being swallowed whole by a wolf. For a child, be-
tween, say, the ages of 2 and 7, the greatest source of fear, apart from the immediate 
fear of death, would be separation from kin. “Little Red Riding Hood” climaxes 
emotionally in the revelation, step by step, that the grandmother is the wolf. De-
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tailing the parts of the wolf makes Little Red Riding Hood, and child readers who 
identify with her, linger in slow motion, with a sensation of strangeness and horror, 
at the blended images. Superimposing the image of a wolf over the expected image 
of the grandmother creates emotional and cognitive dissonance for the child. That 
kind of confusion, the inability to distinguish loving kin from predatory strangers, 
is bad in itself. Behind that confusion, there might be a hint of a still greater fear, the 
fear that the adults on whom one relies can turn vicious and predatory.

The child’s terror, climaxing in being swallowed, is followed by the relief of 
escape, and then emotional tension is defused by the comic denouement. Simply 
killing the wolf would have eliminated the danger. Playing a joke on him by placing 
stones in his belly enhances the relief and satisfaction produced by his death, chang-
ing him from a figure of terror into a comic butt. By placing stones where she was 
herself trapped, the girl replaces the image of herself, helpless and terrified, with the 
insensate mass of the stones. She acts out symbolically a transformation from being 
a terrified and helpless victim to an active agent of revenge and justice. The story 
as a whole, thus, enacts an emotional process through which the child, as reader or 
listener, achieves mastery over the fear elicited by the wolf in grandmother’s cloth-
ing. At the end of the story, the grandmother is restored to her rightful place; the 
menacing stranger is replaced by a beneficent stranger; and the terror produced by 
the wolf is transformed into comedy, self-assertion, and ethical triumph.

The story elicits fear in a child and then relieves that fear, returning the child to 
emotional equilibrium. It might be that such forms of vicarious emotional play are 
a kind of practice that builds emotional resilience when a child is faced with actual 
danger. The story also subliminally enacts a crucial phase in social development. By 
depicting a shift from the menacing stranger to the beneficent stranger, the story sim-
ulates the emotional process in which a child eventually replaces a fear of all strang-
ers with a willingness to engage in social interactions outside the immediate family.

At the end of the Grimms’ version of the story, Little Red Riding Hood draws 
a moral: “As long as I live, I will never leave the path and run off into the woods 
by myself if mother tells me not to.” Scalise Sugiyama supplements this purely 
didactic conclusion with specific practical lessons: avoid wolves and be careful of 
strangers. However, if the story were only didactic in purpose, then the tale could 
have ended with Little Red Riding Hood’s death—a more effective way to scare 
children into caution. And indeed, the first literary version of the tale, Perrault’s 
version written for the court of Louis XIV, ends with the death of the child (Perrault 
2009). In the Grimms’ version that has become canonical, the emotional lesson is 
that dangers can be overcome, that enemies can be defeated and rendered harmless, 
and that the wider social world holds promise of beneficent interactions.

Violence in Angela Carter’s “The Werewolf”

Angela Carter started publishing in the 1960s and died in 1992. Writing in 1995, 
Salman Rushdie observes that “she has become the contemporary writer most stud-
ied at British universities” (Rushdie 1997, p. xiv). Rushdie defends her against the 
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charge of “political correctness” (Rushdie 1997, p. xiv), but it is quite certain that no 
politically incorrect writer could be the centerpiece of contemporary literary educa-
tion in Britain. Suffice it to say that she is highly attuned to contemporary ideologi-
cal attitudes in academic literary study in the Anglophone world.

In contrast to the story told by the brothers Grimm, Angela Carter’s version of 
the Little Red Riding Hood story, “The Werewolf,” does not invite simple emo-
tional involvement in the trials and tribulations of the protagonist. Instead, Carter 
invites readers to share in her own ironic contempt for her characters: brutish medi-
eval people who believe in witches and a psychopathic little girl who exploits their 
superstitions.

The Carter story is very short, 826 words. It consists of three parts. The first 
part is an introduction in which Carter describes life in an impoverished medieval 
village—“harsh, brief, poor lives” (1995, p. 210). The second part is the main narra-
tive sequence. Little Red Riding Hood goes to visit her grandmother, meets a wolf, 
cuts off its paw, finds her grandmother ill in bed, missing a hand, discovers that the 
wolf’s paw has turned into the missing hand, and calls out to the villagers, declaring 
that her grandmother is a witch. The villagers stone the old woman to death. The 
third part is a single sentence, the last sentence in the story. “Now the child lived in 
her grandmother’s house; she prospered” (p. 211).

It is not until that last sentence that readers are let in on the secret that the main 
narrative sequence has been a false story, a lie. There never was a wolf. The main 
body of the narrative about the wolf and the grandmother, we are to understand, was 
the story Little Red Riding Hood told the villagers. The final sentence is enough to 
identify the main story as a lie because Carter has already indicated, in the introduc-
tory section of the story, that witches, in this story, do not exist:

At midnight especially on Walpurgisnacht, the Devil holds picnics in the graveyards and 
invites the witches; then they dig up fresh corpses, and eat them. Anyone will tell you that.

Wreaths of garlic on the doors keep out the vampires. A blue-eyed child born feet first 
on the night of St John’s Eve will have second sight. When they discover a witch—some 
old woman whose cheeses ripen when her neighbors’ do not, another old woman whose 
black cat, oh, sinister! Follows her about all the time, they strip the crone, search her for 
marks, for the supernumerary nipple her familiar sucks. They soon find it. Then they stone 
her to death. (p. 210)

This introductory passage establishes a division between the villagers’ beliefs and 
the author’s beliefs. Carter gives big nudges and winks to clue readers in to her be-
liefs. She sneers at the triviality of the villagers’ reasons for believing in witches—
cheeses ripening, a black cat—and underscores her scorn with the sarcastic phrase 
“oh, sinister!” In the main body of the narrative, the seemingly magical events—
the wolf’s paw turning into an old woman’s hand and the grandmother missing 
a hand—create a moment of cognitive dissonance. The last sentence resolves the 
dissonance. The aim of the story is to make us feel that we share with the author a 
special insight into the true story behind the fabrication foisted off on the villagers.

The resolution in the final sentence of the story would be satisfying chiefly for 
readers who are primed to participate, consciously or not, in a specific ideological 
construct: the idea that social interactions involve three main kinds of persons: ma-
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nipulative oppressors, innocent victims, and shrewd intellectuals who see into the 
manipulations. That construct is characteristic of the poststructuralist mindset that 
has dominated the humanities for the past three decades. Michel Foucault, the most 
prominent and influential poststructuralist theorist, offers representative formula-
tions. Foucault asserts that “power is always exercised at the expense of the people” 
(1977, p. 211). “The intellectual’s role,” he explains, is to engage in “a struggle 
against power, a struggle aimed at revealing and undermining power where it is 
most invisible and insidious” (p. 207, 208).

It is in the nature of fairy tales to suggest archetypal, mythic conditions. Their 
characters and situations seem to embody universal psychological truths about hu-
man experience (Bettelheim 2010, p.  26, 58; Grimm and Grimm 2009). Carter’s 
story has the same effect, but only for readers who have internalized the Foucauldian 
mindset—a world reduced to three possible perspectives: the perspective of evil op-
pressors; the perspective of a deluded and exploited populace; and the perspective of 
intellectuals who are morally and intellectually superior to the world they observe.

In the folk versions of the story, the threat of violence against Little Red Riding 
Hood is frightening, and the violence done to the wolf, at the end, offers the satis-
faction of dispatching a devious enemy. That kind of emotional response is simple, 
basic, and universal. In the Carter story, Little Red Riding Hood experiences no 
fear. The tone of the scene in which she cuts off the wolf’s paw is flip, comic.

The child had a scabbby coat of sheepskin to keep out the cold, she knew the forest too well 
to fear it but she must always be on her guard. When she heard that freezing howl of a wolf, 
she dropped her gifts, seized her knife, and turned on the beast.

It was a huge one, with red eyes and running, grizzled chops; any but a mountaineer’s 
child would have died of fright at the sight of it. It went for her throat, as wolves do, but she 
made a great swipe at it with her father’s knife and slashed off its right forepaw.

The wolf let out a gulp, almost a sob, when it saw what had happened to it; wolves are 
less brave than they seem. (pp. 210–211)

The violence against the wolf is cartoonish, inviting only laughter. The main vio-
lence in the story, in Carter’s version, is the violence done to the grandmother:

They know the wart on the hand at once for a witch’s nipple; they drove the old woman, in 
her shift as she was, out into the snow with sticks, beating her old carcass as far as the edge 
of the forest, and pelted her with stones until she fell dead. (p. 211)

This scene does not invite readers to share vicariously in the grandmother’s terror. It 
invites readers to feel indignation at injustice and wanton cruelty. If readers accept 
the role Carter tacitly assigns to them, then they can feel intellectually superior to 
the populace and morally superior to both the populace and the psychopathic child 
protagonist. They do not share the perspective of any character. Instead, they form 
a community of feeling with the author and with other readers.

In its full flowering, a poststructuralist way of thinking implies a utopian world-
view in which violence is merely a product of moral and intellectual failure (Carroll 
et al. 2012, pp. 160–161). In the world of the classic fairy tales, in contrast, violence 
is a natural outcome of ineradicable conflicts. No form of violence is more basic or 
more common, across the whole animal kingdom, than the conflict between preda-
tors and prey.
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Violence in King Lear

Like Carter’s “Werewolf,” Shakespeare’s King Lear reworks an old tale; and like 
Carter, Shakespeare creates a circle of privileged understanding between himself 
and his audience—an understanding greater than that of any character in the play. 
Unlike Carter, though, Shakespeare does not stand apart from his characters. He 
feels with them and is, thus, able to evoke their inner lives—their inmost thoughts 
and emotions. No one character is able to take in the full scope of meaning in the 
story, but some characters are in close touch with the values that Shakespeare ex-
pects to share with his audience. Those values tie in closely with what Buss calls the 
core features of human nature, especially the bonds of family.

King Lear has many characters and a fast-moving, complicated plot. Before fur-
ther interpretive comment, it would be helpful to identify the main characters, de-
scribe the setting, and give a summary of the action.

The Main Characters

King Lear’s family and associates

	 Goneril, Lear’s oldest daughter, married to the Duke of Albany
	 Regan, Lear’s second daughter, married to the Duke of Cornwall
	 Cordelia, Lear’s youngest daughter, married to the King of France
	 The Earl of Kent, a loyal retainer
	 The Fool, Lear’s court jester
	 Oswald, Goneril’s servant, killed by Edgar

The Earl of Gloucester’s family

	 Edgar, product of a lawful union, Gloucester’s legitimate son and heir,
	� Edmund, an illegitimate son, sought in marriage, ultimately, by both Goneril and 

Regan

The Historical Setting

Historical period is notoriously vague in King Lear. The source story is set in a pre-
Christian era. Except for one glancing reference to God in the singular, Shakespeare’s 
characters refer only to pagan deities. However, the ranks, titles, military accoutre-
ments, and matters of daily life depicted or mentioned in the play are more appropriate 
to the sixteenth century than to a barbarous British antiquity. By blurring historical pe-
riod while simultaneously invoking multitudinous images of nature, animals, and the 
human body, Shakespeare directs attention away from any culturally specific setting 
and directs it instead toward human universals—toward physical sensations (especial-
ly pain), basic motives, basic emotions, intimate family relationships, and elementary 
principles of social organization. (On the animal imagery, see Bradley 2007, pp. 244–
245; Holloway 1961, pp. 80–84; Knight 1949, pp. 205–211; Spurgeon 1930, p. 342.)
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A Summary of the Action

Despite moments of humor and tenderness, the dominant emotions in King Lear are 
rage, resentment, vindictiveness, fear, jealousy, hatred, outrage, anguish, remorse, 
and grief. Betrayal and cruelty dominate the action, which centers on the disintegra-
tion of two families, those of King Lear and the Earl of Gloucester. By the end of 
the play, Lear and all three of his adult daughters are dead. One daughter poisons the 
other and then commits suicide. Gloucester and one of his sons is dead, one brother 
having sought the life of the other and then been killed by the other. Along the way, 
other lives are swallowed up in this vortex of family violence. The play concludes 
in a battle and its aftermath. In the final scene, the stage is littered with corpses, 
including those of Gloucester’s second son and all the members of Lear’s family.

At the beginning of the story, Lear is more than 80 years old and becoming men-
tally infirm, liable to fits of reckless and impulsive behavior. He proposes to divide 
his kingdom into three parts, giving one part to each of his adult daughters, Goneril, 
Regan, and Cordelia. He plans to retire and live with Cordelia, his youngest and 
most beloved. In a freak of fancy, he subjects the three daughters to a love test. Each 
is to outvie the others in declaring their love for him. The two oldest daughters, 
Goneril and Regan, flatter him shamelessly, declaring they love him more than life 
itself. Cordelia says only that she loves him in the measure and quality appropriate 
to their filial relationship. Lear foolishly believes the older daughters, or at least 
enjoys their flattery, and he flies into senile rage over Cordelia’s “plainness” of 
speech. He disinherits her and declares he will alternate between living with his two 
older daughters, transferring to them all his power and wealth but stipulating that 
he will keep a hundred knights as retainers, his “train.” The Earl of Kent, a loyal 
and honest follower, tries to intervene and prevent the folly. Lear banishes him. The 
King of France elects to marry Cordelia without a dowry, and they leave for France.

While this main plot is being set in motion, the subplot also gets started. Edmund, 
the bastard son of Gloucester, tricks his father into believing that the legitimate son, 
Edgar, wishes to murder Gloucester so as to acquire his title and property before the 
old man dies a natural death. Gloucester puts out a writ on Edgar’s life, who escapes 
by disguising himself as a mad beggar. Gloucester says he will make Edmund his heir.

Lear begins his sojourn with Goneril, who quickly strips him of power, treats 
him contemptuously, and demands that he reduce the number of his followers. En-
raged, Lear invokes the gods to curse Goneril with sterility and leaves to go live 
with Regan. To announce his arrival at Regan’s, he sends Kent, who has disguised 
himself and become one of Lear’s followers. To avoid receiving Lear, Regan and 
Cornwall leave their home and go to visit the Earl of Gloucester. Lear follows them 
there. Before Lear arrives, Kent, in disguise, meets Goneril’s servant Oswald and 
attacks him. Cornwall has Kent put in the stocks, an outrage against Lear’s dignity.

When Lear and his two eldest daughters are together at Gloucester’s, the daugh-
ters join together in stripping him of the rest of his followers. They mock and hu-
miliate him. Again enraged, and beginning to lose his wits, Lear runs out into the 
heath in the midst of a violent thunderstorm, accompanied only by his court jester 
and the disguised Kent. They come across Gloucester’s son Edgar, disguised as a 
mad beggar. Lear, by now fully deranged, has a long dialogue with the mad beggar. 
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Cornwall, Regan, and Goneril have shut their gates and have issued a declaration 
that anyone giving aid to Lear will be executed. Gloucester nonetheless secretly 
leads Lear to shelter. He also confides in his illegitimate son Edmund that he has re-
ceived a secret message that Cordelia is returning to England with an army to rescue 
her father. Edmund turns the letter over to Cornwall, who gouges out Gloucester’s 
eyes. When one of Cornwall’s servants tries to stop Cornwall from gouging out 
Gloucester’s second eye, the servant and Cornwall fight with swords. The servant is 
killed but wounds Cornwall, who later dies from the wound. Gloucester, blinded, is 
set free. His legitimate son Edgar, disguised as the beggar, leads him toward Dover, 
where Cordelia’s army is landing. Gloucester now knows that Edmund has betrayed 
him and also that Edgar had been falsely accused. Overcome with despair and re-
morse, he attempts to commit suicide but is prevented by Edgar. Later, after Edgar 
reveals his identity, Gloucester dies, shattered physically and emotionally.

Goneril’s husband Albany is mild-tempered and morally sensitive. He severely dis-
approves of the way Goneril has persecuted her father. He nonetheless gathers an army 
to defend England from Cordelia’s army. Both Goneril and Regan (now a widow) are 
sexually attracted to Edmund. Goneril sends a letter to Edmund suggesting that he 
should murder Albany, thus making her a widow, and then marry her. Oswald, Gon-
eril’s servant, is carrying the letter when he comes across Gloucester, wandering on the 
heath, and tries to kill him to gain favor with Goneril and Regan. Edgar kills Oswald 
instead, finds Goneril’s letter, and gives it to Albany, as proof of Goneril’s treachery.

Cordelia and Lear lose the battle. Edmund secretly orders a soldier to murder 
them in prison. Goneril, jealous of Regan and determined to prevent her from marry-
ing Edmund, poisons her. Edgar appears, challenges Edmund to single combat, and 
mortally wounds him. Albany produces Goneril’s letter revealing her plot against 
his life. When confronted, she stabs herself to death. Edmund, before dying, disclos-
es his command to have Lear and Cordelia executed. The soldier has already hanged 
Cordelia and has in turn been killed by Lear. Lear dies in grief over Cordelia’s body.

Action Movies, Tragedy, and the Adaptive Function of Literature

To narrow down the way violence works specifically in King Lear, we can com-
pare it to the way violence works in action movies. In action movies, as in “Little 
Red Riding Hood,” the audience is expected to identify with the protagonist and 
to experience vicariously the pleasure of triumphant self-assertion. The victims of 
violence are reduced to the status of automatons, little more than animated targets. 
In King Lear, the audience is invited to see into the inner lives even of antagonists, 
and empathy for the protagonists involves more suffering than pleasure. Violence 
gives expression to emotional stress, and the consequences of violence, practical 
and emotional, are carried through to their necessary conclusions.

Action movies typically induce a contraction in sympathy. Tragedies like King 
Lear, in contrast, typically induce an expansion in compassionate understanding. 
When Lear is cast out into the storm, deprived of all social standing and power, he 
recognizes the plight of “Poor naked wretches” who have no protection from the ele-
ments (Shakespeare 1997, 3.4.28). Gloucester, after he is blinded, takes comfort in 
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the thought that his misfortune will benefit a mad beggar. Edgar, betrayed and hunted, 
describes himself as a man whom sorrow has made “pregnant to good pity” (4.6.219). 
These statements are made by Shakespeare’s characters; they are not his own di-
rect pronouncements. Nonetheless, we can say with confidence that the ethos of the 
play—Shakespeare’s own ethos—includes a sense of universal human compassion.

Action movies are like pornography. They are fantasies designed to simulate 
pleasurable sensations (Ellis and Symons 1990; Pinker 1997; Salmon 2003). Trag-
edy does not simulate pleasurable sensations. It does exactly the opposite. Why do 
audiences willingly endure simulations of painful experience? To answer that ques-
tion, one must almost necessarily invoke the idea that literature and its oral anteced-
ents serve an adaptive function: they help humans organize motives and emotions 
and, thus, direct behavior in adaptively functional ways (Boyd 2005; Carroll 2008b, 
pp. 119–128, 2008c, pp. 349–368, 2012a; Dissanayake 2000; Dutton 2009; Salmon 
and Symons 2004; Tooby and Cosmides 2001). In lay terms, literature and its oral 
antecedents help provide a sense of meaning and purpose to behavior. Humans have 
a unique need for meaning and purpose because their behavior, unlike behavior 
in animals of other species, involves flexible choice among competing alternative 
scenarios. All human action takes place within imaginative structures that include 
past and future, locating present action in relation to an awareness of a continu-
ously developing individual identity (McAdams 2008, 2011). That sense of identity 
includes internal conflicts and concerns, relations to other people (both living and 
dead), relations to nature, and relations to whatever spiritual forces people might 
imagine to exist. Tragedy puts the heaviest possible pressure on the human need to 
find meaning and purpose in life.

Normative Universals and the Responses of Readers

King Lear contains a great deal of violence and cruelty, but it does not invite its 
audience to participate vicariously in the enjoyment of sheer malevolence. Some 
readers with a sadistic streak might thrill with pleasure when Cornwall sneers at 
Gloucester’s eye, “Out, vile jelly,/Where is thy lustre now?” (3.7.82–83). How-
ever, such readers would be responding in an emotional key out of harmony with 
the larger emotional orchestration of the play. When Cornwall’s servant takes up a 
sword to defend Gloucester, and is killed, there is no voice in the scene to honor 
his heroism. Cornwall dismisses him with the utmost contempt. “Throw this slave/
Upon the dunghill” (3.7.95–96). A reader who is attuned to the larger emotional 
orchestration in the play will nonetheless stand apart from Cornwall, registering the 
values of courage and decency that correspond to the sympathies activated in the 
play as a whole.

In anticipating emotional responses to the action of his play, Shakespeare could 
confidently depend on dispositions that are so basic a part of human nature that they 
appear in all known cultures (Brown 1991). For forms of value that have universal, 
cross-cultural force, we can use the term “normative” universals. Normative uni-
versals include horror at the murder of kinsfolk, respect for family obligations, and 
appreciation for honesty in social relations.
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When Goneril and Regan persecute their father and then seek his death, they 
violate moral dispositions deeply rooted in human nature. When Goneril poisons 
Regan out of jealousy, most readers can only be appalled at the quality of mind she 
reveals—the coldness of heart, the murderous viciousness of the sibling rivalry, and 
the absence of any moral component in her estimate of what makes a man desirable. 
Her willingness to poison a sister is concordant with her passion for a man willing 
to murder his brother. Though highly articulate, Goneril seems scarcely human. 
Gloucester and Albany are right to characterize her as a savage beast. In contrast, 
when Cordelia and Kent remain loyal to Lear despite his senile rages, and when 
Edgar remains loyal to his father despite his father’s attempt to have him executed, 
Shakespeare can anticipate that most of his audience will resonate to their motives.

Edmund, Goneril, Regan, and Cornwall speak hypocritically, using honorable 
words to characterize morally depraved behavior. The use of honorable words re-
veals their awareness that their actions violate public norms. Indeed, they remark, 
toward the end of the play, that their rule has excited widespread public unrest. 
The public that dislikes both depravity and hypocrisy includes not only their con-
temporaries but also most readers over the past four centuries. By definition, true 
normative universals transcend variations in culturally specific systems of value. 
Shakespeare could not have anticipated the cultural changes that would take place 
over a period of four centuries. Nonetheless, because he appeals to normative 
universals, for modern readers, his anticipations of audience response continue to 
operate as he intended.

The normative universals that make readers disgusted with the antagonists have, 
of course, a converse effect in responses to Cordelia, Kent, Edgar, and the Fool. 
Those characters remain “true” in both social commitment and manner of speech—
loyal to the people they love and honest in their dealings with others. Shakespeare 
can depend on his audience to respond with admiration to those qualities.

The Largest Frame of Meaning in King Lear

No character in King Lear takes in the whole tragic vision Shakespeare shares with 
his implied audience. Two factors limit the scope of understanding in the charac-
ters: the action is too broad and complex for any one character to be involved in 
all of it; and many characters adopt religious or metaphysical ideas out of keeping 
with Shakespeare’s naturalistic perspective. Like those characters, many of Shake-
speare’s critics, even among the most astute, have sought consolation through meta-
physical or religious ideas that are not in accord with the action of the play. By 
providing a thematic framework adequate to the whole scope of the play, an evo-
lutionary perspective can help us approximate more closely to Shakespeare’s own 
encompassing vision of human life.

From an evolutionary perspective, life is a mechanical and blindly developing 
process. More organisms are born in any generation than can survive and repro-
duce; organisms vary in the traits conducing to survival and reproduction; the or-
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ganisms that possess more favorable variations reproduce at a higher rate and also 
transmit their more favorable characteristics to their offspring. This simple causal 
sequence entails no cosmic purpose for the evolution of life. Nor does it entail a 
divine source for human motives and values. From an evolutionary perspective, if 
we wish to justify ethical values, we can look for justification only within a purely 
human context.

At one time or another, Lear, Kent, Edgar, Albany, and Gloucester all affirm that 
human lives are governed by divine justice. For instance, on hearing that Cornwall 
has died from the wound given him by his servant, Albany declares, “This shows 
you are above,/You justicers, that these our nether crimes/So speedily can venge!” 
(4.2.79–81). All such proclamations generalize beyond the facts of the play. The 
antagonists unleash violence that rebounds lethally against themselves, but that 
same violence takes the lives of Cordelia, Lear, Gloucester, Cornwall’s servant, and 
probably the Fool (he disappears after the third act). Kent, too, is so shattered that 
he anticipates death. Among the major characters, only Albany and Edgar remain 
standing. A naturalistic view of human social relations can easily enough make 
sense of these outcomes. A providential worldview cannot. Shakespeare under-
stands the human need to project human values into the cosmic frame of things, but 
he evidently does not himself require that basis for moral judgment.

Since the end of the eighteenth century, few readers have tried to defend the 
idea that rewards and punishments correspond to merits and faults. Modern read-
ers have, though, softened the painfulness of King Lear by emphasizing themes 
of redemption—Christian or quasi-Christian ideas that take two forms: either the 
idea that through suffering characters achieve a sublime vision of a transcendent 
spiritual order, or the idea that a character like Cordelia gives evidence of that spiri-
tual order (Bradley 2007; Dowden 1918; Knight 1949). (For critical commentar-
ies on such readings, see Everett 1960; Foakes 2004, pp.  45–54; Vickers 1993, 
Chap. 7.)Shakespeare himself is more tough-minded than that. Gloucester is talked 
out of committing suicide but dies from stress and shock. Lear has a reconciliation 
with Cordelia, acknowledges that he has been foolish and unjust, and asks for for-
giveness. He nonetheless dies in torment. Regan has no moment of moral transfor-
mation. She pursues a course of lust and viciousness and then is poisoned. Goneril 
defies all moral judgment—“the laws are mine” (5.3.156)—and then stabs herself. 
Kent, crushed by the death of Cordelia and Lear, is unable to bear life longer. Ed-
mund, as he is dying, concurs with Edgar’s delusional belief in poetic justice. He 
tries unsuccessfully to save Lear and Cordelia from the executioner, but few readers 
would argue that this one moral impulse gives evidence of a transcendent spiritual 
order. Despite having proclaimed a faith in divine justice, Edgar and Albany find 
little reason to rejoice in the final scene. They are humbled and subdued amid the 
destruction.

True tragedy does not absolve the grief produced by destructive human impulses; 
but neither is it nihilistic. Nihilism renders human concerns trivial and insignificant. 
Tragedy makes us feel their weight and significance.
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Human Life History and Moral Judgment

Though appealing to no higher spiritual order, Shakespeare tacitly affirms an ethos 
of domestic and social order grounded in a sane understanding of systemic relations 
in human life history. The central theme of the play is announced in Cordelia’s first 
speech to Lear, refusing his demand for flattery:

I love your majesty
According to my bond, no more nor less….
You have begot me, bred me, loved me: I
Return those duties back as are right fit,
Obey you, love you, and most honour you.
Why have my sisters husbands, if they say
They love you all? Haply, when I shall wed,
That lord whose hand must take my plight shall carry
Half my love with him, half my care and duty. (1.1.92–102)

Had Cordelia thought a little further ahead, she might have added that once she had 
children, she would have to further subdivide her love, leaving a third, or perhaps 
less than a third, for Lear. She could also have added something about her engage-
ment with the wider social world. Though her statement is schematic and incom-
plete, Kent is right to praise it for justness of thought. Cordelia, here, enunciates 
the central principle that is violated in the play: due proportions in the phases and 
offices of life: the balance in attention and concern distributed among parents and 
children, marital partners, and the larger community (Holloway 1961, pp. 94–95).

Cordelia is not of course an evolutionist; nor is Shakespeare. They are both intui-
tive folk psychologists. Even so, the wisdom of their moral sense depends on their 
intuitive insight into human life history. The significance of the violence in King 
Lear depends on normative values rooted in human life history. The destructive 
violence inflicted by the protagonists takes its evil cast from the breaking of family 
bonds integral with the logic of human reproduction. The defensive violence of the 
protagonists takes its moral coloring from a commitment to family bonds and the 
extension of those bonds to a wider social network.

Though four centuries old, and set within systems of belief and social organiza-
tion long obsolete, King Lear can still speak to modern audiences. In becoming 
modern, humans have not escaped from human life history. Their passions and their 
moral judgments are still rooted in the reproductive cycle. The meaning they give 
to violence now, as always, can be traced back to the core concerns of human life.

Conclusion

“Little Red Riding Hood” and King Lear are both classics. They have had enduring 
appeal and have crossed many boundaries of language and culture. Classic works 
of literature typically penetrate below the surface of conventional beliefs and evoke 
passions embedded in ancient, evolved features of human nature. Violence is not 
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absolutely indispensable for evoking those passions, but a great many works that 
we identify as classics do in fact contain lethal violence (Carroll 2012b). Conflict 
is inherent in life and in human nature. Violence pushes conflict to its extreme and, 
thus, reveals the underlying forces that govern our lives. We read great literature 
chiefly because we feel a compelling need to understand our own experience and 
the experience of others.

Carter’s “Werewolf” is not yet a classic. Only time can make that distinction. 
One can speculate, though, about how well the story will wear over time. I think 
it unlikely that Carter will endure, even in the small way that classic short stories 
have endured—stories like those of Poe, Maupassant, or Hans Christian Andersen. 
Carter’s story does not transport us to the state of mind of medieval people. The 
characters in her story are thrust off into an alien distance, condemned and despised 
for their lack of modern enlightenment. We are thus restricted, while reading Carter, 
to her own mind, and that mind is too self-regarding and self-congratulating to take 
us deep into our shared humanity. Works that endure typically do not restrict their 
imaginative scope to contemporary ideological constructs nor aim chiefly at flatter-
ing the vanity of their audience.

Because humans have evolved as social animals, great literature almost nec-
essarily appeals to normative universals grounded in positive social relationships. 
Since those relationships always involve conflict, and the ultimate forms of conflict 
involve violence, violence can serve as a touchstone for evaluating literature. Plays 
and stories that have most fully satisfied the imaginative needs of most readers reg-
ister the tensions that sometimes erupt into violence, but they also encompass those 
tensions within a generous understanding of human nature, including the bonds of 
family and friendship.

King Lear moves one step beyond those core features of human nature and takes 
in also our need to make sense of the world. Though Shakespeare does not share the 
belief in divine justice to which some of his characters appeal, his scope, like theirs, 
takes in the whole of nature. For those of us who are atheists or agnostics, Shake-
speare’s naturalistic worldview has a special value. In King Lear, he gives evidence 
that one can accept the vast bleak indifference of the cosmos and still feel the force 
and necessity of intimate human connections.
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Introduction

Children confront a risk of harm at the hands of their adult caretakers. The potential 
harm could manifest in three primary forms of violence: physical abuse; neglect or 
emotional abuse that threatens serious physical harm; and sexual abuse.

Public child welfare systems and child welfare laws are designed to address the 
risk of violence faced by children. Although preventive approaches exist, the pri-
mary legal approach is reactive. The law presumes that a child’s adult caretakers 
are at least minimally adequate parents. Thus, child welfare laws allow the state to 
intervene to protect children only after there is reason to believe that a particular 
child has suffered some form of harm and is likely to suffer additional harm.1 In 
addition, once a child is victimized, public child welfare systems seek to secure 
the child’s well-being. The system must construct the child’s living situation in a 
way that protects the child from further violence and produces acceptable outcomes 
in terms of the child’s development. Each of these two facets of the child welfare 
endeavor places a premium on the assessment and prediction of human behavior.

This chapter describes how evolutionary theory and behavioral biology research 
provide insights that are useful in examining, critiquing, and reconstructing child 
welfare laws, policies, and practices. Together, these concepts and the related re-
search have produced knowledge of behavioral tendencies. Several of these tenden-
cies have direct implications for the prediction of violence against children and for 
the effort to secure child well-being.

This chapter provides two primary examples that illustrate the usefulness of evo-
lutionary theory and research in this area. Each example provides a description of a 
particular child welfare problem confronted in the field and of the current systemic 

1  See generally Santosky v. Kramer, 455 U.S. 745 (1982); Smith v. Organization of Foster Fami-
lies, 431 U.S. 816 (1977).
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approach to the problem. This chapter then explains the relevant evolutionary con-
cepts and behavioral research, discusses the relevant empirical research, and delin-
eates the implications for child welfare law, policy, and practice. Finally, this chap-
ter explores additional areas worthy of inquiry based on the relevant evolutionary 
concepts and emerging research.

Risk Assessment: The Prediction of Violence 
Against Children

Public child welfare agencies have adopted various risk assessment tools to predict 
the risk of child maltreatment in a particular family situation. These tools usually 
take the form of a checklist that an agency worker can complete in investigating 
alleged maltreatment. There are two basic types of checklists. The first includes 
items that practitioners deem relevant based on their experiences in the field and 
that often call for subjective assessments (e.g., whether past incidents of abuse were 
“isolated” or “intermittent”). These consensus-based checklists are not supported 
by rigorous empirical studies (Austin et  al. 2005; Baird and Wagner 2000). The 
second type includes items that researchers have found to be correlated with future 
child maltreatment (e.g., whether there was a prior injury to a child from abuse or 
neglect). Most child welfare officials and scholars consider these actuarial-based 
checklists to be superior (Austin et al. 2005; Gambrill and Shlonsky 2000). How-
ever, the development of these checklists has proven difficult and expensive (Knoke 
and Trocme 2005; Rycus and Hughes 2003).

Those attempting to develop research-based risk assessment tools face at least 
one major difficulty—they lack a conceptual framework that allows them to iden-
tify factors that are worthy of examination (Knoke and Trocme 2005). Much of the 
current research is conducted based on the fortuity of a data element being included 
in an administrative data set constructed for administrative purposes or in a longitu-
dinal study data set built on an unfocused or incoherent theory of potential risk fac-
tors. The result is a broad, largely unguided search for correlations within a massive 
jumble of complex data. To date, this process has resulted in weak risk assessment 
tools that fail to predict maltreatment accurately (Knoke and Trocme 2005). Evolu-
tionary theory and behavioral research have the potential to address this difficulty 
and contribute to the construction of valid and reliable risk assessment tools.

Example #1—Children Living with Unrelated Adults

Evolutionary theory indicates that a child residing with a genetically unrelated adult 
faces an increased likelihood of child maltreatment. This situation is common for 
children in our society (Pew Research Center 2011), and a significant portion of 
children who enter the child welfare system reside with an unrelated adult such as 
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a stepparent, a term that includes a genetic mother’s boyfriend. Child welfare laws 
do not have specific provisions that address the situation of a child living with an 
unrelated adult. Child welfare agency policies and risk assessment tools fail to fully 
consider this situation. Although caseworkers often record data on each member 
of a child’s household, their use of such data is largely unclear. In practice, judges 
tend to focus on the genetic parent or parents without much attention to other adults 
unless there are indications of domestic violence within the household. Moreover, 
although agency caseworkers may recognize the risk posed by an unrelated adult, 
they lack formal administrative or legal channels to address this potential risk.

The relevant evolutionary concepts begin with the widely accepted premise that 
there is selection for altruism toward offspring (Hamilton 1964). An individual who 
possesses this trait reaps reproductive benefits as long as the reproductive costs 
incurred in assisting the offspring are less than the reproductive benefits realized 
through the offspring (Hamilton 1964). For this calculation, reproductive costs 
include the reduction in parental resources available to invest in other offspring, 
including current and future offspring. Reproductive benefits consist of the repro-
ductive success of the recipient of parental solicitude, discounted by the degree of 
relatedness. The degree of relatedness between parent and offspring is 50 %, mean-
ing that there is a 50 % probability that the offspring and parent share a specific 
gene (Hamilton 1964). Thus, the reproductive benefits must be more than twice the 
reproductive costs for a trait of parental solicitude to be favored by natural selec-
tion. Because this condition was fulfilled in evolutionary environments, offspring 
altruism has evolved in humans (Trivers 1985).

A logical corollary to these concepts is that an individual gains nothing in terms 
of reproductive benefits by exhibiting altruism toward children who are not his or 
her genetic offspring. A reproductive cost incurred for the benefit of a child who 
is not genetically related to the altruist would constitute a net loss in terms of the 
altruist’s reproductive success. Thus, a behavioral tendency for altruism toward all 
children has not evolved in humans (Jones 1997).

This distinction between genetic offspring and other children underlies an aspect 
of discriminative parental solicitude, one which predicts that an individual will in-
vest much less in genetically unrelated children than in genetic offspring. Although 
an individual may invest in an unrelated child to achieve future reproductive bene-
fits through the child’s genetic parent (i.e., potential or current mate), it is likely that 
this investment will be less than that made in one’s genetic child (Daly and Wilson 
1998). This general prediction leads to several more specific predictions. For ex-
ample, in his pathbreaking work concerning evolutionary analysis in law, Owen 
Jones addresses infanticide, discussing the predictions of discriminative parental 
solicitude theory. He notes that evolved behavioral predispositions may contribute 
to an unrelated adult causing the death of an infant, stating that

An infant that must rely on the resources of an unrelated adult is somewhat more likely to 
die of neglect or to be killed by that adult, simply because, on average, the infant will not 
evoke the same solicitousness as would an offspring. Since not caring for infants is the 
default (or initial) evolved predisposition (in the absence of relatedness cues), the adult 
will on average be less tolerant, less willing to provide, and less protective than would the 
infant’s own parents. (Jones 1997 at 1177)
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Thus, evolutionary theory predicts that, at the extreme margins of adult caretaking 
behavior (i.e., infanticide), we will find that the percentage of unrelated adult care-
takers who engage in violence is greater than the percentage of genetic parents who 
engage in violence.

Martin Daly and Margo Wilson had previously used this theoretical framework 
to formulate and test the hypothesis that the risk of maltreatment is higher within 
families that include a stepparent, with stepparent defined as “the coresiding partner 
of a (presumed) genetic parent, regardless of marital status” (Daly and Wilson 1988). 
Their research confirmed the hypothesis. In studies of fatal beatings of small children 
(newborn to 2 years), data from Canada revealed that the rate of child homicide for 
stepfathers was more than 120-fold greater than the rate for putative genetic fathers 
(Daly and Wilson 2001). Data from the USA indicated that newborn children up to  
2 years of age face about a 100 times greater risk of being killed by a stepparent (Wil-
son et al. 1980). In terms of nonfatal abuse, they found that stepparents physically and 
sexually abuse children at a much higher rate than genetic parents (Daly and Wilson 
1985; Wilson et al. 1980). Their research also indicated that rates of physical abuse by 
stepmothers and stepfathers are roughly equivalent, with rates for both far in excess 
of those for genetic parent households (Daly and Wilson 1981).

Subsequent studies support these findings. One study examined all fatal beatings 
in Missouri from 1992 through 1999 in which a child less than 5 years of age died 
as the result of injuries inflicted by a parent or caregiver. The researchers found that 
a child living in a household with an unrelated adult faced a 50 times greater risk of 
death than a child living only with a genetic parent (Schnitzer and Ewigman 2005).

Another study used a national database of criminal homicides maintained by the 
United States Federal Bureau of Investigation to examine homicides of children less 
than 5 years of age by parents or stepparents. Even though this database included 
only stepparents who were legally married to a genetic parent, the rate of child ho-
micide for stepfathers was approximately 8 times greater than for genetic fathers. 
The rate for stepmothers was almost 3 times greater than that for genetic mothers 
(Weekes-Shackelford and Shackelford 2004).

A noteworthy study examined the characteristics of child maltreatment perpetra-
tors in 126 fatality cases and compared them to a matched set of child maltreatment 
perpetrators in nonfatal cases. The researchers found that being a genetically unre-
lated caregiver is the strongest predictor of fatal child maltreatment. Perpetrators 
who were genetically unrelated to the child victim were almost 17 times more likely 
to commit a fatal assault compared to genetic parents (Yampolskaya et al. 2009).

Researchers have also examined the method used by the parent to kill the child. 
Stepfathers tend to beat and bludgeon the child victim, whereas genetic fathers tend 
to use relatively quick and painless methods, often followed by suicide (Daly and 
Wilson 1994; Weekes-Shackelford and Shackelford 2004). This difference may 
indicate that stepfathers have a higher level of animosity and resentment toward 
the child victims than genetic fathers. Another study indicated that this difference 
in method was even more pronounced for stepmothers in comparison to genetic 
mothers and that stepchildren were even more at risk if their stepparent had genetic 
offspring in the household (Harris et al. 2007).
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One study examined unintentional fatalities of preschool-aged children in 
Australia, finding the risk of fatal injury was 2–15 times greater for stepchildren 
than for children from intact genetic families. The risk was greatest for drowning 
deaths, a type of unintentional death that may indicate a failure of a parent to super-
vise the child. The risk for children from single genetic parent households was not 
higher than that for intact genetic families, indicating that the factor that increases 
the risk of unintentional child fatality is the addition of an unrelated adult (Tooley 
et al. 2006).

Subsequent studies also support Daly and Wilson’s findings related to nonfatal 
abuse. In one study of fatal abuse, the researchers’ findings indicated that children 
killed by stepparents are more frequently subject to repeated abuse and neglect prior 
to their death than children killed by their genetic parents. Thus, the rate of maltreat-
ment was higher in households that included an unrelated adult (Harris et al. 2007).

Several studies have examined nonfatal abuse directly. One study of male per-
petrators of physical abuse in Bogota, Colombia found that stepfather status was 
associated with abuse (Klevens 2000). Another study examined all cases of child 
maltreatment in the Netherlands in 2005, finding that stepparent families evidenced 
elevated risks for child maltreatment (van IJzendoorn et al. 2009). Researchers in 
Brazil have studied whether the presence of a stepfather constituted a risk factor for 
physical abuse of children as reported by their mothers. Children with stepfathers 
had almost 3 times the risk for abuse as children in two genetic parent households 
(Alexandre et al. 2010). Interestingly, the mothers in many cases indicated that they 
were the abuser, not the stepfather. The researchers concluded that “Brazilian moth-
ers professed to abuse their own children at substantially higher rates when their 
male partners were stepfathers to the focal child as compared to genetic fathers” 
(p. 959). These studies indicate that children face a heightened risk of violence in 
households that include stepparents.

This conclusion is further supported by studies that indicate discrimination 
against stepchildren that falls short of physical abuse. Several studies reveal that 
stepchildren in the USA receive less support than genetic children for higher edu-
cation, regular medical care, and food, and that both parents and children express 
the view that stepparents’ level of parental investment is lower than that of genetic 
parents (Case and Paxson 2001; Case et  al. 2000; Zvoch 1999). Stepparents ap-
pear to manifest lower parental emotional investment, higher parental resentment, 
and higher parental jealousy, indicating the presence of stepparental antagonism 
(O’Connor and Boag 2010; Anderson et al. 1999).

In summary, research findings support the hypothesis that children living in 
households with unrelated adults face a higher risk of maltreatment. Although many 
genetically unrelated adults provide at least adequate care and invest heavily in the 
well-being of the children with whom they reside, the risk of violence is higher for 
children in stepparent households. Thus, one would reasonably be more concerned 
for children living with an unrelated adult than children living solely with a genetic 
parent or parents.

Child welfare law, policy, and practice is, in large part, a matter of prediction. 
For example, in determining whether a child can safely remain in a particular family 
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home or must be removed to foster care, a caseworker, his or her supervisors, and 
eventually a judge must predict behavior within the family home. This is the es-
sence of risk assessment, and the findings on the risk presented by stepparent care 
can contribute in this area.

Owen Jones has provided a long list of specific possibilities for the use of this 
new knowledge, noting that the implications extend throughout the child welfare 
process (Jones 1997). To begin, child welfare system personnel could train manda-
tory child abuse reporters to record the presence of an unrelated adult in the child’s 
household. Child welfare intake workers could incorporate this information into 
their decision-making process, with households that include an unrelated adult 
more likely to be investigated further when all else is equal. During an investiga-
tion, caseworkers could use an actuarial risk assessment tool that properly scores 
the risk presented by an unrelated adult. Relatedly, child welfare agency adminis-
trators could work to develop and implement such a risk assessment tool, training 
caseworkers on how to score research-based risk factors (Yampolskaya 2009).

To be more concrete, caseworkers could consider the presence of an unrelated 
adult in making placement decisions for a specific child. In the early stages of a 
case, caseworkers are often called on to make relatively swift decisions on whether 
a child should remain in his or her current home or be placed in another home. In 
cases in which the presence of an unrelated adult presents a significant risk of harm 
to the child, a caseworker could request that the unrelated adult move out of the 
house. If the family refuses, the caseworker could offer the family in-home services 
that would allow the agency to monitor the home and the child so as to reduce the 
risk of harm to an acceptable level. If the family refuses such services, then the 
caseworker could seek a court order mandating such services or could seek court 
approval to place the child in a foster home.

If such a case proceeded to court, the judge could consider this risk factor in 
making decisions on the four essential legal issues. First, the judge must decide 
if the child welfare agency has made reasonable efforts to prevent removal of the 
child from the family home.2 Thus, the judge could require the agency to work 
with the genetic parent to remove the unrelated adult rather than the child. Or the 
judge could mandate that the agency provide services that allow caseworkers to 
adequately monitor the household.

Second, if the judge finds that the agency has made reasonable efforts, he or 
she must determine whether removal of the child is warranted in light of the risks 
(Yampolskaya 2009). As the research indicates, the presence of an unrelated adult 
is relevant to this assessment.

Third, if placement is warranted, the judge must determine visitation. The judge 
may consider the presence of an unrelated adult in determining where visits should 
take place (e.g., the family home and the child welfare office), who should be al-
lowed to participate (e.g., all members of the household or genetic relatives only), 
and whether the visits should be supervised by a third party (e.g., a neighbor or a 
child welfare agency worker).

2  See Adoption Assistance and Child Welfare Act of 1980, Pub. L. 96–272.
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Fourth, the judge must determine the services the agency will be required to pro-
vide to the family to achieve family reunification. The judge may want to consider 
services designed to educate genetic parents and nongenetic caretakers about the 
psychological dynamics and risks associated with an unrelated adult caring for a 
child. The judge may also want to order the agency to work carefully toward reuni-
fication and to monitor the situation closely (Yampolskaya 2009).

It is important to make clear that the research findings do not mandate these 
legal, policy, and practice measures. The research merely provides knowledge to 
lawmakers and policymakers for their consideration. It does not provide the answer 
as to what should be done with this knowledge. For example, policymakers may 
decide that the consideration of stepparent status as a risk factor stigmatizes that 
status to an unacceptable degree in a society such as ours in which stepparenthood 
has become prevalent. They may decide that the avoidance of some child maltreat-
ment is not worth the cost of such stigmatization. This is a legitimate choice, but the 
important thing is that policymakers make this choice with a fuller realization of the 
potential consequences (Jones 1997).

The research to date also has implications for future research in this area. For ex-
ample, researchers have tended to conduct bimodal comparisons between all genetic 
fathers and all other fathers (i.e., stepfathers). This latter group potentially includes 
many different types of “stepfathers” who warrant separate examination, such as 
stepfathers married to the child’s genetic mother, mother’s live-in boyfriend, adop-
tive fathers, foster fathers, not to mention more distant kin such as grandfathers and 
uncles (Herring 2009a). Well-designed studies may help reveal specific father-types 
that present relatively high risks of child maltreatment.

In addition, researchers could attempt to address broader questions that differen-
tiate stepparent family situations. For example, researchers could address whether 
the risk of maltreatment is elevated in families with two nongenetic parents, such as 
adoptive parent families and foster parent families. Researchers could also examine 
gay and lesbian parent families (Adler-Baeder 2006).

Regardless of how the research in this area proceeds, the potential contribution 
of evolutionary theory to the construction of actuarial-based risk assessment tools 
extends beyond the relatively well-researched area of unrelated adult caretakers. 
One area of developing research illustrates this point.

This illustration of evolutionary theory’s potential to contribute in the area of 
risk assessment draws on the concepts of sexual selection and parental investment. 
Women select men as sexual partners based on numerous factors. Evolutionary the-
ory posits that one factor relevant to a woman’s selection of a long-term mate is her 
conscious assessment of a man’s likely level of investment in children (Sugiyama 
2005; Anderson et  al. 1999). From this conceptual perspective, a man’s parental 
investment is, in part, a form of mating effort (Van Schaik and Paul 1997). One 
could predict that as long as this aspect of mating effort yields positive results in 
terms of a man’s relationship with a woman, it will evoke sustained paternal invest-
ment and better treatment of children. One could also predict that if the relationship 
is troubled or uncertain, it will yield worse treatment of children, including higher 
rates of maltreatment (Herring 2009a).
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Research supports these hypotheses. Men in a relationship with the mother of 
their children report higher levels of parental investment than men who are not 
(Apicella and Marlowe 2004; Anderson et al. 1999). Observations of parent/child 
interactions indicate that there is a relationship between marital satisfaction and a 
man’s treatment of, and engagement with, children (Hofferth and Anderson 2003; 
Geary 2000). Children of married parents consistently receive higher levels of male 
parental investment than children of unmarried parents (Hofferth and Anderson 
2003).

The research also indicates that men’s assessment of their mates’ fidelity, a pos-
sible cue to both paternity and to the quality of the relationship, predicts male paren-
tal investment (Apicella and Marlowe 2004). One study examined the relationship 
between men’s paternity confidence and their investment in children (Anderson 
et al. 2007). The researchers found that low confidence in paternity reduces paternal 
investment on two of three measures—the time men spend with a child in a group 
and involvement with the child’s educational progress. They concluded that the 
results suggest that “paternity confidence plays an important role in influencing 
men’s relationships with the women who bear their children and with the children 
themselves” (Anderson et al. 2007 at 9).

Based on these findings, a team of researchers hypothesized that the risk of a 
man’s physical abuse of children will be heightened by cues of nonpaternity (Al-
exandre et al. 2011). The researchers used a man’s failure to cohabitate with the 
mother of his putative child at the time of conception as a cue of paternity uncer-
tainty and an indicator of relationship quality. Based on interviews with mothers in 
Brazil, the researchers found that failure of parents to live together at conception 
quadrupled the risk of child physical abuse by fathers who subsequently coresided 
with the mother and child (Alexandre et al. 2011).

In another study, the researchers used a different measure of relationship qual-
ity—intimate partner violence during pregnancy—to determine if there was a link 
to subsequent child maltreatment by a man (Chan et al. 2012). Conducting a lon-
gitudinal follow-up study of Chinese women who had experienced intimate part-
ner violence during pregnancy, the researchers found that such violence predicted 
subsequent physical abuse of children but not subsequent neglect of children. The 
odds of subsequent abuse were about twice as high as those for non-abused women 
(Chan et al. 2012).

In addressing the risk posed to children from poor relationships between a child’s 
mother and her partner, legal scholars, lawmakers, and policymakers have focused 
primarily on the occurrence of domestic violence ( see, e.g., Weithorn 2001). Studies 
indicate that children face a heightened risk of maltreatment in households where 
domestic violence occurs (Lee et al. 2004; Rumm et al. 2000; Appel and Holden 
1998). There is also support for the proposition that children are harmed by witness-
ing violence between their mother and her partner (Weithorn 2001). Thus, the legal 
and policy focus on this risk factor appears appropriate.

However, evolutionary theory and behavioral research indicate that this focus is 
too narrow. Any situation that indicates poor relationship quality between a mother 
and her male partner may present a heightened risk of child maltreatment. Thus, it 
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may be useful for lawmakers and policymakers to consider relationship quality as 
a factor in risk assessment. More research needs to be done in this area concerning 
indicators of paternity uncertainty and poor relationship quality, but such research 
could lead to the further development of actuarial-based risk assessment tools and 
the related legal and policy protocols.

Foster Care Placement Decisions: The Prediction 
of Parental Investment

State laws authorize public child welfare agencies, working under court supervi-
sion, to remove a child from parental custody if the child faces a substantial risk of 
maltreatment. Once public officials decide to remove a child from a family, they 
must place the child in another home, most often a foster care home. Casework-
ers must often make a placement decision in chaotic, emergency situations. Both 
caseworkers and judges face severe constraints of time and resources. In addition, 
child welfare agencies and the courts have largely failed to develop specific criteria 
or guidelines in this area. Caseworkers and judges are often left to exercise wide, 
unguided discretion in making placement decisions. Working in this context, case-
workers often simply look for any open bed that they can find for a child. Moreover, 
although the courts review the caseworker’s decision to remove a child from paren-
tal custody, they usually fail to review the caseworker’s decision to place a child in 
a particular foster home (Herring 2003).

Within such a decision-making environment, caseworkers and judges need 
research-based criteria that are straightforward and easy to use in a time-constrained 
and complex setting. Aspects of evolutionary theory and behavioral research could 
support the development of such criteria—criteria that are based on more than intu-
ition and the pressure of limited resources.

Example #2: Placement of Children with Kin 
Foster Parents

Child welfare laws now strongly favor the placement of children with foster parents 
who are kin. The 2008 Fostering Connections to Success and Increasing Adoptions 
Act requires states to identify, locate, and notify relatives in a timely manner when 
a child is removed from parental custody.3 The notice must explain the opportunity 
for the relative to serve as the child’s foster parent and the support available to them. 
The law gives states discretion to define “relative” to include distant genetic kin and 
even individuals who simply have an established relationship with the child, but 

3  Fostering Connections to Success and Increasing Adoptions Act of 2008, Pub. L. 110–351.
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no genetic relationship. The law also allows states to waive non-safety foster care 
licensing standards for relatives on a case-by-case basis, thus eliminating potential 
barriers to kinship placement. In addition, the law gives states the option to use 
federal funds to provide financial assistance to kin foster parents who commit to 
serving as a child’s permanent legal guardian (Grandfamilies State Law and Policy 
Resource Center 2012). Commentators have encouraged attorneys and judges to en-
sure that the child welfare agency has exercised due diligence to identify and notify 
all relatives, including both paternal and maternal relatives (Wentz and Beck 2012). 
As a result of this legal and policy support for kin placements, these types of place-
ments have become prevalent, especially in large urban areas (Herring et al. 2009b).

In enacting the 2008 law and previous laws that encourage kin foster placements, 
Congress has failed to explain clearly the basis for its kin placement preference, a 
preference that is a break from past practice. Kin placements had been perceived 
as risky because they returned a child to an extended family within which maltreat-
ment had occurred. The new preference for kin foster parents, thus, indicates a 
change in view concerning the risks and benefits of such placements, with many 
child welfare officials and lawmakers perceiving significant benefits arising from 
the familiarity and continuity offered by kin. The preference for kin also provides a 
placement decision rule that is relatively easy for resource-poor child welfare agen-
cies and workers to apply (Herring 2012).

Child welfare researchers have been examining this preference by comparing 
kinship placements to non-kin placements. To date, this research has not been guid-
ed by any coherent theoretical approach or framework (Herring 2012). Researchers 
are now beginning to draw on evolutionary theory to fill this void (Perry et al. 2012; 
Zinn 2010; Herring et al. 2009b; Testa 2005). This theoretical perspective has the 
potential to raise novel questions and produce knowledge that would support more 
sophisticated foster care placement policies, possibly alleviating concerns about, 
and improving practice related to, kinship foster care placements.

For example, evolutionary concepts support the formulation of two testable hy-
potheses concerning kinship foster care placements (Herring 2008). The first is that, 
on average, children are likely to experience better treatment and outcomes in kin-
ship foster care than in non-kin foster care. The concepts of degree of relatedness 
and inclusive fitness give rise to this hypothesis. These concepts begin with the 
premise that an individual benefits both from his or her own reproductive success 
and from the reproductive success of his or her genetic kin through the passing of 
shared genes to future generations (Hamilton 1964). Because of the indirect benefits 
realized from the reproductive success of kin, a mutation for kinship altruism will 
spread if the reproductive costs incurred by the altruist (C) are less than the repro-
ductive benefits realized by the recipient (B) discounted by the degree of relatedness 
(i.e., the probability that they share specific genes) (r): C < Br. This condition often 
existed within the ancestral evolutionary environment, favoring kinship altruism 
(Hamilton 1964; Trivers 1985). The conceptual result is that one would reasonably 
expect individuals to favor close kin, especially in areas that impact reproductive 
success (e.g., provision of food and child care) (Hamilton 1964). As to child care 
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specifically, one would reasonably expect higher levels of investment from close 
kin in comparison to more distant kin, and certainly in comparison to non-kin.

Empirical research provides support for the first hypothesis. An early compre-
hensive review found that despite the fact that kinship foster homes received less 
support and monitoring, they produced outcomes similar to those produced by non-
kin foster homes (Cuddeback 2004). In addition, several studies indicate that kin-
ship placements are more stable, with stability an important indicator of positive 
outcomes (Cuddeback 2004; Chamberlain et  al. 2006). Subsequent studies have 
confirmed this finding. For example, researchers expressly drawing on evolutionary 
concepts found that genetic kin placements are more stable than both nongenetic 
kin placements4 and non-kin placements (Perry et al. 2012).

Several researchers have begun to examine specific child well-being outcomes 
and levels of parental investment related to different types of foster homes. One 
study using a national longitudinal data set found that children placed in kinship 
care exhibited a higher level of mental health and well-being than children placed 
in non-kin care (Rubin et al. 2008). Another study using the same national data set 
compared parenting provided by grandmothers to that provided by non-kin foster 
parents, finding that grandmothers had better parenting scores (Dolan et al. 2009).

The second hypothesis that arises from evolutionary concepts is that children 
in kinship foster care are likely to experience, on average, better treatment and 
outcomes when placed with some types of kin rather than others. Two additional 
concepts give rise to this hypothesis. The first is the concept of paternity uncertainty 
and the laterality effect (Herring 2008). There is a difference in certainty of genetic 
relationship to a child for men versus women. Women can be virtually certain that 
the child they care for is their genetic child, whereas men cannot be so certain (Buss 
2008). Thus, the patrilineal line is less certain and one would expect, on average, the 
parental investment of matrilineal kin to be higher than that of patrilineal kin (Buss 
2008; Gaulin et al. 1997). For example, one could expect behavioral tendencies that 
yield, on average, a higher level of investment in grandchildren by maternal grand-
mothers than by paternal grandmothers.

The second relevant evolutionary concept is a sex effect (Herring 2008). Be-
cause women, on average, have a greater genetic stake in their children than do 
men, women have evolved a tendency to invest more in their children and men have 
evolved a tendency to invest more in mating effort and less in childcare (Buss 2008; 
Gaulin et  al. 1997). This difference also impacts behavior toward other kin. For 
example, as women age and their fertility decreases, investing in close kin enhances 
their net inclusive fitness, whereas older men can pursue additional mating (Huber 
and Breedlove 2007). The conceptual result is that women tend to invest more in kin 
than men. For example, one could expect a maternal grandmother to invest more in 
her grandchild than would a maternal grandfather.

Research on grandparent investment supports the hypothesis concerning differ-
ent types of kin placements. One line of grandparent investment studies examines 

4  In the child welfare field, the definition of kin includes individuals who have a prior relationship 
with a child, but who are not genetically related to the child.
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population registries in terms of child nutrition and mortality (Ragsdale 2004; 
Jamison et al. 2002; Voland and Beise 2002; Sear et al. 2000). A study using a reg-
istry from a village in central Japan is representative. The researchers studied the 
effects of grandparental presence on the probability of a child’s death, finding that 
a child was 35 % less likely to die if his or her maternal grandmother was present in 
the household. The presence of the paternal grandmother and both types of grandfa-
ther increased the likelihood of child death (Jamison et al. 2002).

Two comprehensive reviews of these population studies have been completed. 
Sear and Mace (2008) reviewed 45 studies and concluded that maternal grandmoth-
ers have consistent beneficial effects in terms of child survival, whereas paternal 
grandmothers have a more variable effect—sometimes beneficial, sometimes harm-
ful. Grandfathers do not appear to affect child survival (Sear and Mace 2008). In 
response to Sear and Mace’s work, Strassman and Garrard (2011)completed a meta-
analysis of 17 core studies, concluding that both maternal grandparents have ben-
eficial effects, whereas both paternal grandparents have negative effects (Strassman 
and Garrard 2011).

The debate and research in this area continues. However, the research to date in-
dicates that maternal grandmothers have a positive effect. There may be no positive 
effects from other grandparents, with the possibility of negative effects for some 
grandparents.5

Another line of studies asks subjects to characterize the level of investment made 
by their grandparents. The early studies used young adults, with respondents indi-
cating that maternal grandmothers invested the most, followed by maternal grandfa-
thers and paternal grandmothers. Paternal grandfathers invested the least (Euler and 
Weitzel 1996). Subsequent studies have replicated these results, which remain ro-
bust when controlling numerous variables such as physical distance between grand-
parent and grandchild residence (Pollet et al. 2007; Laham et al. 2005). Two studies 
of note have used extensive data sets to generate similar findings (Danielsbacka 
et al. 2011; Pollet et al. 2009). Researchers have also found laterality effects and sex 
effects when examining investment by aunts and uncles and by cousins (Jeon and 
Buss 2007; McBurney et al. 2002; Gaulin et al. 1997).

In the child welfare context, researchers have begun to examine different types 
of kin foster placements. An early study in this area examined whether there were 
different levels of parental commitment exhibited by different types of foster par-
ents (Testa 2005). The only differences were by degree of relatedness between fos-
ter parent and foster child. For example, as to intent to raise a child to adulthood, 
grandparents and aunts and uncles (second-degree kin) were more likely than more 
distant relatives, who were more likely than nonrelatives, to raise the foster child to 
adulthood (Testa 2005). These findings support an inquiry concerning distinctions 
among genetic kin rather than a simple bimodal inquiry comparing all genetic kin 
to all nongenetic kin (Herring 2008).

5  It should be noted that this research fails to identify the mechanism for these grandparent effects. 
Contemporary longitudinal studies of different grandparent/grandchild relationships may help ad-
dress this gap in knowledge.
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One researcher has pursued this line of inquiry. Using cluster analysis, Zinn 
(2010) has identified four distinct types of kin placement. The degree and type 
of kinship relationship between the foster parent and child is one of two primary 
indicators of caregiver competence.6 The first study that compares the four kinship 
placement types has found differences in terms of the timing and type of placement 
outcome (e.g., disruption, return to original family, or adoption) (Zinn 2012).

This line of research begins a worthwhile inquiry, but evolutionary concepts sug-
gest that finer distinctions among kin-types may exist. This possibility raises the 
potential for additional fruitful research in this area.

In the meantime, the conceptual and empirical work to date has produced knowl-
edge that has implications for child welfare law and policy. First, this work appears 
to support the current trend to use kin as foster parents. More controversially, this 
work may support the current situation in which child welfare agencies provide less 
service to kinship foster families. In an environment of severely limited time and 
resources, it may offer a justification for the kind of difficult choices that policy-
makers may have to consider.

The research may support distinctions between close kin and relatively distant 
kin in making placement decisions. It may also support distinctions among second-
degree kin. For example, all else being equal, child welfare agencies and the courts 
may be warranted in favoring placements with maternal grandmothers over place-
ments with paternal grandmothers. More generally, these actors may rationally pre-
fer matrilineal relatives over patrilineal relatives.

Researchers must conduct more studies that compare different types of kin foster 
parents before child welfare officials implement such placement policies, because 
the research to date does not yet provide robust support for these placement policies 
(Herring et al. 2009b). The current research may, however, support the less radical 
policy of using kinship type to determine the level of support services. For ex-
ample, all else equal, child welfare agencies and the courts are likely warranted in 
considering the provision of higher levels of monitoring and support services to a 
paternal grandmother foster parent than to a maternal grandmother foster parent. 
Placements with paternal relatives would not be precluded, but the agencies and the 
courts could respond to such placements with higher levels of support and scrutiny. 
Such an approach may help achieve an optimal allocation of severely limited ser-
vice resources.

In the meantime, research in this area must continue. For example, researchers 
could use the large longitudinal data set from the National Survey of Child and Ado-
lescent Well-being (NSCAW) to compare placements with maternal grandmothers 
to those with paternal grandmothers. This data set would allow for a comparison of 
numerous parental investment and child outcome measures ( see, e.g., Dolan et al. 
2009). Findings from such an analysis may justify a primary data collection project 
designed to test a series of hypotheses derived from evolutionary theory concerning 
kinship care.

6  The other primary indicator is number and age of non-foster children in the home.
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Leading figures in the field of evolutionary psychology and the field of social 
work support further inquiry in this specific area. Evolutionary scholars Martin 
Daly and Gretchen Perry have advocated for the consideration of kinship in child 
welfare research and policy (Daly and Perry 2011). Moreover, social work research-
ers Richard Barth and Mary Hodorowicz have asserted a similar position in relation 
to foster care and adoptive placements (Barth and Hodorowicz 2011). These contri-
butions add intellectual energy and depth to the inquiry. Together, they identify the 
opportunity for rich interdisciplinary research that has significant implications for 
child welfare law, policy, and practice.

The potential contribution of evolutionary theory and behavioral research in this 
area is not limited to the consideration of kinship types. One line of inquiry illus-
trates this point. An essential component of kinship altruism is an ability to recog-
nize kin. A behavioral tendency to perceive certain signals as indicators of kinship 
serves this function. These kinship cues often operate at an unconscious level, and 
because these cognitive mechanisms are fallible, an individual may unconsciously 
and erroneously perceive another as kin (Park et al. 2008).

One category of kinship cues relies on phenotypic resemblance. These cues in-
clude resemblance of facial features, shared attitudes, and similar body odor (Park 
et  al. 2008; Burnstein 2005). According to evolutionary theory, such cues may 
evoke favorable treatment whether or not the individuals are genetic kin (Park et al. 
2008). In addition, in light of paternity uncertainty these cues are likely to affect 
patrilineal relationships more than matrilineal relationships because kin with un-
certain genetic links are more likely to depend on external signals of kinship (Park 
et al. 2008; Platek et al. 2002, 2003, 2004).

Researchers have tested the predictions related to these kinship cues. Several 
researchers have conducted studies that use arrays of photographs of children’s 
faces, with one photograph being a morph of a child’s face with the subject’s face. 
The researchers have consistently found that adults favor a child with a face that 
has been morphed with their own facial features (Platek et al. 2002, 2003, 2004; 
DeBruine 2004). Some studies indicate that this behavioral tendency is stronger 
for men (Alvergne et al. 2007, 2010; Platek et al. 2002, 2003, 2004). For example, 
studies have found that men place much more emphasis on perceived resemblance 
between self and child than women in considering the adoption of an unrelated 
child (Volk and Quinsey 2002, 2007). Additional studies have found that men’s 
actual resemblance to their putative children as assessed by objective observers is 
positively correlated with men’s level of parental investment (Alvergne et al. 2009, 
2010; Prokop et al. 2010).

This type of research has implications for foster care placement policy and prac-
tice. The recent work suggests that objective third parties can assess foster parent/
child facial resemblance so as to predict levels of parental investment (Alvergne 
et al. 2010). This raises the possibility that child welfare agency caseworkers could 
consider and assess facial resemblance in placing children with a particular set of 
foster parents, especially in regard to the foster father.

Of course, the consideration of facial resemblance would not necessarily be de-
terminative. However, if a caseworker places a child in a setting with little parental/
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child resemblance, the caseworker would be on notice that the placement may pres-
ent a risk of relatively low parental investment. In such a situation, it may be ap-
propriate for the caseworker to consider enhanced support and monitoring services.

This research may also have implications for federal law that precludes the con-
sideration of race in making placement decisions.7 Race certainly has implications 
for facial resemblance, with different-race placements possibly increasing the risk 
of low parental investment. A legal mandate to ignore this factor when deciding 
where to place a child may expose the child to an increased risk of harm. Con-
versely, the consideration of race in making placement decisions may enhance child 
well-being. (It should be noted that the benefits of considering race extend beyond 
the reduction in the risk of harm theorized here, and include, for example, enhanced 
guidance from adult caretakers who have personal knowledge and direct experience 
with the social and cultural effects of the child’s race. Common specific examples in 
the field include the capacity for black foster parents to provide a black child with 
guidance on hair care and on the likelihood of racial profiling by police. This capac-
ity for enhanced parental guidance provides benefits to the child, allowing him or 
her to more effectively navigate a society in which race matters.) Thus, this type of 
behavioral research may support not only the development of policy and practice, 
but also law reform in this area (Herring 2007).

Conclusion

The two primary examples included in this chapter illustrate the potential for evolu-
tionary theory and behavioral research to produce knowledge relevant to child wel-
fare law, policy, and practice. This knowledge may contribute to the construction 
of research-based risk assessment tools by identifying conditions or situations that 
increase the risk of violence and other forms of maltreatment towards children. The 
research in this area may also contribute to the delineation of criteria for foster care 
placement decisions by identifying factors that predict the level of parental invest-
ment. In addition, the knowledge concerning conditions, situations, and factors that 
present a relatively high risk of maltreatment and/or low parental investment may 
guide child welfare caseworkers and agencies, along with judges, in making deci-
sions concerning the appropriate type and level of support and monitoring services. 
This would assist actors in the child welfare system in their attempts to wisely al-
locate severely limited resources.

There is great potential for additional useful research in this area. New devel-
opments in evolutionary theory and behavioral research may have implications 
for child welfare. One example is provided by the research related to the possible 
downstream effects of the X-chromosome. This research suggests that paternal 
grandmothers may have evolved a behavioral tendency to favor granddaughters at 
the expense of grandsons (Fox et al. 2011; Johow et al. 2011). Further research in 

7  The Multiethnic Placement Act, Pub. L. 103–382, sect. 551.
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this area could have implications for kin foster care placement policy and practice 
because, on average, placing boys with paternal grandmothers may increase the risk 
of harm and the likelihood of low parental investment. This line of inquiry calls for 
interdisciplinary research, with researchers from the fields of evolutionary science, 
law, and social work collaborating to produce knowledge that is relevant to child 
welfare law, policy, and practice.

This area of research presents a rich opportunity for researchers from several 
fields to learn about one another’s issues and approaches to address the phenom-
enon of violence. Evolutionary theory and behavioral biology research can serve as 
the coalescing force for initiatives that may yield significant benefits in the field.
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Warfare, as anthropologist Margaret Mead once noted, is an invention.

Harvard University President Drew Gilpin Faust (1992) begins a chapter in her 
Southern Stories: Slaveholders in Peace and War with the above quote. There may 
be a lot we do not know about human conflict, but one thing we do know is the 
above sentiment is wrong.1 The implication is that warfare is a behavior that was 
thought up for no useful purpose, can be turned on or off at will, and has no great 
time depth. Why such a set of unfounded beliefs is so widely held is interesting in 
its own right, but it certainly has made the study of warfare more difficult than need 
be. While I do not focus on this problem, the reader must remember that there is 
a strong bias against warfare in the past that pervades much thinking on the topic. 
Why these ideas are held is an interesting topic, but far more interesting is the role 
of warfare in the evolution of human nature.

There is considerable pushback to the idea that warfare is an integral part of the 
human past, much less that such warfare had any impact on our brains. It would 
appear that the basis for such pushback derives from the “blank slate” attitude, that 
is, the idea that our minds are not “prewired” and do not have genetically built-in 
instincts, or predispositions. The blank slate as applied to warfare, in particular, de-
rives from the Pollyanna attitude that if there is not a genetic component to warfare, 
it will be easier to eliminate. While some of the more vocal promoters of this think-
ing are men such as Fry (2007, 2012) and Ferguson (1992), and although some very 
important work has been done by female archaeologists, such as Elizabeth Arkush 
(Arkush and Allen 2006) and Patricia Lambert (2007), and by female psychologists 
such as Joyce Berenson, there is a strong female bias in the objections to warfare. A 

1 It is ironic that  the particular case Mead makes for a peaceful society, and one that she studied, 
is the Mountain Arapesh of New Guinea. They were far from peaceful in the past and are a classic 
case of the anthropologist arriving too late to witness warfare first hand even though it had been 
present only a few years earlier (Roscoe 2003).
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female bias against warfare having any innate component probably plays a role in 
the attitudes of Mead and Faust noted above. In particular, I have been accused of 
simply making up much of the evidence for warfare, apparently because I am male, 
and obviously, the accusation was from a woman. Note I was accused of making 
up the data, not the far more heinous crime of suggesting there might be a genetic 
component, although I suspect that was the underlying concern. Since most of the 
literature espousing that there was not much warfare in the past, or that it was pre-
tend warfare, etc., is little more than drivel, it is not worth further discussion (except 
one case I discuss below). But the reader should be aware that it is an impediment 
to honest discussion of this important topic. Currently a mini-series on the History 
Channel ( Mankind: The story of us all) claims that warfare began with farming. 
How such a distortion of reality could be put forth by alleged experts and easily 
accepted by the show’s producers and its audience demonstrates how pervasive 
this misunderstanding is. I am not addressing the question of whether warfare has 
declined over time, which still seems to be an issue of debate among some (Lawler 
2012), although in my opinion Steven Pinker (2011) has changed the question from 
whether it has declined to why it has declined. I also do not address the overall level 
of warfare in the past once there were settled societies—this is dealt with by Keeley 
(1996), LeBlanc (2003), and Gat (2006).

Background—Or Warfare in Small-Scale Societies

For most of human history we were foragers or, at best, organized into small non-
hierarchical societies with no hereditary or permanent leaders. Such societies are 
also known as acephalous societies. We were mobile, we stored few resources for 
any time, and group sizes were small. Usually the males in the group were related 
and the adult women much less so. If there is a genetic component to warfare—
and there must be—it evolved while we were such foragers. Thus, understanding 
the frequency, nature, and outcomes of forager warfare is critical to developing a 
framework for thinking about warfare and human evolution. It turns out that there 
are some societies that farm but are otherwise organized very much like true forag-
ers—or at least not very differently. These include the Yanomamo of South America 
(Chagnon 1968). There are other societies that are organized still more complexly, 
but are not what would be classed as complex societies, such as the Dani of New 
Guinea (Heider 1979). To some extent, these societies provide additional, relevant, 
comparative information on warfare, but just how much to include them in such 
discussions is tricky. The Yanomamo do not store meaningful amounts of food and 
move surprisingly often for farmers, and so share many key attributes of foragers. 
But their community sizes can be in the several hundreds, and they do invest in 
farming fields. I do include them in my discussion, but try to make clear whenever 
I extend the discussion beyond true foragers.

It must be made clear that many scholars focus on hunter-gatherers instead of 
foragers as analogues for our deep past. Overall, such an approach is worthless. 
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Hunter-gatherers are simply groups that do not farm. Thus, the concept includes the 
permanent settlement, significant storage, and socially very complex peoples of the 
Northwest coast, such as the Nootka, Kwakiutl, etc., the horse-riding bison hunters 
of the Plains, most of the ancient Jomon people of Japan, the Asmat of new Guinea 
who lived in communities of thousands of individuals, or even the Natufian proto-
farmers of the Middle East. That is, the concept of hunter-gatherers is a hodgepodge 
of people that include the foragers of Tasmania, with very small group sizes and 
very simple social systems, with the Asmat or Kwakiutl. Many of these hunter-
gatherer societies share far more behaviors with tribal or chiefdom farmers than do 
the Yanomamo who do some farming. Trying to generalize about hunter-gatherers 
takes one down a blind alley, and that approach is not considered further.

Modern Foragers  Our forager society data come from two sources: Recent forag-
ers for whom we have historic and ethnographic information and prehistoric for-
agers for whom we have only the archaeological record. It is best to consider the 
recent foragers first. We have some information from most continents about such 
peoples as the Bushmen, pygmies, Hadza in Africa, all societies of Australia, some 
societies in New Guinea, a few in Southeast Asia, a few in India, and a number in 
the Americas from the Eskimo in the north to the Fuegians in the south. One dif-
ficulty with the information on these foragers is related to when it was obtained. In 
many instances, by the time these foragers were studied by anthropologists, their 
numbers had been decimated, they had access to metal tools and guns, and they 
even were no longer highly mobile. Equally relevant, some were small societies 
surrounded by farmers, which in some cases this pattern had gone on for so long 
that the foragers had lost their indigenous language, such as the pygmies. Teasing 
out what we know about such peoples as actual foragers, where their neighbors 
were also foragers (the relevant model for our deep past), is quite difficult. Not 
impossible, but quite difficult.

It turns out that the anthropological studies by university-trained anthropologists 
of the twentieth century are much less useful than the early accounts of explorers, 
patrol officers, missionaries, and the like. Such early accounts have the potential for 
bias, lack of completeness, etc., and must be used with caution, but such is the case 
with all such data. Conversely, it is the failure to comprehend the problems with the 
recent studies that renders the approach of people like Fry and Ferguson virtually 
worthless, so I look at clear examples of the problems relying on anthropologists 
below, but first I describe some examples of forager warfare.

Eskimo  Perhaps the best information we have on forager warfare comes from the 
Western Eskimo Inupiat. This is a consequent of Ernst Burch making a concerted 
effort to obtain such information (Burch 1974, 2005, 2007). His best data came 
from interviewing old people about what their grandparents, etc., had told them. 
He was able to collect information that dated to the first half of the nineteenth cen-
tury. What he found was that warfare was almost constant. Villages were located 
for defense, children we taught to be very quiet outdoors so as not to give away 
the community’s location, and strangers were killed on sight. Men never left the 
house unarmed. Revenge played a very large role in fighting. Massacres were more 
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common apparently than with other foragers. The picture he paints is in sharp con-
trast to later accounts of Eskimos and especially the Netsilik. I will refer to the Inu-
piat again when I discuss the termination of warfare and the more eastern Netslilik 
Inuit below.2

Andaman Islands  These isolated people provide an excellent opportunity to look 
at forager warfare. The Islanders were definitely foragers in a land of foragers, and 
the total population was large enough to see what took place between groups. Anda-
man warfare has been recently well reviewed by Kelly (2000). While he makes 
every effort to deny the existence of forager warfare in the deep past, the evidence 
he presents for Andaman warfare is quite substantial.

… Before they go out for a raid the Jarawa cover their chests with bark armour and paint 
their faces with patterns of white clay. The bark armour is stitched securely on the body by 
other persons and can only be removed by cutting off the stitches. These people are in the 
habit of mutilating their victims. They take out their brains, their eyes, and their bodies are 
hacked all over…. (Sarkar 1962, p. 675)

The Islanders were able to muster groups in the hundreds to attack the initial British 
settlements. Given the size of individual groups, this implies the ability to coordi-
nate between groups that would otherwise have been in competition. That is, they 
formed alliances between polities and were able to coordinate the timing of combin-
ing forces. While the descriptions of pitched battles are between the Islanders and 
the British, the skill with which these battles were fought implies they also took 
place between Island groups. One section of South Andaman Island was occupied 
by people, the Jarawa, who, on the basis of linguistics, clearly moved in from an 
island some 30 miles away. That is, boats must have been used to transport and land 
a group large enough to survive, which implies planning and coordination of con-
siderable scale. Attacks by people in boats are also known. One of the neighboring 
groups to the Jarawa was the Bea. It appears they fought whenever they encountered 
each other, and they killed isolated or indefensible members of the other group on 
sight, including women and children. Besides the implied boundary change of the 
Jarawa invasion, historical records show that boundaries among groups did change 
over time, although Kelly suggests it was a peaceful process. He does however 
admit that there are independent lines of evidence that show there was fighting 
over resources and territory did change hands. Territories were certainly defended, 
and as with most foragers, permission to use the territory of one’s allies needed 
to be obtained. Boundaries were clearly known to each group, but whether buffer 
zones existed is not clear. Chest guard armor was worn. Conflict within macro-
groups could be resolved by means other than fighting, although raiding within 
these groups did occur. Women were used as interlocutors to arrange peace.

2 Although some use the term Inuit for all these Arctic people, it is better to use the term Eskimo 
for all the circum Arctic people who are linguistically related and reserve Inuit for the Eskimo of 
Central Canada.
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!Kung and other peoples of Southern Africa  The Bushmen or !Kung of Southern 
Africa present a particularly difficult case. The classic ethnographies of Lee (1979), 
Marshall (1976), including the famous movie The Hunters, all took place long after 
any possible warfare had been suppressed. Less well recognized is that herding of 
sheep, goats and later cattle, had existed in better-watered areas surrounding the 
desert !Kung for over a thousand years before the earliest European accounts of 
the region. Moreover, Bantu herder/farmers had arrived in the eastern part of the 
area in this same time frame. This means that the !Kung would have lived in a 
land of foragers that included much richer areas earlier, but by the AD 1500–1600s 
they lived in an area very marginal for herding or farming but were surrounded 
by such people. The post-Second World War situation, from which all the popular 
ethnographies are drawn, found the Bushmen often living near government-drilled 
water wells (boreholes) providing reliable water sources which increased access 
to resources and essentially eliminated the threat of dying from thirst. Moreover, 
although carefully ignored in the accounts and photographs, there were numerous 
Bantu-speaking foragers sharing the same boreholes. Their herders provided buffer 
food, and, more importantly, young and fertile Bushmen women married into the 
Bantu, greatly reducing the Bushman-perceived fertility rate. Thus, the peaceful, 
ecologically balanced Bushmen of the twentieth century are nonrelevant, inaccu-
rately portrayed foragers.

There is ample evidence that these other peoples, including foragers in the richer 
areas, did engage in warfare, as well as some evidence even for the most marginal 
groups (Eibl-Eibesfleldt 1975; Parkington 1984; Schapera 1930; Schire 1980), but 
it is clouded by the presence of the herders, who gave a good account of them-
selves against the Europeans at very first encounters. Europeans soon learned that 
the southern coast of Africa was a dangerous place. While accounts vary, it appears 
that in the early 1500s, Antonio Saldanha landed looking for water and was attacked 
by some 200 men. In 1510 Indian Viceroy de Almeida’s party of over 150 men were 
successfully attacked and The Viceroy d’Almeida and no fewer than 50 of his men 
were killed in this battle, and few Europeans ventured ashore for almost 80 years 
(Colvin 1900, Boonzaier et al. 1996). The attacking force must have been large and 
well organized to have inflicted such casualties. These herder peoples, probably 
best termed Khoikhoi, regularly raided each other and what was termed a full-scale 
war would occasionally occur. That is, for more than a millennium the interior for-
agers were linked to non-foragers and to see them as totally isolated is a mistake.

Linguistically, the Bushmen do not have smooth linguistic gradients, which is 
what we would predict if there had not been group replacements. Instead, the Ka-
lahari is a patchwork of unintelligible and even rather unrelated languages. One 
would expect this pattern to have resulted either from group replacement resulting 
from successful warfare or from groups failing to survive and being replaced dur-
ing better times by unrelated ones. That is, the linguistic evidence points to either 
considerable warfare in the area, or, it was so marginal that from time to time parts 
of the area were depopulated and then repopulated by different groups.
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Deep Past Foragers  We do not have such fine-grained information about prehis-
toric foragers or minimalist farmers. But we do have the ability to look at them over 
considerable time depths. Just as there is a misconception that recent foragers did 
not have real warfare, there is misconception that warfare does not go into the deep 
past. While some of the misconception is simply wishful thinking by some people, 
much of the rest is produced by misunderstanding of the archaeological record. Put 
simply, the further one goes back in time the more incomplete the record becomes 
and the harder it is to interpret. Thus, while there are hundreds of human fossils 
over 10,000 or 20,000 years old, most are very incomplete. Even when they show 
evidence of parry fractures, cannibalism, blows to the head and the like, there are 
always possible explanations other than warfare. Moreover, one has to ask how the 
remains that are found got there in the first place. Even though people began to be 
buried some 40,000 years ago, not everyone gets buried. For example, we might 
expect that individuals killed in a massacre are unlikely to be buried. Who was left 
alive to undertake the task? Individuals ambushed while hunting, or even some dis-
tance from their base camp, are also less likely to be buried than an individual who 
died peacefully in camp. Spears were being used at least 400,000 years ago, and a 
lethal spear thrust is quite likely to leave no skeletal evidence especially if the skel-
etal remains are broken and fragmentary. Moreover, it is always possible to suggest 
that a violent death was at the hands of a member of the same group, i.e., murder. 
This is not the place to argue about these data in detail, but it should be made clear 
that the numbers of individuals who exhibit some trauma are not trivial. There are at 
least 27 Neanderthals and 19 early modern humans with some evidence of trauma, 
but only a handful are seen as clearly derived from interpersonal violence. That does 
not mean some of the other instances are not related to interpersonal violence; how-
ever, see Trinkhaus (2012) for a recent summary of the evidence and interpretations. 
McCall and Shields (2008) also provide a brief summary. But it should be noted that 
Milner (2005) demonstrated that skeletal evidence for violent death greatly under-
estimates the actual rate if projectile weapons were being used.

The past is even more complicated than that. One simple example shows how 
limited our consideration of the archaeological data has been. A relevant piece of 
information is how many individuals were buried together. It is not always possible 
to tell if a grave represents a single event or multiple events over time. But there 
are what appear to be cases in which multiple individuals were buried together at 
the same time. Sometimes these are a female and infant, but sometimes they are 
two adults, or even more. People are buried quickly for a variety of reasons, so two 
individuals buried together must have died within a couple of days of each other at 
most. So, in groups in which—excluding young children—one expects about one 
death per year, such multiple burials should be almost nonexistent, but they are 
not that rare. In such small groups, the likelihood that two individuals died from 
disease at the same time is extremely remote. Starvation might be an explanation, 
but the most likely reason is that both individuals were killed in the same raid and 
were subsequently buried together. Few scholars have ever considered such types 
of information, because few have ever made an earnest effort to assess death rates 
from warfare in the deep past.
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There certainly are surprisingly common instances of cannibalism, collections of 
heads (Frayer 1997, Orscheidt 2005), bashed-in skulls, and other such evidence of 
other-than-peaceful proper deaths and burials, such as the Herto skulls from Ethio-
pia. These are approximately 160,000-year-old hominid crania with cut marks that 
indicate postmortem defleshing with stone tools. Polishing and intentional scraping 
modifications suggest these hominids actively manipulated the crania of the dead.

Cannibalism is far more likely to be of enemies than of family, collections of 
heads are far more likely to be trophies than venerated ancestors, and bashed-in 
skulls are more likely to be from warfare than murder based on ethnography and 
historical accounts. It is harder to demonstrate that the deep past was peaceful than 
it was filled with warfare. The people who make such claims for a peaceful past 
have no basis for making such assessments. They can appeal to no supporting data 
that have been rigorously evaluated.

Another misconception is that once humans had projectile weapons, warfare and 
killing were done at a distance. This is simply not true. Humans have had spears 
since at least 400,000 years ago (Thieme 1997). Surely, rocks were thrown be-
fore that, and it has been argued that there has been selection for rock throwing 
(Isaac 1987). Spear throwers have been in use for more than 30,000 years, and 
some humans have had bows for probably 15,000 years (possibly for 60,000 in a 
few places). But such distance weapons were not very lethal, and it was not until the 
recurved bow was developed in the last few thousand years that truly lethal bows 
existed (and even then over only a small portion of the world). The vision of a man 
falling instantly dead from an arrow is straight out of Hollywood. All accounts of 
forager and leaderless society warfare include frequent killing with clubs, knives, 
axes, and the like. Close combat has, until very recently, always been the norm. Car-
rying clubs, knives-daggers, and a willingness to get close to the enemy are typical 
of accounts of such warfare. Warfare was very dangerous and very personal.

Forager Warfare: Deadly and Pervasive

The next morning the raiders attack the camp and killed all the women and children remain-
ing there…. After shoving sheefish into the vaginas of all the Indian women they had killed, 
the Noatakers… retreated toward the upper Noatak River….

Some weeks later, the Kobuk caribou hunters returned home to find the rotting remains 
of their wives and children and vowed revenge. A year or two after that, they headed north 
to the upper Noatak to seek it. They soon located a large body of Nuataagmiut and secretly 
followed them. One morning the men in the Nuataagmiut camp spotted a large band of 
caribou and went off in pursuit. While they were gone, the Kobuk raiders killed every 
woman in the camp. Then they cut off their vulvas, strung them on a line, and headed 
quickly toward home.

Iñupiaq Eskimo. (Burch 2005, p. 110).

Forager and other leaderless societies had warfare that did not look to some like 
“real” warfare. The primary method of attack was the raid, especially the dawn 
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raid. A group of men were recruited—often not all the males in the proximate group 
(more about recruitment below). Raiding parties could range from a handful of 
men, to 20–25, with very rare instances in which more than 100 men were involved. 
Sometimes noncombatants, women or younger boys, accompanied the group to car-
ry food, etc. Usually the individual who recruited the party was the leader, but his 
leadership role was weak. The goal was to surprise the enemy and kill as many as 
possible while taking very little risk in the encounter (considerable risks were taken 
to get to the point of the attack, which is considered below). This well might mean 
that even after walking for more than a week, a single individual might be killed 
in the ensuing attack. Such a raid was considered successful. Walker and Bailey 
(2013) have data on how often attackers were killed for lowland South America, 
where the societies were noncomplex farming groups and a few foraging groups. 
Only 2 % of the deaths in these raids were of the attackers (5 deaths out of 238, 
excluding one massacre of defenders).

Less often, formal battles took place. Often these had a somewhat ritual nature, 
but could still be quite deadly. Again, a single death was a major event. However, 
the outcomes were often other than what was planned. Sometimes the raiding party 
would discover that all the men in the target group were away hunting, etc. The at-
tackers were then free to kill all the women, children, and old men. Similarly, the 
defending males could find themselves outnumbered or otherwise at a great disad-
vantage and simply flee, leaving the women and children to their fate. That is, occa-
sionally things would go just right for the attacking party and a massacre would take 
place. Although infrequent, over the long term such massacres were significant. In 
the New Guinea highlands, over the span of a century about 30 % of local groups 
were extinguished—as a group, individuals often survived by joining other groups 
(Soltis et al. 1995). Such group extinctions were often the result of massacres.

Even though the number of individuals killed in each raid was typically low, 
raiding was far more significant than most realize. Raiding could be almost continu-
ous, although often seasonal in some climates. One group might be raiding and be 
raided by multiple other groups. In such small societies, the number of deaths from 
raids could be proportionally substantial. Various scholars have tried to estimate 
the death rates from raiding, including the occasional massacre (e.g., Keeley 1996, 
Bowles 2009). One of the best sets of data is from lowland South America (Walker 
and Bailey 2013). Some archaeology has also given us some useful data (Lambert 
1997, Lambert and Walker 1991). The somewhat shocking estimates are that be-
tween 15 and 25 % of males and about 5 % of females died from such warfare (about 
9 % of female deaths for South America). Given these high death rates, the term 
warfare is appropriate because of the consequences, not the methods.

Most men in these societies slept with, and never went outside without, their 
weapons. They had nightmares about being killed in attacks. They located their 
communities for defense and they underutilized vast portions of their territories 
because it was too dangerous to go there. All this meaningfully reduced the avail-
able resources and would have led to deprivation, or even starvation or death. Every 
male you met who was a not a close relative or member of your local group was a 
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potential threat. Lives in the past were one of fear, worry, and hunger. What some 
naively think of as occasional, almost play-like, raiding was in fact a very deadly, 
all-consuming way of life. The exact frequency of deaths due to warfare is not 
important. Even if the rate was no more than 5–10 %, this was enough to have had 
a very significant impact on fitness values, and related selection must have been 
considerable.

Other evidence for the importance of warfare among foragers is the existence 
of specialized weapons. Foragers used shields, body armor, and daggers, and made 
and maintained far more spears, arrows, etc., than they needed for hunting. All this 
came at a price. In a world where everything you owned had to be carried from base 
camp to base camp many times a year, carrying shields, armor, and the like was a 
significant cost. High-quality spear points were traded for over great distances. The 
constant warfare did not come cheap. Although foragers did not construct fortifi-
cations, they did locate their settlements in particularly defensive locations, even 
if these places were not good from other perspectives. Peoples who were slightly 
more sedentary, constructed fortifications, planted cactus defensive walls, dug pit-
falls, and put out sharpened stakes to deter attack.

Chimpanzees as a Model for Proto-Human Warfare

There has been considerable debate on the validity of using what is known about 
chimpanzee conflict as informative about human, or proto-human, warfare in the 
extremely deep past. This is far too complicated to consider here. But a couple of 
points are of note. First, there has been a tendency to pacify the chimpanzee record. 
Suggestions that the conflict was because the chimps were provisioned, etc., have 
been more than adequately debunked (Wrangham et al. 2006). The longer the chim-
panzees are studied, the clearer it is that intergroup conflict is widespread (Wilson 
and Wrangham 2003). Chimpanzee deep incursions (how about that for a pleasant, 
neutral term—not raiding, not warfare) have surprisingly strong parallels to forager 
raiding behaviors. Once one accepts that foragers have had warfare for hundreds 
of thousands of years, projecting back to a time when chimpanzee behaviors are 
a good analogue is not so hard. In each case, the same few behaviors exist. Attack 
parties do not include all males; instead, there is a recruitment process. There is a 
clear goal of minimizing risk to the attackers. And when successful, the attackers 
seem to enjoy it very much. There do seem to be adaptive benefits for this behavior.

Far more difficult to assess is how much is innate and how much is learned. 
Chimpanzees hunt monkeys. Are the raiding behaviors carried over from behaviors 
learned from hunting? Do the young males learn to walk quietly in single file, all 
stopping in unison to listen, etc.? Or are there wired behaviors, or wired learning 
circuits that make learning raiding behavior easy?

At this point, perhaps the most relevant idea to take from the chimpanzee data is 
that not only has there been plenty of time for selection for behavioral traits derived 
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from human warfare, but it is quite likely that some behaviors have been selected 
for over extremely long time spans. That is, we should not reject some hypotheses 
or fear to formulate hypotheses because there would not have been enough time for 
natural selection to have acted. This does not mean that any particular hypothesis is 
true regarding selection and warfare, just that we cannot reject any because of the 
limits in how much time might have been available for selection to act. For humans 
and proto-humans, there was plenty of selective pressure in terms of death rates and 
plenty of time, for significant levels of selection to have taken place.

Warfare—A Male Thing

A final note on what we know about forager warfare: it is a male thing. While it is 
the case that in certain circumstances women do engage in warfare, essentially all 
the examples involve complex societies. Not only are such instances rare, they are 
exceedingly rare to absent among foragers and acephalous societies. In such societ-
ies, women do act as enforcers and encouragers for male warfare. “Why haven’t 
you avenged the death of my brother?” They play supporting roles, even going 
along with raiding parties to carry food, etc. (but always stopping well short of the 
locality of fighting). They can be involved in the decision to make war and, among 
somewhat more complex societies, can occupy very important roles in this matter. 
That, however, is often complicated because women are likely to have relatives in 
the group being considered for attack and so sometimes they are deliberately left out 
of planning and decision making. They even can be involved in defense, in particu-
lar when fleeing is not possible. However, they are simply not offensive combat-
ants. Any possible examples are too few and too limited to be relevant. Warfare is a 
male thing. As I will discuss below, this difference has led to different evolutionary 
outcomes.

The Logic of Peaceful Societies

Several authors have looked to see if there are or have been peaceful societies. I 
am not aware of anyone who examined the logic of such a search, but it is worth 
some thought. Let us assume such societies exist (they certainly do in some form) 
and ignore for a moment just what we mean by peaceful. If the question is simply 
are there any peaceful societies, what do we gain from that knowledge? Does it 
mean that we as humans are not hopelessly programmed for warfare? Probably not. 
If 99 % of all societies have a particular trait, warfare being just one example, we 
would reasonably deduce that we are programmed for that trait in some fashion, 
and there seem to be some very special circumstances that keep this programming 
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for working in rare cases. This would certainly be the conclusion one would reach 
for any other general behavior. We would be hard pressed to assume that there was 
no genetic basis for pair bonding, protecting children, or even smiling, even if only 
99 % of all societies did them. We would never assume these behaviors were simply 
taught and learned with no genetic component. It would be very different if half of 
all societies were peaceful and the other half warlike. Then we might reasonably 
hypothesize a learned explanation for such behavior. One could pursue this line of 
reasoning further except that we know that the overwhelming majority of societies 
do have war, so there is little benefit in finding a few individual examples in order 
to refine our percentage estimate.

The search for peaceful societies to provide a counter to the argument that we are 
programmed for warfare actually has the opposite outcome. How hard the search 
is demonstrates the pervasiveness of the behavior. This pervasiveness cannot be 
ignored. It is, however, productive to determine the circumstances in which we 
find peaceful societies. This has the promise of being informative and I consider 
it below. But before doing so, I need to consider some of the claims for peaceful 
societies. Almost all such claims are either simply wrong or fail to appreciate the 
circumstances involved. The question is are they wrong because their proponents 
were honestly misinformed, or because those that put forth such cases are hope-
lessly biased and are not proceeding in an objective fashion. This is a major issue in 
the pursuit of our understanding of warfare and needs to be recognized.

Netsilik Eskimo of Central Canada as a Peaceful Society  In his recent challenge 
to assumptions about war and violence, Douglas Fry looks at five forager societies 
used as case studies to push the notion of the human potential for peace (Fry 2007, 
p.  200). He chose these groups because he claimed there appeared to be ample 
information available to examine data on conflict and conflict management. One of 
those five societies is the Netsilik of the Central Eskimo grouping. The Netsilik are 
a classic Eskimo group and the one most used in a comparative fashion and there 
is good ethnographic data from the twentieth century (Rasmussen 1931, Balikci 
1970). In these studies, they are presented as not having warfare, but admittedly a 
high homicide rate.

In his sample of five simple societies, including the Netsilik, Fry asserts that the 
level of group violence is minimal in each and that and none of them could be char-
acterized as warlike (Fry 2007, p. 215). He points out that stealing women between 
bands and group-level fighting over resources are not observed among any of the 
five groups and the majority of fatalities that are recorded for those five societies 
are on a personal, not band, level.

Summing up on the patterns of violence among the five groups presented, he 
considers the kinds of aggression discussed in each group as relatively harmless. 
Yet, in the case of the Netsilik, as described earlier, we see that these “relatively 
harmless” acts of aggression include “homicide, revenge killings, executions, and 
occasionally feuds but not war” (Fry 2007, p. 209). Fry presents material from the 
literature supporting the notion that there is not and there has never been warfare 



84 S. A. LeBlanc

among the Netsilik, in particular, and the Central Eskimo, in general: the Netsilik 
language has no word for “war” and even though there are certain places with abun-
dant food resources, no wars have been observed over those resources (Irwin 1990 
in Fry 2007, p. 208).

Reality  Reality concerning the Netsilik could not be more different. There are no 
early accounts of the Netsilik compared with the Western Eskimos, but there are 
accounts that are earlier than the traditional ethnographies of Rasmussen (1931) and 
Balikci (1970). An early account of these same people paints a very different picture 
than that of Fry. I excerpt from a much longer account:

Arriving at a Netsilik camp…
…instead of remaining in their igloos the men were drawn up in line of battle in front of 

them, and sent out an old woman to find out who we were and what we wanted…
If our designs had been hostile and we had killed the old woman, their fighting strength 

would not have been reduced, and it would only have been one less old woman to care 
for….

They carried their bows in their hands, with arrows fixed to the strings; but when the old 
woman shouted back that we were white men, they laid aside their arms and received us in 
a friendly manner, striking their breasts and saying, "Many-tu-me,” though Joe afterward 
told me that one of the men wanted a fight anyhow…

They have a custom of killing the first stranger who comes among them after a death 
in the tribe, and as we filled that requirement, it seems he wanted to carry out the custom. 
(Gilder 1881, pp. 83–84)

Moreover, there are accounts from the neighboring groups on three borders (there 
were no neighbors on the remaining side). Each of their neighbors said that they 
fought with the Netsilik. In particular, both the Copper Eskimo and Iglulik consid-
ered the Netsilik an enemy and described relations as hostile.

Fabbro’s (1978) assertion for the Copper Eskimo being peaceful also does not 
hold up under scrutiny, but the argument is redundant and not worth explicating 
here except for one point. The Copper Eskimo, like most Eskimos, constantly 
fought with their Indian neighbors wherever the two culturally and linguistically 
very different groups abutted territories. So, even if the Copper Eskimo had been 
at peace with all other Eskimos, they would have had to maintain a warlike footing 
with respect to the Chipewyan (Dene speaking) Indians to the south, as the follow-
ing well-known account makes clear.

A. Samuel Hearne journeyed to the Coppermine River in 1771 in what was the 
territory of a subgroup of the Copper Inuit, where his guide and approximately 
150 Chipewyan came across Inuit camped in a handful of tents by rapids. The 
Chipewyan were not spotted and greatly outnumbered the Inuit but still crept up on 
them while the Inuit slept. After killing all 20, including men, children, and women 
(including old women), they saw more tents on the other shore and attacked them 
too. Hearne said the killings were brutal and torturous in some of the cases. Hearne 
was horrified by the massacre, saying "…and I am confident that my features must 
have feelingly expressed how sincerely I was affected at the barbarous scene I then 
witnessed; even at this hour I cannot reflect on the transactions of that horrid day 
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without shedding tears." He subsequently named the location Bloody Falls (Hearne 
2007[1796, p. 55]).

I think there are two things going on at the same time. First, and perhaps most 
important, Burch demonstrates quite convincingly that there was regular, intense 
and deadly warfare in the early 1800s in western Alaska but that it ended by the 
late 1800s. As will be discussed below, the best explanation for the cessation of 
hostilities was the introduction of guns, which caused a shift in trade and carrying 
capacity. The Netsilik seem to be some of the last Eskimo people to obtain regular 
access to guns. In the account given above, they did not have guns and they still 
had warfare. By the time the ethnographers reached them in the early twentieth cen-
tury, they, like their close relatives to the west, had guns, and warfare had ceased. 
It should also be noted that almost all other Eskimo societies did have warfare, and 
one needs to explain why the Netsilik were so different.

The second factor of relevance is that there was considerable variability in the 
size and social complexity of various Eskimo groups. In fact, Eskimos present a 
very interesting case of forager warfare. The variance in social complexity and 
group size seems to correlate with evidence for warfare. There was considerable 
warfare among the Western Eskimo such as the Iñupiaq (Kotzebue Sound Eskimo) 
and Yup’ik people further south. There is less warfare evidence for the Mackenzie 
Delta Eskimo to the east, although the archaeological skeletal sample from the Sau-
naktuk site in that area has been suggested to provide evidence for massacre, tor-
ture, mutilation, and cannibalism (Melbye and Fairgreive 1994). As one goes even 
further east, groups get still smaller. There were only about 450–500 Netsilik Inuit 
in the late 1800s, which made them essentially one large social group.3 Any conflict 
observed by an ethnographer would be perceived as murder rather than warfare. 
The opinions of their neighbors to the east and west were not the same as the eth-
nographers, but it appears that the ethnographers never asked about external rela-
tions in previous generations. Finally, and perhaps tellingly, the Netsilik lived at the 
end of the earth. They had no neighbors to the north as the land was uninhabitable. 
Burch suspects that their entire range was uninhabitable during the Little Ice Age 
and it was only recently and barely recolonized prior to visitations by Europeans. 
Thus, we may have an example of a population that was a demographic sink, or had 
recently been so, an area so marginal that the death rate from starvation, etc., was 
so high that there was little conflict over resources, and the infanticide rate so high 
(focused on girls) that the critical resource was women, leading to within-group 
male homicide, but little warfare with other social groups.4

3 They are believed to have had 450–500 people in the 1880s, but by 1923 only about 250 were 
living in the area. When the population decline began is not clear, but by the time of Rasmussen, if 
not before, they were well below the presumed long-term carrying capacity.
4 It should be noted that the Eskimo seem to not engage in as much woman-capture as other for-
agers, so while we would think the scarcity of women would lead to woman-capture raids with 
adjacent groups, this does not seem to be the case, even for Western Eskimo groups.
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The most parsimonious interpretation of all this is that Eskimos had warfare in 
the early 1800s, that it had terminated almost everywhere by the late 1800s or early 
1900s depending on the area, that the Netsilik fit this pattern, and that ethnographies 
that were done after that date and that did not systematically try to recover informa-
tion about warfare in earlier periods simply missed what had gone on earlier. It is 
fair to say that not all ethnographers claimed eternal peace, only that there was no 
warfare in the era they were studying.

In sum, the example of the Netsilik may tell us a lot about human behavior, but 
little about warfare. It also demonstrates the danger of knowing the answer before 
examining the data. Fry could easily have found the same information about Es-
kimo warfare, but he obviously did not bother to look. In any case, his logic and his 
data are hopelessly flawed.

The Evolutionary Consequences of Warfare

On approaching the enemy’s quarters, they laid themselves down in ambush until all was 
quiet, and finding most of them asleep, laying about in groups, our party rushed upon them, 
killing three on the spot and wounding several others. The enemy fled precipitately, leav-
ing their war implements in the hands of their assailants and their wounded to be beaten to 
death by boomerangs, three loud shouts closing the victors triumph.

The bodies of the dead they mutilated in a shocking manner, cutting the arms and legs 
off, with flints, and shells, and tomahawks.

When the women saw them returning, they also raised great shouts, dancing about in 
savage exstasy. The bodies were thrown upon the ground, and beaten about with sticks – in 
fact, they all seemed to be perfectly mad with excitement…

South Australia Aborigines. (Morgan (1852), p. 43–44 [Morgan 1979, p. 51])

There are two aspects of a genetic component to warfare. The first is that there 
are specific genes that might be relevant and the second is that there has been 
selection for instincts, propensities, or whatever term one wishes, that increase the 
likelihood of particular behaviors. The first type of genetic component is quite new 
and the second is a standard evolutionary psychology view of how natural selection 
built the mechanisms of the mind. Both can be highly controversial with certain 
audiences. So this is a difficult subject. Again, it would appear useful to lay out the 
nature of the evidence. One line of evidence is the nature of motivation and risk in 
leaderless societies. Another is how leadership works, and finally how fighting is 
terminated. This allows for a discussion of what appears to be rational calculation 
and what appears to be innate. I then discuss what we know from genetics and psy-
chology. I should note that Walker and Bailey (2013) have approached this question 
from a somewhat different perspective. They suggest that aggressive male behav-
iors have been selected for perhaps through the survival of successfully aggressive 
groups, in both humans and chimpanzees. But, warfare could have, in humans, also 
resulted in selection for self-sacrifice, strong reciprocity, and revenge seeking. We 
all seem to be trying to understand the consequences of a long history of warfare 
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and are just approaching it from different perspectives. Their perspective and mine 
(and many others, such as Boehm (1986) seem to converge on revenge. This re-
venge behavior deserves far more consideration and research than it has received.

Rational vs. Innate  Overall, we find several lines of evidence for rational behav-
ior in leaderless warfare. At the micro-level, there is evidence that warfare can end 
quite abruptly. The Western Eskimos provide a good example. Their warfare in 
the first few decades of the 1800s was intense and deadly. Fifty years later it had 
ceased. The two best explanations for this (and they are not mutually exclusive) are 
that when they got access to rifles, it greatly increased their carrying capacity. Hunt-
ing was much easier than previously, especially for caribou. So, the motivation to 
fight one’s neighbors declined and the benefits of trade with those same individuals 
increased, as the only way to get bullets was through trade. Your neighbors were no 
longer competitors but were suddenly valued conduits to goods.

At the time the warfare ended, the Little Ice Age ended, which must have im-
proved conditions overall and would have further increased the carrying capacity. 
However, the access to bullets (even more critical than the guns themselves) via 
peaceful relations was probably key. How relevant this is can be seen by noting that 
the caribou population was decimated within a few decades after obtaining rifles.

At a broader level, however, intensity of warfare does correlate with climate. 
This is best seen in the archaeological record where there is enough time depth to 
see such patterns. A very good example is from North America. Populations seem to 
have grown substantially during the Medieval Warm Period, sometimes termed the 
Medieval Climate Optimum, or Medieval Climatic Anomaly, and subsequently the 
carrying capacity appears to have been substantially reduced during the subsequent 
Little Ice Age. The result was a great increase in warfare over most of the conti-
nent, with a population crash in the American Southwest (LeBlanc 1999), and with 
intense warfare in the Southeast which involved large, empty buffer zones between 
polities (Milner 1999). These behaviors can be seen to be rational. Because of the 
Little Ice Age, the population greatly exceeded the carrying capacity and competi-
tion for scarce resources resulted in warfare.

When we look at warfare at a closer level, we also see considerable rational 
behavior. Allies are critical to survival and building alliances is a continuous effort. 
Allies can be “bought” by exchanging women on terms advantageous to groups you 
need as allies, or trading for goods you do not really need. Shifting fortunes of your 
allies can result in calculated shifting of alliances.

There are also social restraints against offensive action when the risk/reward ra-
tio is poor. Groups require consensuses for initiating a raid in many cases and they 
find reasons to avoid conflict when they are likely to lose in a tit-for-tat exchange 
of raids. Even though there may be “hotheads” who desire revenge, or young males 
who see status gains from successful raiding, the group can decide to overrule such 
interests and rationally assess the potential outcomes. Similarly, many groups have 
mechanisms for dealing with strong warriors who take advantage of their prowess 
and fear factor within their own group. (They often get assassinated by their own 
group.) People get killed in wars, and these deaths generate anger that can keep a 
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war going (see below). Termination of warfare is complicated because younger men 
are more likely to act in ways that keep war going, while their elders incline more to 
peace negotiations. Warriorhood is a prime avenue to prestige among young men. 
War gives young men a chance to prove themselves, which gives them an incentive 
to start or continue a war. But forager/farmer communities do have solutions to this 
problem when the costs get too great. They do have established mechanisms for 
making peace. These seem to be particularly strong within groups—people with 
whom you exchange wives and who are linguistically related. There is great benefit 
in stopping what we might consider feuding within groups, as such animosity and 
loss of life weakens the group against outside threat. But even without outsiders, 
when the costs are high and the benefit of alliance against others is great, there are 
means of stopping tit-for-tat or revenge raiding.

There seem to be two principal ways of stopping the fighting: compensation in 
women (often as an uneven exchange of women) and payment of wergild. It has not 
been tested, but it appears that women are the medium in low-density societies, with 
wergild taking their place in high-density societies (Paul Roscoe, personal commu-
nication). In any case, this is all rationally thought out, publically debated, and clear 
to all parties. Such cessation of conflict does not demonstrate our innate peaceful-
ness. Many of the individuals involved see this as buying time. They still consider 
the score uneven and may wait a generation or two to exact revenge. Peace between 
independent polities was always fragile and usually short-lived. The benefits of 
such peace were not typically considered so valuable that once established there 
were heroic efforts to keep it in place, except under the rarest of circumstances.

So, for all the above reasons and more, it is rather easy to make the case that 
over the long run, much warfare in the past was rational. However, when asked why 
warfare, in general, or specific raids were undertaken, etc., the extremely common 
explanations are women and revenge.

Fighting over women centers on fighting over wives; it is not two men fight-
ing to win the hand of the woman by demonstrating prowess. When women are in 
short supply, raiding and capturing women is a rational behavior. In South Ameri-
ca, Walker and Bailey (2013) found that about 0.6 women were captured per raid, 
which seems quite significant.5 Because of selective infanticide and men with mul-
tiple wives, there was frequently a shortage of available potential wives in many of 
these societies. There are also cases in which men enticed women to leave a group 
with them, or the women left because they were badly treated. This could lead to re-
taliatory raiding or homicide. But one can see this as calculated behavior, although 
the responses seem to be close to revenge motivated in some instances.

It is revenge that is the far more interesting behavior. Seeking revenge, especially 
among men, seems to be close to a human universal. It seems to be closely related 
to “cultures of honor,” where no slight is accepted and reputation is all important 

5 Raiding parties were about 10–15 individuals, but occasionally larger. Assuming the higher 15, 
and assuming a male went on 10 raids, they had better than one chance in three of obtaining a wife 
through raiding. Given the low risk of dying in raids, which is less than 2 % for a man going on 10 
raids, the risk/reward ratio is very good.
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(Boehm 1986). It is easy to see how revenge behavior is rational over the long haul 
but revenge seems innate and far from rational in the short term (see below). The 
point here is that the reasons foragers and acephalous farmers give for most of their 
warfare are not the ones that seem to be driving it from a rational point of view. 
That is, even when one can clearly see that territory was being annexed, potential 
competitors eliminated, valuable resource locations secured, or that warfare must 
have been a response to climate change, the protagonists see it in terms of revenge, 
upholding honor, or reasons having nothing to do with resources. These responses 
are so widely given and seem so firmly believed that it is hard not to take them at 
face value. Long-term rational behavior does not seem driven solely by rational 
decision making.

Evidence for “Innate,” Deeply Emotional, or “Irrational” Behavior in War-
fare  There is also another behavior component to warfare that is hard to see as 
consciously determined. We might use the loose term “wired,” a polite word for 
having a genetic basis as I assume innate means. Some of this behavior seems to be 
irrational, in the sense that that there seems to be little regard for any risk/reward 
calculation. Does this also imply wired behavior? There are in the literature exam-
ples of situations where we see decisions being made out of anger, revenge seeking, 
or other very emotional “hotheaded” feelings. In spite of the excerpt above, it is 
hard to evaluate an almost 200-year-old description of a foreign culture in terms of 
innate or genetically driven behavior.

A place where we can look at these situations more objectively is when we can 
see how the risk/reward equation works. A rather interesting finding is how much 
foragers engage in risky behavior. They seem to take risks out of proportion to the 
potential gains. While they try hard to minimize getting killed in the actual attack 
phase of raids, or even pitched battles, they take substantial risks in getting to and 
from the point of attack. This is very different from chimpanzee warfare, where as 
soon as chimpanzees sense they do not have overwhelming numerical superior-
ity, they retreat (Wilson et al. 2007). It is hard to envision how the attacking party 
could themselves be overwhelmed. Offensive risk does seem to be very low for 
chimpanzees.

Such is not the case with foragers and acephalous farmers. They must travel 
through enemy territory, not knowing for sure where the enemy is or how many 
there are. They can be spotted and ambushed. From a military perspective, they of-
ten had poor situational awareness which could and did lead to massacres of the at-
tack party. Even if the raid was successful, the attack party had to return by traveling 
back though enemy territory. Here they could be ambushed because the local people 
could move faster and knew the territory better. They fully realized this because tak-
ing female prisoners slowed them down, and it was sometimes felt too dangerous to 
try and bring them back. They often traversed territory they did not know very well, 
as seen by entire parties drowning in rivers they were unfamiliar with.

Another example in which what might be rational at one level clearly is not at 
another level, is the killing of strangers on sight. This is common among foragers. 
One would think that strangers, as long as they were not a real threat because they 
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were alone, would be seen as a source of information and entertainment. But this 
does not appear to be the case. Some societies had mechanisms for individuals to 
approach strange groups to signal that they were not a threat. But an example from 
the Western Eskimo provides the typical attitude.

An Eskimo man was hunting on the ice for seals. The block of ice broke free and 
drifted before he could get off. After several days, he was almost dead from expo-
sure and lack of food and water. Fortunately, the ice block drifted back to shore and 
he was able to get off. However, he landed in foreign territory where he was spotted 
by its inhabitants. Here he was weak, emaciated, no threat to anyone, and obviously 
had not intended to be in their territory. They killed him.

Such stories are common. So common that many regions had signals to show 
that you as a stranger were coming in peace, with the hope that the signal would 
be recognized before they killed you. While one can argue that killing a stranger 
meant that there was one less potential enemy in the world, this behavior seems so 
widespread it appears almost visceral.

Revenge  Revenge is an overwhelming emotion for foragers and acephalous farm-
ers. It figures in almost every account of why they fought and the emotional state 
they were in. If it is important from a long-term perspective to not appear weak, 
to keep one’s enemies off balance, and otherwise not give up, then revenge as a 
motivation may be evolutionarily rational in the long term. But such long-term cal-
culation is clearly not taking place. On a day-to-day basis, revenge is a very strong 
emotion that led to much warfare in the past. Simply put, the close kin of warriors 
killed in the field are commonly motivated to keep a war going until their kinsmen 
have been avenged. Revenge and kinship are closely related. In some societies this 
resulted in feuding, which could go on for generations. Societies where such feud-
ing and extremely carefully calculated revenge tallies were pervasive have been 
termed “honor” societies. But this seems to be a misnomer, much like “warlike” 
society is. Virtually all forager and acephalous farmers engaged in revenge killing 
and it seems to always be a strong motivator for warfare. Honor societies are simply 
those in which it was extreme and in which social mechanisms had been elaborated 
to moderate it to some degree. Such societies were not qualitatively different from 
other “leaderless” societies; they were just at one end of the distribution.

It has been argued that herding societies, in which stealing stock was easier than 
stealing grain or frozen meat, had greater motivation to develop attitudes of honor 
or reputational revenge. If you know I will avenge any slight and stop at nothing to 
do so, then you might think twice about stealing my sheep. This well may be true, 
but foragers with little to steal are also obsessed with revenge.

Treatment of prisoners and captives before killing does seem to be related to the 
revenge motive. Even if the killing of prisoners is delayed (only among farmers, 
foragers do not take prisoners and later kill them), it seems to be accompanied by 
pleasure in the act of killing and seems to be seen as an act of revenge.

It appears that revenge as an important human motivation is considerably under-
studied. An important factor is that it is costly. One pays a price for exacting revenge 
in most cases. Either because of increased risk or the time and effort involved. 
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Casual observation suggests it is more strongly expressed in men than in women. 
That is, men seem to be willing to pay a higher price to exact revenge than women. 
I believe revenge can only be understood in terms of its close relationship to warfare 
in the deep past.

Enjoyment  Richard Wrangham has argued that humans, especially men, get a 
pleasure high from winning, such as in sports. Moreover, it appears to him that it is 
the same sort of high chimpanzees get when they kill a chimpanzee from another 
troop. Do foragers get the same sort of high when they are victorious in warfare? 
The Aboriginal account above and other descriptions of victors’ behavior suggest 
they do, but it is hard to see how one could ever test such a proposition.

One behavior that may indicate an enjoyment factor is what has been termed 
“overkill.” When victory is complete and the winners do not have to retreat prompt-
ly to avoid retaliation, they frequently resort to mutilation of the victims or some-
times they continue to spear, shoot arrows into them or otherwise hack them up far 
beyond what is needed to kill them. This has been referred in some cases to “pin-
cushioning” the dead enemy with arrows. Bodies are repeatedly shot, with perhaps 
twenty or more arrows. Some Paleolithic art can be interpreted as humans being 
speared many times. Some of this might be to encourage young, new fighters to 
shoot the corpse to get them used to the idea, but it seems too common and so ex-
cessive that there appears to be an excitement or thrill aspect to it that goes beyond 
teaching or other calculated behavior.

In summary, humans, especially men, engage in behaviors that involve warfare 
that cannot be directly explained by short-term conscious calculations. These seem 
to be wired and must have evolved as adaptive responses to intense warfare through 
human history.

Ending Warfare  People do not always stop fighting even when rational reasons to 
fight disappear, which seems to be related to revenge. However, humans do some-
times stop fighting very quickly, as in the case of the Eskimos. We also see the 
intensity of warfare correlate with long-term climate change and even droughts or 
famines. In these cases, even if revenge became a factor in the nature of response, it 
did seem to dissipate over time. We also see this in forager and acephalous warfare 
from a different perspective. Alliances can shift rather remarkably. Groups that are 
enemies, with revenge as a major motivator, can quickly become allies when the 
nature of other threats develops. Animosities can disappear swiftly when the moti-
vation is high. Yet we are all too aware of situations even today, where everyone 
would be far better off with peace than they are with continued conflict. Here is 
truly an area for research. We need to understand revenge much better and, as part 
of that, we need to understand why it can be turned off in some situations and why it 
is so persistent in others. This is a situation in which accepting the reality of warfare 
and the importance of revenge could lead to a better understanding of warfare that 
is relevant to today.

I have already noted that when Eskimos obtained rifles their warfare stopped. 
This seems to be a case of increased carrying capacity combined with the benefits 
of trade. I have also noted that the intensity of warfare does seem to correlate with 
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climate and it does diminish when climate improves and intensifies when climate 
deteriorates. But there is a broader pattern with foragers. Many foragers stopped 
fighting very quickly. This is seen in Australia, Tierra de Fuego, California, and 
probably South Africa. This seems to relate to the carrying capacity and the impact 
of Europeans. Impact tended to have two consequences: disease and new tools. 
Exposure to European diseases greatly reduced the population in many cases. At 
the same time, the availability of metal for knives, cooking, arrow points, and axes, 
as well as guns, raised the effective carrying capacity because it made hunting and 
other activities much more efficient. The combined effect was to change the carry-
ing capacity balance dramatically. Where populations had been near the carrying 
capacity, they were quickly well below it. Almost invariably, this led to a dramatic 
decrease in warfare if not its complete cessation. In places like Australia, this pro-
cess was so rapid that by the time many aboriginal groups were contacted or studied 
they had already undergone this transition and were quite peaceful.

Some Biological Consequences of Warfare

There are a number of behaviors that seem to be best understood in the context of 
selection resulting from warfare. After selection derived from male–female repro-
ductive differences, differences derived from warfare in the deep past have had the 
most important impact on such sex-based behavioral differences. This is clearly not 
well understood by most evolutionary psychologists. I reviewed several standard 
textbooks in the field, including their indexes. There was almost no consideration 
of such factors. Now certainly, the experimental evidence is not as rich as for repro-
duction-derived differences. But there is some evidence and one can certainly dis-
cuss the potential for future research along those lines. I believe the paucity of such 
discussion is that most evolutionary psychologists do not understand how pervasive 
and deadly such warfare was and how differently males and females were engaged 
in it. Even in an otherwise very useful paper on the evolutionary consequences 
of conflict in developing human’s ingroup–outgroup propensities, Culotta (2012) 
questions the existence of significant warfare in the past. As I am not a psychologist, 
I only briefly look at some of these differences with a goal to opening a discussion 
rather than contributing to a deeper understanding.

Male vs. Female behaviors  In the 1930s, a group of Yanomamo successfully 
routed another group. The men fled and the women and children were captured by 
the victors. One of the captured women recounted what happened next:

… Meanwhile from all sides the women continued to arrive with their children, whom the 
other Karawetari had captured…Then the men began to kill the children; little ones, bigger 
ones, they killed many of them. They tried to run away, but they caught them, and threw 
them on the ground, and stuck them with bows, which went through their bodies and rooted 
them to the ground. Taking the smallest by the feet, they beat them against the trees and 
rocks… All the women wept… Helena Valero, a captive of the Yanomamo (Biocca 1971, 
p. 35)
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Perhaps one of the most overlooked aspects of human warfare is that its evolution-
ary consequences affect men and women differently. In spite of the politically cor-
rect ideas, such as that by not giving boys toy weapons they will be less warlike, 
these evolutionary consequences are very real and deep. Men did the fighting and 
suffered the most deaths. Women also suffered both death and social dislocation to 
a meaningful degree, but the sexes were involved in warfare in very different ways. 
Surely the clearest and most in-depth consideration of these differences is a forth-
coming book by Joyce Benenson—Warriors and Worriers (2013). Rather than try 
and cover all the ground she does, here I simply point out some of the most obvious 
behavioral differences. Benenson makes the case that males are wired for fighting 
and competing as well as cooperating with small groups of other males. Females are 
wired to survive in a very dangerous world and to ensure their children will survive. 
It is easier to see the impact of warfare on males because they have always done the 
fighting; hence, the selection has been more direct. To some degree, the female’s 
evolutionary response to warfare is really just a response to an additional threat. 
Warfare may have been the single biggest threat to a woman’s and her offspring’s 
survival, but it was one of many threats, so the female behavioral response is not so 
easily tied into warfare per se.

To elaborate, Benenson sees evidence for these wiring differences at very young 
ages. Even young boys compete as groups against other groups, they select friends 
who would make the best allies, and they are capable of selecting leaders that will 
make the group successful. Benenson points out that males have, to a considerable 
degree, solved the very vexing problem of being able to compete with other males 
over sexual partners, but then be able to cooperate with these males, sometimes at 
significant cost, to fight with other groups. Women need the support of the com-
munity and especially the support of some other women to make sure their children 
survive. This is seen in their greater focus on social and emotional and interpersonal 
issues and interactions. They form different size groups than men and have fewer 
leaders that are not age and kin determined.

To reiterate, men compete for access to women through dominance hierarchies. 
Everyone wants to be the alpha male. While not nearly so overt as with chimpan-
zees, human males clearly did and do compete for mates. However, when threat-
ened by an outside threat, males need to stop competing and let another male be 
the leader. If you do not do this, you are at a terrible disadvantage with respect 
to the other groups and you will be eliminated. So selection is strong for the abil-
ity to work as a team and forget the intragroup competition when the need arises. 
Conversely, women are very likely to have moved from the group they were born 
in. This can be due to mate exchange but also due to female capture in warfare. In 
the latter case, they well could find themselves in a group where they did not even 
speak the language. The way women form friendships, and their superior ability to 
read body language, could well derive from being in such situations.

Coming from a very different perspective, Browne (2001) makes a very strong, 
excellent case for deep differences between men and women when it comes to war-
fare-related behavior and he also argues that it is deeply wired. The obvious reason 
is that warfare was a male activity throughout human history. In spite of the strong 
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case these two, among others, make, the evolutionary impact of warfare on behavior 
remains surprisingly under-considered. Other differences, perhaps less controver-
sial, are also worth reviewing.

Sexual Dimorphism  Human males, on average, are universally larger than 
females and, perhaps most relevant, males have almost double the upper body 
muscles of women (Lassek and Gaulin 2009). The two standard reasons for this 
sexual dimorphism are intragroup male competition for women and the need 
to be larger to hunt large game. The intragroup competition hypothesis may be 
correct for the deep past, but it does not fit what we know about historic forag-
ers and leaderless farmers. Intragroup marriages tend to be arranged often when 
the women are still young girls. There is essentially no violent competition for 
them. This explanation takes on a modern-day form of women being attracted to 
men with more upper body mass, even to the point of male athletes having more 
sexual partners that other men (review by Lassek and Gaulin 2009). However, 
this seems to be a classic case of modern outcomes for older selective processes. 
In forager and acephalous societies, successful warriors attract and retain mates. 
And for sports, is it athletes that are attractive or is it males who function well in 
large aggressive groups that are attractive—is it football players or wrestlers that 
are attractive to women?

The hunting argument is also weak. Forager and farmer-hunters do not seem 
to use size to any advantage. Hunters in the Philippines, Bushmen, and pygmies, 
for example, are all quite small people. And these hunters regularly take on deer, 
boars, large antelope, and even elephants. Again, hunting megafauna may have 
required extra muscles. But again, the megafauna of Australia went extinct some 
40,000 years ago, and the surviving fauna are not very large. Yet, there is plenty 
of sexual dimorphism. One would think if hunting large game was the reason for 
the differences, they would have been greatly diminished in such a long span.

While these reasons may have played a part in sexual dimorphism, a more 
obvious explanation is warfare. Yet, this explanation is virtually ignored in the 
literature. If much fighting was at close quarters, size would have been advanta-
geous. Now one must admit that successful warriors seem to be men who are 
behaviorally aggressive and are not necessarily the largest men. This is certainly 
possible for offensive raids. However, when attacked, big strong men would 
have been much more able to defend themselves. For every attack there are de-
fenders and that would seem to provide plenty of selective pressure for the large 
body size in men. One could argue that it might work for women also, except that 
most of the time women had small children and the safest course of action is to 
flee when attacked, or at least try and protect your children. Women are probably 
optimally sized for the food supply, while males are inefficiently sized based on 
the ecology but properly sized given the risk of being too small to fight well.

This failure to see sexual dimorphism realistically is another example of the 
pacification of the past to the detriment of our understanding of warfare.

Male-Biased Sex Ratios  Another topic worthy of further consideration but one 
that is highly speculative and highly charged is male-biased sex ratios. Biased 
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sex ratios are common throughout the world. They invariably result in more 
males than females. While infanticide was essentially universal, based on car-
rying capacity limitations, there is no inherent reason why it should be sexually 
biased. They are usually explained in terms of the value of males as hunters, 
taking care of elderly parents, etc. Other explanations of sex ratios tend to be 
around the fact that women are lost to the family in most forager societies. This 
is always the case for farmers, but my argument is that the essentially universal 
bias toward males suggests that if this is a built-in human propensity, it must 
have evolved very long ago. Thus, foragers are the proper model. The problem 
with the women leaving the group, as an explanation, is that women are essen-
tially traded for other women. No women to trade means no wives for your sons. 
While that was sometimes the consequent, it is hard to see why it was the under-
lying reason for such behavior.

Here is a situation in which group selection might have taken place at the cultural 
level. Any group who differentially selected females over males would quickly be at 
a numerical disadvantage over contemporary groups who had male-dominated sex 
ratios. Such groups would have been eliminated. While individual families might 
have improved their fitness by having excess females, the cost to the group would 
probably have been quite high. In a world of essentially equally effective competing 
groups, those with the most males win in an attritional warfare environment, which 
is what raiding is. Thus, even though males are lost to warfare more often than 
women are, if you do not have enough males then everyone and everything is lost. 
Whether the usual arguments about freeloaders apply to this situation is not clear. 
But such a model should at least be considered as providing a more likely expla-
nation than the “women tend to leave the group” as an explanation for the almost 
universal “males are more valuable” worldview.

Conclusions

Several points have been made. Warfare in the past was very real and deadly. This 
warfare would have taken place while humans were foragers and so foragers and, to 
some degree, acephalous farmers are our best models for how this warfare worked. 
The evolutionary selection consequences must have been profound. We should ex-
pect there to be major differences between men and women in this evolution. Evo-
lutionary consequences should be as profound as for mate selection, but evolution-
ary psychologists have not devoted nearly as much effort to this aspect of human 
evolution, probably because they are not fully aware of how important warfare was 
in the past.
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Sexual Selection and the Psychology of Intergroup Conflict

Violent intergroup conflict is pervasive and has existed throughout history with the 
available evidence suggesting that it was even more prevalent in the distant past, 
relative to the present (Pinker 2011). Research also suggests that it is unlikely to 
have originated in one place or to have spread by cultural diffusion or conquest. 
The foundational works of world literature such as the Iliad, the Bhagavad Gita, 
the Torah, and the Quran provide a window on the brutality of ancient societies in 
which conflicts of interests between individuals belonging to differing groups were 
less often characterized by diplomacy, than by hostile action such as raids, warfare, 
kidnapping, and rape.

Archeological evidence affirms that this state of affairs likely characterized pr-
estate societies predating civilization, with evidence stretching back to at least the 
Upper Paleolithic (e.g., Keeley 1996; Kelly 2005). This intergroup aggression has 
almost exclusively been perpetrated by groups of males against other males in con-
texts ranging from small-scale coalitional skirmishes to regional and geopolitical 
conflicts (for reviews, see Daly and Wilson 1988; Keegan 1993; Wrangham and 
Peterson 1996). Evidence for male aggression, going back from deep time to the 
present, can be inferred from genetic studies comparing the global and regional 
distribution of the Y-chromosome DNA (inherited from male ancestors) relative 
to mitochondrial DNA (inherited from female ancestors) in extant humans. Re-
searchers find less variance among Y-chromosome DNA, indicating the presence 
of fewer male ancestors relative to female ancestors, with estimates of our most 
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recent female common ancestor having lived 150–200 KYA, whereas our most 
recent male common ancestor is estimated to have lived only since the Upper Pa-
leolithic era, approximately 30–50 KYA (Makova and Li 2002). Such findings are 
consistent with a historical explanation in which there was stronger selection on 
Y-chromosome DNA relative to mitochondrial DNA, as a result of higher male 
mortality relative to female mortality in the Upper Paleolithic. Evidence of strong 
selection on Y-chromosome DNA continuing to relatively recent times can be in-
ferred via comparisons where regional conquests perpetrated by a relatively small 
number of invading males has been documented in detail. For example, extant 
South American Indian populations show little to no evidence of the persistence of 
Y-chromosome DNA from native populations in the New World from their most 
common male ancestor who lived only a few centuries ago (Mahli et  al. 2008). 
However, native mitochondrial DNA is well represented among extant peoples 
throughout Latin America (e.g., Makova and Li 2002), suggesting strong selection 
for European male invaders in the last few centuries. Thus, genetic evidence is con-
sistent with both anthropological and historical data suggesting that intergroup vio-
lence displacing natal populations has been primarily perpetrated by males against 
other males.

The presence of differential levels of intergroup aggression between the sexes 
is expected to be associated with sexual dimorphism, in size and strength, as well 
as in the design of the psychology of males and females (Daly and Wilson 1988; 
Tooby and Cosmides 1988), and it is with the latter that this chapter is concerned. 
The evolutionary approach in which this discussion is framed is referred to as an 
adaptationist perspective, wherein one considers the likely selection pressures that 
recurred over evolutionary history to frame testable hypotheses regarding human 
cognition, attitudes, emotions, and behavior (Andrews et al. 2002; Buss et al. 1998; 
Tooby and Cosmides 1992). An adaptationist approach assumes that psychological 
systems underlying behavior are “for” functional ends—that is, they exist to solve 
a problem relevant to one’s survival or reproduction. Therefore, research from an 
adaptationist perspective that seeks to understand the psychology of intergroup con-
flict is informed by a consideration of the kinds of adaptive problems faced by our 
Paleolithic ancestors, and how group living helped them address these challenges. 
In this chapter, examples from recent psychological literature on race bias are used 
to describe how fundamental aspects of the psychological mechanisms underlying 
intergroup conflict may operate.

In this chapter, we address a fundamental question regarding a putative evolved 
psychological system responsible for the mental representation of groups at its 
most basic level, as well as this system’s working mechanisms that generate xe-
nophobic biases. As one might imagine, functional solutions to various problems 
may require different strategies, which may be generated from distinct psycho-
logical systems. Such possibilities include psychological mechanisms evolved to 
identify social categories (Cheney and Seyfarth 1982; Tajfel 1982) which may 
then be used to demarcate coalitional groups (Kurzban et al. 2001), familial clans, 
and cultural or ethnic groups (Gil-White 2001; Hirschfeld 1996)—none of which 
are mutually exclusive.
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Whatever combination of basic cognitive processes underlie how people men-
tally represent race categories, we believe that a research program that tests hypoth-
eses about when and how race bias is expressed can be enriched by considering 
the kinds of challenges people face when interacting with individuals from a social 
group other than one’s own (hereafter referred to as the outgroup). When studying 
individual responses to others in intergroup contexts, it is helpful to think of out-
groups as posing different kinds of adaptive challenges than are posed by members 
of one’s own group (the ingroup). Furthermore, the problems posed by outgroup 
members differ markedly depending on whether the target or the perceiver is male 
or female. As such, one might expect that the psychology of intergroup conflict 
ought to differ considerably between men and women in some domains but not in 
others. Here we utilize an adaptationist perspective to frame our understanding of 
the psychology of intergroup conflict, and showcase how this perspective has the 
potential to provide the conceptual tools for framing interesting hypotheses regard-
ing the psychology of race and ethnic bias and why these biases are so persistent 
and pervasive in society. In doing so, we draw attention to the fact that our history of 
intergroup conflict and the unique problems it posed for our male and female ances-
tors may be responsible for why we tend to be biased when judging and evaluating 
ingroups and outgroups, and we argue that these biases served functional outcomes 
for the agents of group-based prejudice and discrimination. An appreciation of this 
history is crucial to understanding the psychological underpinnings of our propen-
sity for warfare and xenophobia.

A Meta-Theoretical Approach to the Psychology  
of Intergroup Conflict

In attempting to provide coherent accounts of how the psychology of intergroup 
conflict operates, it is perhaps most fruitful to stay true to a broader computational 
approach shared by psychologists of different stripes, and avoid the language of 
the false dichotomies of nature versus nurture, genes versus culture, or personality 
versus social context. Rather, a computational approach suggests that the workings 
of the mind can be understood as the output of psychological systems with work-
ing mechanisms designed “for” a purpose or goal of the system (e.g., Tooby and 
Cosmides 1992). The mechanisms that compose these systems can be understood 
even without specific knowledge of the contributions made from one’s genes versus 
socially transmitted information. The computational systems devised by natural se-
lection are indifferent to whether information is obtained from one’s genes or one’s 
environment (e.g., Dawkins 1982; Kaplan and Gangestad 2005). Rather, the mecha-
nisms that generate behavior operate on decision rules that are shaped by natural 
selection as a function of their influence on survival and reproduction in a given 
environment. From this broad, computational understanding of how psychologi-
cal systems operate, the utility of dichotomous thinking regarding notions such as 
the relative importance of “persons” versus “social situations” in predicting human 
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behavior and cognition (Mischel 1979) becomes less relevant. This is because an 
individual’s personality and environment are more rightfully conceptualized as in-
formational input into the computational systems of the mind—systems which must 
yield, as do all replicating systems found in nature, to the forces of selection.

A Theory of the Psychology of Intergroup Conflict: Separate 
Adaptive Problems between the Sexes and Adaptive Solutions

Our discussion of the workings of the psychological systems relevant to intergroup 
conflict begins with the acknowledgment that the challenges faced by ancestral men 
and women, and the solutions to those problems, likely differ as a function of dif-
ferences in sexual strategies between men and women. As such, we draw heavily 
on the insights of parental investment and sexual selection theories (Darwin 1871; 
Bateman 1948; Trivers 1972). We posit that selection has produced psychological 
systems for managing the cognitive processing of the risks and benefits of physical 
and sexual aggression in intergroup contexts, which differs between men and wom-
en (Thornhill and Palmer 2000; Tooby and Cosmides 1988; Navarrete et al. 2010).

The Roots of a Male-Specific Psychology of Prejudice

Sexual selection is a form of natural selection that operates along two pathways 
(Darwin 1871; Fisher 1930; Andersson 1994), intra- and intersexual selection. In-
trasexual selection involves competition between members of the same sex, and 
produces traits that are useful in competition with same-sex rivals in gaining access 
to mating opportunities (e.g., elongated teeth and horns, large muscles). Intersex-
ual selection describes a feedback process in which the strategies and preferences 
of one sex give rise to counterstrategies and preferences in the other. Rather than 
evolving to address same-sex competition, this process typically facilitates the evo-
lution of traits that are useful for attracting members of the opposite sex (e.g., plum-
age and nuptial gifts), but the process can also be applied to understanding how one 
sex deals with the sexual strategies of the other sex (e.g., female estrus).

Parental investment theory begins with the observation that the sexes dif-
fer in the minimum physiological effort they must exert to produce viable off-
spring (Clutton-Brock and Vincent 1991). The applications of this theory are 
wide-ranging and apply to humans and nonhuman animals alike. For example, at 
minimum, women bear the costs of gamete production, fertilization, placentation, 
gestation, birthing, and lactation, whereas men are minimally obligated to invest 
only in the energetic resources required for gamete production and fertilization. 
Given this asymmetry, the marginal fitness gains from acquiring multiple mates are 
far greater for men than for women, and the costs of mating with a low-quality mate 
are far greater for women than for men. In other words, women are physically con-
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strained by their reproductive physiology for a relatively lower reproductive ceiling 
over their life span; as a result, increasing the number of sexual partners does not 
increase reproductive success to the same degree as it does for men. In fact, it can 
place women at higher risk for harmful consequences of sex—such as those arising 
from infectious disease and low genetic quality of the copulating partner—without 
the offsetting benefit of steeply increased offspring number as is true for men.

Merging insights from sexual selection and parental investment theory suggests 
that the fundamental differences in reproductive physiology between the sexes pro-
duce an asymmetry in the strength of intrasexual competition, with competition for 
mates operating more strongly in males (Trivers 1972). For men, risky, aggressive, 
and physically dangerous tactics used to subdue, debilitate, or eliminate same-sex 
competitors can greatly increase reproductive output via increased status and its 
associated fitness benefits, including increased sexual access to the opposite-sex 
surplus (Griskevicius et al. 2009). For women, however, the same tactics do not 
increase potential reproductive output given the constraints of women’s reproduc-
tive physiology.

Given that men have more to gain than women from engaging in interpersonal 
violence, this logic may be extended to apply to intergroup violence as well. As-
suming that collective action problems characteristic of intergroup conflict are ad-
dressed (e.g., Choi and Bowles 2007), the winners of such conflicts may be re-
warded with additional territorial and food resources, increased status, and direct 
acquisition of females from the defeated group (Manson and Wrangham 1991; Mi-
tani et al. 2010; Tooby and Cosmides 1988; Wrangham et al. 2006). Thus, just as 
interpersonal violence is typically a male affair, when we apply the principles of 
sexual selection and parental investment to the problem of human intergroup ag-
gression, we should similarly expect males to be both its primary agents as well as 
its primary targets (Buss and Shackelford 1997; Daly and Wilson 1988; Sidanius 
and Pratto 1999). This can occur even under conditions of high risk of injury or 
death, given that the formation of coalitions is typically characterized by mecha-
nisms for effective risk management, such as pooling risk across individuals behind 
a “veil of ignorance” regarding one’s probability of injury or death, and “winner 
take all” outcomes that create large payoffs for survivors (Choi and Bowles 2007; 
Tooby and Cosmides 1988). Such incentives explain sex differences in the willing-
ness to engage in risky and aggressive strategies in order to dominate other groups, 
as well as the motivation to avoid being dominated. As such, with a high-risk, high-
reward incentive structure, it is likely that a male-specific psychology of intergroup 
conflict may have evolved to perpetrate or resist intergroup dominance and aggres-
sion among males. Thus, to the extent that racial categories can be mentally repre-
sented as coalition-like entities to the human mind (Kurzban et al. 2001), we submit 
that the workings of this psychological system should be detectable in empirical 
investigations of intergroup bias—including sex differences in behavior, emotional 
reactions, attitudes, and cognitive processing of group phenomena.
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Evidence for a Male-Specific Psychology of Intergroup Conflict

Given that men are willing to accept more risk in competition for valued resources, 
we predict that in behavioral studies of intergroup conflict, men should be less in-
hibited to embrace aggressive intergroup strategies. Consistent with this expecta-
tion, men report more competitive intergroup interactions than women (van Vugt 
et al. 2007), and are more likely to engage in “pre-emptive strikes,” without prov-
ocation, in simulated war games (Johnson et  al. 2006). In a recent experimental 
study, researchers found that men, but not women, were more likely to endorse 
statements supporting war after they had been primed with attractive members of 
the opposite sex (Chang et al. 2011). Such results are consistent with the notion 
that, for men, intergroup conflict may serve the ultimate purpose of gaining access 
to reproductive resources.

Data from surveys measuring racial attitudes and discrimination support this 
perspective. Based on the notion that racially prejudiced attitudes can be conceptu-
alized as a type of “low-level” expression of intergroup aggression among males, 
Sidanius and Veniegas (2000) made the following two predictions: (1) men should 
express greater racial prejudice and discrimination than women and (2) such preju-
dice should be more strident against men (compared to women) of the racial out-
group. Survey evidence does in fact suggest that men are, on average, more biased 
than women on explicit measures of race bias (e.g., Ekehammar 1985; Ekehammar 
and Sidanius 1980, 1982; Furnham 1985; Marjoribanks 1981; Sidanius et al. 1991; 
Sidanius and Ekehammar 1980). Archival and audit studies provided some support 
for the second prediction that men are the targets of greater levels of group-based 
prejudice. Examples are readily found in audit studies in the educational system 
(Gordon, Piana and Keleher 2000), the labor market (Arai and Thoursie 2007; Arai,  
Bursell, and Nekby 2008; Carlsson and Rooth 2007; Stroh et al. 1992), sales pricing 
of automobiles (Ayres  1991), and criminal sentencing (Bushway and Piehl 2001; 
Steffensmeier et al. 1998).

Although such outcomes are indicative of “real world” discrimination, such 
studies have the limitation that, because the gender of the agent of prejudice is 
anonymous, it is not clear if the male-targeted outcomes are the result of greater dis-
crimination by men or if women also contribute to such negative outcomes for out-
group men. However, several laboratory experiments have demonstrated the greater 
evocative potential of male outgroup targets in engendering biased reactions. For 
example, vignettes involving criminal men of racial outgroups elicit greater bias 
with respect to punitive attitudes about criminal sentencing relative to vignettes 
involving outgroup women portrayed as criminals (Haley et al. 2004); resistance 
to extinction of conditioned fear is greater toward outgroup men than women (Na-
varrete et al. 2009); and angry outgroup male faces facilitate superior detection in 
visual search tasks akin to the kinds of abilities typically evoked by natural hazards 
such as snakes or spiders (Ackerman et al. 2007).

More recently, Navarrete et al. (2010) tested a set of predictions informed by a con-
sideration of the specific selection pressures postulated to have shaped the intergroup 
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psychology of men. Namely, that (a) discriminatory outcomes would be greater when 
men were pitted against other groups of men compared to women and (b) aggression 
and social dominance would more consistently predict bias for men, relative to women.

The researchers conducted an experiment with male and female participants who 
were asked to make recommendations for zero-sum resource allocations to ingroups 
and outgroups composed of all males or all females. They found that when given 
the option of inflicting a spiteful, costly punishment on another group at the cost 
of ingroup resources, men elected to punish outgroups composed of men, more 
so than outgroups composed of women. Interestingly, women showed no bias in 
punishment, between ingroup and outgroup targets, regardless of their gender com-
position. In two other studies (Studies 2 and 4; Navarrete et al. 2010), men’s racial 
prejudice, but not women’s, was related to individual differences in aggression, 
particularly when the men’s goal of intergroup dominance was chronically salient.

Consistent with the widely documented sex difference in prejudiced attitudes 
against outgroups, these patterns of sex-specific relationships among target gender, 
agent gender, aggression, and the goal of social dominance suggest that a meaning-
ful component of racial prejudice may be fundamentally related to recurring inter-
group conflict among human males over evolutionary history. Taken together, this 
collection of findings is consistent with theoretical expectations. However, the se-
lection pressure arising from male–male competition alone does not explain another 
important aspect of intergroup prejudice: that exhibited by women. Although there 
is evidence suggesting that women are generally less explicitly prejudiced than men 
(reviewed in McDonald et al. 2012), they are clearly not free from bias. In studies 
where the gender of the outgroup target is manipulated, levels of bias displayed by 
men and women toward outgroup men are often similar (e.g., Haley et al. 2004; 
Navarrete et al. 2009), or sometimes even greater for women (e.g., Owens et al. 
2000; Stets and Straus 1990; Fisman et al. 2008). Such findings suggest that an un-
derstanding of the mechanisms underpinning women’s intergroup bias cannot rely 
solely on processes that evolved to manage intrasexual competition among men.

To improve our understanding in this regard, we might ask: what selection pres-
sures have been at play that might have shaped women’s psychology of bias? In-
trasexual competition among men may have contributed to a conflict of interest 
between men and women in the choice and timing of mating in intergroup contexts. 
Below we describe a female-specific psychology of intergroup bias that may have 
evolved in response to the unique problems that women have faced in conflicts of 
interest with outgroup men.
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The Roots of a Female-Specific Psychology  
of Intergroup Conflict

Female Reproductive Choice and the Problem  
of Sexual Coercion

Female reproductive choice is a core component of mating strategies for sexually 
reproducing organisms (Trivers 1972), and maintaining choice of one’s mate is crit-
ical to the health and wellbeing of offspring. For human females, two general pater-
nal factors influence the survival prospects of their children: the genetic quality of 
the biological father and the amount of investment the father makes in providing for 
the offspring. Lower-quality males with genetic predispositions impairing survival 
prospects or a low social standing have a higher probability of having low-quality 
offspring who themselves may not survive or may not be able to obtain mates. 
Women who conceive without paternal investment are at risk of not having the nu-
tritional or protective resources necessary for birthing and raising healthy offspring. 
Sexual aggression from strangers poses severe risks across both of these factors. 
Without the important information about the characteristics of the father of one’s 
offspring that comes with familiarity, the opportunity to judge the quality of the fa-
ther is compromised even more so than when traits of the attacker are known, which 
is a cost in its own right, to be sure. Moreover, strangers who invade and aggress 
sexually may be less likely to remain to invest in childcare and protection following 
birth. Additionally, unfamiliar outgroup males are almost certainly less likely to be 
held accountable to ingroup norms for the monitoring and sanctioning of deviance.

A point worth making along these lines is that “stranger rape” is less common 
than rape by those with whom the victim is acquainted in modern societies. How-
ever, this is also true of nearly every known kind of violent assault, including mur-
der (Wolfgang 1958), and is due to the logical necessity that most people’s social 
networks are largely a function of their proximity to family, friends, allies, and oth-
ers with whom they become acquainted (Daly and Wilson 1988). Furthermore, the 
human proclivity for social interaction along familiar lines is almost certainly due 
to the fact that we are much better off in proximity to those with shared fates (ge-
netically or otherwise) relative to outsiders whose interests are not closely aligned 
with ours and who cannot be readily monitored and sanctioned for deviant behavior 
(Yamagishi 1998; Yamagishi and Kiyonara 2000). As such, the so-called greater 
“likelihood” of violent or sexual assault by acquaintances or intimate partners rela-
tive to strangers may be an artifact of human evolved affiliative preferences serving 
prophylactic functions, as is suggested by the empirical link between a woman’s 
proximity to her kin and the avoidance of rape (reviewed in McKibbin and Shack-
elford 2012). Thus, the affordances for victimhood must consider baseline rates 
of time necessarily spent in proximity to acquaintances/intimates versus that spent 
among strangers, which almost certainly means that individuals are at a far higher 
risk of being assaulted by strangers rather than by acquaintances. In other words, 
the per time unit risk of sexual assault at the hands of unfamiliar outgroup men is 
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likely to be markedly higher than the threat of sexual assault among familiar men 
from one’s own within-group network, if baseline time in proximity were to be held 
constant. Therefore, the logic underlying female choice implies that the costs as-
sociated with the risks of sexual coercion are exacerbated when one is in proximity 
to an outgroup male.

On Selection Pressures for a Risk Management System

Tying the logic of the costs of sexual coercion to the logic of coalitional conflict 
among males described above suggests that men on the weaker side of a coalitional 
conflict are not the only ones who suffer fitness challenges from invaders. Although 
women may have a lower probability of being the victims of lethal intergroup vio-
lence, they have all too often been the targets of nonlethal sexual violence in times 
of group conflict (Broude and Green 1978; Levinson 1989; Vikman 2005; Thornhill 
and Palmer 2000). To be sure, the costs for sexual aggression are potentially quite 
high for men in most within-group contexts (Smith et al. 2001), including the risk of 
retaliation from the victim, her kin, or mate, as well as the loss of one’s reputation 
and alliances. Thus, it is not surprising that most men, under most circumstances, 
do not use sexual aggression as a reproductive strategy.

However, the costs to perpetrators of sexual aggression may be markedly lower 
when committed against outgroups, particularly when intergroup relations are hos-
tile, such as is the case during warfare (Thornhill and Palmer 2000; Wrangham and 
Peterson 1996; Vikman 2005). This may be due to a combination of several social 
processes, including the reduced accountability across group boundaries and eth-
nocentric moral double standards in the value placed on the interests of outgroup 
members. At the level of proximate causation, there are studies documenting biases 
in the activation of empathy to ingroup members in pain versus outgroup members 
(e.g., Avenanti et al. 2010) and the greater likelihood of harming others when in a 
group than when alone (e.g., Leidner and Castano 2012). Holding aside the question 
of whether the human male psychology has been shaped by selection to seek out 
opportunities for sexual aggression (Thornhill and Pamer 2000), the available evi-
dence strongly suggests that sexual coercion is likely to have occurred often enough 
throughout history to have been an important selection pressure on the psychology 
of human females.

That women have been confronted with the problem of maintaining reproductive 
choice in the face of challenges from coercive males is evidenced in the historical 
record of intergroup conflict as documented by historians of antiquity as far back 
as there are records (Vikman 2005). Mass rape of women and girls were among 
the punitive measures taken by Greek, Persian, Arabic, Jewish, and Roman armies, 
with ensuing sexual and conjugal slavery condoned and regulated by both secular 
and religious law. The Hebrew Bible contains numerous references to the ubiquity 
of gang rape, sexual slavery, and forced marriage of victims to the perpetrators in 
descriptions of ancient Semitic tribal conflict, and it is described as an almost trivi-
ally obvious expectation of the spoils of battle (reviewed in Pinker 2011). Relatively 
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recent examples of sexual aggression during violent conflicts such as those com-
mitted in Bosnia, Rwanda, Darfur, and the US engagement in Vietnam highlight 
the continuing risk of sexual aggression for women on the weaker side of group 
conflicts.

Regardless of the precise nature of the proximate or functional psychological 
factors that lead to sexual aggression by men in intergroup contexts, it appears that 
sexual coercion by outgroup men not only poses unique risks because of the added 
costs of uncertainty, but also may have historically posed a more probabilistic threat 
of sexual assault than  men from one’s own group. Not only has warfare provided 
greater affordance of opportunities for sexual aggression as far back as the historical 
record allows (Vikman 2005), but violent intergroup conflict may have been even 
more common in prehistoric societies than has been the case in historical societies 
(Bamforth 1994; Chagnon 1996; Daly and Wilson 1988; Ember 1978; Ghiglieri 
1999; Keeley 1996; Knauft 1987; Krech 1994; Wrangham and Peterson 1996). In a 
recent survey of the history and prehistory of violence, Pinker (2011) provides com-
pelling evidence that across cultures and throughout history, physical violence has 
been reliably correlated with sexual aggression, and physical aggression has sub-
stantially declined in modern times. Given the importance of reproductive choice 
for women, intersexual selection acting on the conflict of reproductive interests 
between coercive men and discerning women may have favored a female-specific 
psychology predisposing women to be vigilant against outgroup men to avoid sex-
ual coercion.

Taken together, the observations that (a) sexual aggression is not uncommon 
among our closest primate cousins, (Smuts 1993) (b) warfare and sexual aggression 
have been tightly linked as far back as recorded history, (c) physical and sexual 
aggression are reliably linked across space and time, and (d) intergroup violence 
was much more common in the past than in modern times, it is not unreasonable to 
suspect that women have faced recurring threats of sexual assault throughout our 
evolutionary history, and perhaps threats higher than those encountered in modern 
Western societies, and that they may have been particularly at risk from men from 
groups other than their own.

To be sure, by interacting with outgroups, there are potential fitness benefits to 
broadening the pool of mate choices to include mates of any social group. Although in-
variant avoidance of outgroup men would drastically decrease the risk of sexual coer-
cion or aggression, there are potential costs to this behavior as well. These costs include 
diverting attention and energy away from other important tasks and the potential loss 
of valuable interactions with outgroups, such as trading opportunities or noncoercive 
mating opportunities. Given that preferences for and against outgroup men have fitness 
relevant costs, a woman’s degree of bias should be expected to vary as a function of her 
appraised vulnerability to losing control of the maintenance of reproductive choices. 
As such, we posit that (a) women who perceive themselves to be more vulnerable to 
sexual coercion and (b) perceive outgroup men as particularly physically formidable 
(and more capable of overpowering a woman) should be more willing to pay the costs 
associated with bias (e.g., attention and energy) in order to minimize the probability of 
sexual aggression and its attendant loss of choice in reproductive partner.
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Recent research suggests this may be a productive framework in which to ad-
dress a female-specific psychology of prejudice. Results from several studies in-
dicate that White women’s perceived vulnerability to sexual coercion is positively 
correlated with negative attitudes toward African Americans (Navarrete et al. 2009; 
Navarrete et al. 2010, Study 2). One study showed that race prejudice for women 
was most strongly directed at Black men, not Black women, and that the relation-
ship between perceived vulnerability to sexual coercion and fear toward Black and 
White men and women was strongest toward Black men (Navarrete et  al. 2010, 
Study 3). Put simply, the degree to which White women were biased against Black 
men was predicted by how vulnerable White women felt to sexual coercion. Con-
sistent with the notion that a domain-specific link may exist between the avoidance 
of sexual coercion and the avoidance of outgroup men, this relationship held even 
when the effect of general fearfulness was statistically controlled.

The link between women’s perceived vulnerability to sexual coercion and bias 
toward outgroup men suggests that outgroup prejudice may be specifically attuned 
to the costs of sexual aggression, which are not the same throughout the course of 
a woman’s menstrual cycle. Because the reproductive consequences of sexual ag-
gression are strongest during the peri-ovulatory phase of the menstrual cycle (i.e., 
the window in which a woman can conceive), women should be especially biased 
toward outgroup males during the fertile part of their cycle. This should be particu-
larly true for women who perceive themselves to be vulnerable to sexual coercion, 
and for those who view outgroup men as physically formidable. In a test of these 
specific theoretically derived predictions, Navarrete et al. (2009) reported that the 
relationship between perceived vulnerability to sexual coercion and multiple mea-
sures of prejudice toward outgroups increased in magnitude as fertility increased 
across the menstrual cycle.

McDonald, Asher, Kerr, and Navarrete (2011) replicated and extended these 
findings by demonstrating a link between conception risk and implicit prejudice in 
both racial and nonracial intergroup contexts. In light of the conflict between the 
potential costs and benefits associated with intergroup interactions, in generating 
prejudiced evaluations of outgroup men, selection may have favored psychological 
mechanisms that assess the extent to which such men are perceived as physically 
formidable, as such traits would increase the effectiveness of a man’s attempts to 
physically overpower and constrain women’s behavior, and therefore, reproductive 
choice. McDonald and colleagues hypothesized that the link between conception 
risk and implicit intergroup prejudice would be particularly strong for women who 
associate the outgroup with physical formidability. These findings are not trivial, 
given that implicit measures of bias have been shown to correlate more strongly 
with “real-world” behavior than explicit measures (Greenwald et al. 2009).

Two studies were conducted to test this prediction using both White/Black men 
as targets, as well as men categorized into arbitrarily bifurcated social groups distin-
guishable solely by shirt colors. Research participants were assigned to groups based 
on largely arbitrary preferences for one primary color versus another (e.g., yellow 
vs. blue), after which they completed implicit association tests measuring (a) the 
extent to which they readily associated outgroup men with physical formidability 
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(“physicality”) relative to ingroup men and (b) the extent to which outgroup men 
were more negatively/less positively evaluated on affectively charged semantic 
terms (e.g., horrible, evil, or good) relative to ingroup men. Across both studies, 
the results revealed that conception risk was associated with greater prejudice in 
intergroup evaluations, particularly when outgroup men were perceived as being 
associated with physicality. These findings suggest that the psychological system by 
which women’s evaluations of outgroup men become more negative, as a function 
of conception risk, does not depend on a specific racial context (e.g., Black versus 
White). Instead, the mechanisms within the system likely rely on more basic cat-
egorization processes that respond to cues that are not dependent on the race of the 
target, but on the target’s group category—even if largely arbitrary. Such findings 
are consistent with the notion that our evolved psychology is likely to have been 
shaped during a time in our evolutionary history when groups were not defined by 
race but by differences in social alliances marked by nonphysical traits such as lin-
guistic accent, dialect, and social customs or norms (Fig. 6.1).

Overall, these results suggest that women may be equipped with psychological 
mechanisms designed to protect reproductive choice by avoiding outgroup men, 
who may have historically posed the greatest reproductive threat, particularly when 
(a) a women perceives herself as particularly vulnerable to such threats and when 
(b) the targets are perceived as being most capable of effectively constraining a 
woman’s reproductive choice.

A Summary of Sex Differences in the Psychology  
of Intergroup Conflict

We have so far argued that the adaptive problems posed by intergroup conflict have 
been different for men and women throughout human evolutionary history, and that 
the manner in which natural and sexual selection has provided ways of dealing 

Fig. 6.1  Intergroup prejudice 
as a function of conception 
risk and physicality associati-
ons (1 S.D. above and below 
the mean). From McDonald 
et al., 2011, Psychological 
Science
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with these problems may have set the stage for important psychological differences 
between the sexes. We think these differences reflect the workings of an evolved 
psychology designed to provide sex-specific solutions to the unique challenges that 
are posed by outgroup men to each sex. These problems and solutions have pro-
duced psychological sex differences in the expression of intergroup bias, likely to 
have evolved on separate sexually selected avenues of conflict: intrasexual conflict, 
in which men of separate coalitions have competed with each other for potential 
access to mates, and intersexual conflict, in which women have attempted to avoid 
sexually aggressive tactics from outgroup men. These paths to prejudice are psy-
chologically manifested as a predisposition for aggressive prejudice for men, and 
greater proneness to fearful prejudice for women—both paths directed most strongly  
toward male exemplars of the outgroup.

Conclusion

We have described women’s bias as primarily targeted toward outgroup men rath-
er than ingroup men or outgroup women because of the costs associated with in-
creased risk of sexual coercion by outgroup men, all else being equal. We have 
also described men’s bias as targeted primarily toward outgroup men, because of 
the gains to be had by eliminating or dominating other male coalitions. In marshal-
ing empirical support for our claims, we described work that utilized the natural 
variation existing between individuals on the traits relevant to the function of these 
biases in order to explain variance in the expression of bias. This is because we do 
not expect that, as a product of evolution by natural selection, the psychology of 
prejudice should be characterized by built-in preferences or tastes that are not sen-
sitive to environmental input. Instead, we posit the existence of dynamic, evolved 
psychological systems that are sensitive to the costs and benefits of any course of 
action in the face of uncertain outcomes and incomplete information. 

The costs of any course of action in response to a given threat are likely to in-
clude a risk assessment of one’s probability of falling victim to the threat. Highly 
aggressive and dominant men may feel better able to engage the threat of outgroup 
men, and therefore express greater prejudice—a syndrome likely to be related to 
readying oneself for approach-related posturing or violent engagement. On the 
other hand, women who appraised themselves as highly vulnerable to sexual coer-
cion, and view outgroup men as physically formidable, exhibit more prejudice not 
because such personality profiles are associated with the need to ready oneself for 
approach-related contact, but to protect oneself from threats to reproductive choice. 
Thus, it should be clear that prejudice is not only about approach-related aggres-
sion and dominance but also about avoiding danger among those individuals who 
have appraised themselves as most vulnerable to those dangers. Thus, prejudicial 
outcomes can arise by opposing strategies of approach and avoidance.

A key limitation with our description of avoidant bias is that there may be over-
laps in the psychological mechanisms underlying a female psychology of sexual 
coercion avoidance with a more general psychology of disease avoidance. For 
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example, instead of experiencing fear and engaging in flight and concealment, 
when presented with a threat of sexual aggression, women may avoid costly mating 
by experiencing disgust and engaging in a more measured avoidance (Tybur et al. 
2009). Although typically thought of as functioning to motivate pathogen avoidance 
(e.g., Curtis and Biran 2001), disgust is elicited by a number of sexual behaviors 
that connote costs such as incest and sexual coercion, as well as other sexual be-
haviors that involve greater potential disease costs (e.g., anal sex). Effectively, the 
underlying reasons for avoiding such maladaptive sexual interactions are similar to 
those motivating women’s intergroup bias under selection pressure from sexual co-
ercion. Connecting insights from the growing literature on the connection between 
disease and avoidance and prejudice on the one hand and the links between rape 
avoidance and prejudice on the other, is a potentially intellectually rich enterprise 
waiting to be developed.

In closing, we have been careful to avoid claims that all features of the prejudiced 
mind are reducible to sexual selection, but have done our best to emphasize an of-
ten overlooked, but critically important component of the psychology of intergroup 
conflict, prejudice and discrimination—the sex of the agent and target. However, 
there are other problems related to group-based prejudice that have not been treated 
here, some of which are fundamentally related to sex, such as female coalitional al-
liances and intrasexual aggression in nonphysical forms. Although not likely to be 
as explicit or as physically aggressive, as is the case among men, a growing body 
of work suggests that aggression may not be less common among women, but that 
it may be only less explicit and physically violent in nature (reviewed in Cross and 
Campbell 2011). As is the case with females of many primate species, coalitions 
among women and girls against same-sex competitors may be fundamental to the 
human condition, even if such competition stops short of physical violence (e.g., 
Fisher, Tran, and Voracek 2008). A full evolutionary account of such dynamics is 
waiting to be done, and represents a limitation in current theory and research in 
evolutionary approaches to social psychology, as it is in this present chapter.

Likewise, our current analysis has left out a major thread within the evolutionary 
literature, and one, which surely must be a key component of the psychological ar-
chitecture shared by both men and women with respect to thinking about groups: that 
of the problem of cooperation within groups and how to coordinate collective action. 
How the problem of cooperation is relevant to the emergence and maintenance of 
intergroup biases is an under-explored area of inquiry among evolutionary and so-
cial psychological researchers (for exceptions see Brewer 1999, and Gil-White 2001). 
Perhaps humankind’s most noble social instincts can also lead to between-group 
preferences—our capacity for compassion for others like ourselves, our willingness 
to sacrifice our own comfort and safety for the benefit of others, and our desire to 
conform in order to not offend others—these may all have a dark side to them if their 
expression is contingent on anything other than unconditional love. The frontiers of 
psychological science is ripe for bold perspectives that seek to explain difficult topics, 
perspectives that cut across disciplinary lines in the search for ever more accurate nar-
ratives of topics such as how and why we can too often be so damned tribal.
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Introduction

Evolutionary psychology typically focuses on universal adaptations that, in some 
way, at some evolutionary time period, increased reproductive success. While uni-
versal adaptations are certainly important in understanding behavioral phenotypes 
and the selection pressures that spawned their development, an equally important, 
but often overlooked, level of human nature from an evolutionary framework is 
individual differences. A focus on individual differences is particularly important 
for at least two main reasons. First, many of the traits and behaviors that are of 
interest to evolutionary psychologists show remarkable variation across the human 
population. Even within phenotypes that are generally considered to be universal 
adaptations, such as the desire to mate and the capacity for violence, there is consid-
erable variation (Hawley and Buss 2011). Some people, for instance, may be highly 
sexually active, mating with multiple partners, whereas other people may be more 
selective and perhaps even monogamous. Similarly, although the capacity for vio-
lence is universal, there exists a wide range of phenotypic variation in the actual use 
of violence with predatory offenders falling at one end of the distribution and other 
people who would only display violence when attacked or threatened falling near 
the other end of the continuum. Second, and closely related, variation is what allows 
universals to evolve. Without phenotypic variation, the trait and/or behavior could 
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not be actively selected for or under selection pressure. As a result, understanding 
the processes by which individual differences are produced can provide insight into 
how human universals arise.

Whether the focus is on human universal adaptations or individual differences in 
phenotypes, there can be little doubt that genes are partially responsible for produc-
ing them. After all, genes and genetic variation are the key ingredients in the evolu-
tionary process. When the focus is on human universals, the overarching assump-
tion is that at some point in human history, there was variation in a given phenotype 
which was produced by genetic variation. However, because a particular genetic 
variant conferred a specific evolutionary advantage, this genetic variant spread and 
wiped out the genetic variation that previously existed at these loci. Part of the rea-
son that human genotypes are exceedingly similar is because of selection pressures 
that eliminated variation and produced universal adaptations (Plomin et al. 2002). 
When the focus shifts to studying individual differences, there is an emphasis on 
identifying parts of the genome that are known to vary and could produce phenotyp-
ic variation. Genes, of course, are not deterministic or fatalistic and thus are not the 
only factors that are involved in producing variation; rather, environmental stimuli 
are also known to shape and mold certain phenotypes. The extent to which genetic 
and environmental factors are responsible for producing phenotypic variation is a 
matter of significant and sometimes contentious debate (Loehlin 2009).

Perhaps nowhere is this debate more pronounced than when it comes to research 
examining individual variation in violent criminal behaviors. Even today—a decade 
after the mapping of the human genome—the mere suggestion that violent crime 
could be partially produced by genetic factors is, in some academic circles (most 
notably sociology and criminology), still met with resistance, hostility, and outright 
ridicule (e.g., DeKeseredy 2013; Walby and Carrier 2010). Far too often, the debate 
centers on ad hominem attacks and not on the findings from scientific-based empiri-
cal research. Understanding the genetic and environmental causes of individual dif-
ferences in criminal behavior is important to ascertain why such behavior persists 
today. In today’s society, people who engage in violent criminal behavior face a 
number of evolutionary obstacles that tend to limit their reproductive success. For 
example, violent offenders tend to be incarcerated for long periods of time, during 
which time they cannot gain access to mates capable of reproduction. They are also 
at a high risk for an early death, they tend to have reduced social standing, they do 
not accumulate wealth or material assets, and they are plagued by health-related 
problems (Moffitt 1993). Taken together, the reproductive consequences that flow 
directly from violent crime should give reason to pause and reconsider whether 
violent behavior exists today because it conferred reproductive advantages in an-
cestral environments (i.e., “environment of evolutionary adaptedness”; Alcock and 
Crawford 2008; Buss 2005). For example, violent persons would be able to move 
up social and political hierarchies, they would be able to ward off potential attack-
ers or mate poachers, and they might even gain increased access to mates through 
their successes at wars and/or intrasexual competition (Buss 2005; Buss and Shack-
elford 1997; Daly and Wilson 1988; Nedelec and Beaver 2012). In other words, if 
genes were responsible for producing variation in violent tendencies in the ances-
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tral environment, then these violent tendencies should remain with us today even 
though they are largely maladaptive in contemporary, industrialized societies. This 
possibility hinges on whether individual variation in violent criminal tendencies 
is influenced significantly by genetic factors. The remainder of this chapter will 
explore this possibility.

Estimating Genetic Effects

At the heart of evolutionary behavioral genetics is genetic variation. Without ge-
netic variation, selection at the genetic level would not occur and all phenotypic 
variation would be attributable to environmental stimuli. For natural selection to 
operate, genetic variation is required and that variation must correspond to variation 
in reproductive success (i.e., fitness; Mayr 2001). Genetic variation, for instance, 
might correspond to increases in strength, beauty, intelligence, and even longev-
ity—all of which can differentially influence reproductive success (Buss 1994; 
Kanazawa 2004; Lahdenpeä et al. 2004; Symons 1995). Over time, the genetic 
variants that increase reproductive success will be selected for and those that de-
crease reproductive success will be selected against. Should the selection pressure 
be strong enough, eventually genetic variation for that phenotype will be wiped out 
and the resulting phenotype will become a universal feature of human nature (Mayr 
2001). Most of the phenotypes of interest to evolutionary psychologists and social 
scientists are far from universals and possess a significant amount of phenotypic 
variation. As a result, trying to figure out the extent to which genetic variation is 
responsible for producing phenotypic variation has become the source of a consid-
erable amount of research.

One of the key ways in which genetic variation occurs is through mutations—
that is, random changes to DNA sequences that can then be passed across genera-
tional lines. Genes that vary from person to person (largely because of mutations) 
are called polymorphisms and alternative copies of the gene are known as alleles. 
In terms of their fitness-related effects, mutations can be beneficial, harmful, or 
neutral. Beneficial and harmful mutations are of particular importance to evolu-
tionary genetics as beneficial mutations will tend to spread, whereas deleterious 
mutations may eventually be purged from the genome. Of course, the spread and/or 
removal of mutations is much more complex than this, but it does provide the basic 
foundation for understanding how genetic variation can change over time through 
evolutionary pressures.

Trying to quantify the extent to which genetic variance is able to account for phe-
notypic variance is nearly impossible when examining mutations. After all, most 
phenotypes studied by evolutionary psychologists would be considered polygenic 
phenotypes, meaning that a relatively large number of genes would be involved in 
producing phenotypic variance (Beaver 2009a; Tielbeek et al. 2012). For example, 
suppose that there was a polymorphic gene with two different alleles: A and a. The 
A allele increased the average life expectancy by 1 month and the a allele decreased 
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the average life expectancy by 1 month. As illustrated in Fig. 7.1, this single gene 
could potentially account for a 4-month difference in life expectancy between two 
people (i.e., one with an AA genotype and one with an aa genotype), but that is only 
a small fraction of the entire variation in life expectancy that exists in the human 
population. Other polymorphic genes are also involved and environmental factors, 
such as diet, exposure to toxins, and availability of medical treatment, would also 
play a central role in determining life expectancy. This complexity is compounded 
by the fact that only a handful of genes thought to affect most phenotypes have 
been discovered (Plomin et al. 2002). Trying to identify all of the mutations that 
would account for variance in phenotypes is thus a futile enterprise at this point. 
This is particularly true for antisocial phenotypes, such as violent crime, as they are 
thought to be the product of hundreds of genes, an array of environmental patho-
gens, and interactions between genetic and environmental factors. Moreover, only 
a few genes have consistently been linked to violence, and so attempting to use 
mutations as a way of figuring out how much variance in violence is attributable to 
genetic variance is really a misguided approach (Beaver 2009a).

Fortunately, there are a number of analytical techniques that can be used to 
estimate the extent to which phenotypic variance in violent criminal behavior is 
accounted for by genetic variance (mainly through the rise of mutations) without 
having to identify and measure all of the mutations involved. The first main tech-
nique employed to estimate genetic influences on phenotypic variance involves the 
use of twin pair samples. With twin-based research, two types of twins are com-
pared: monozygotic (MZ) twins and dizygotic (DZ) twins. MZ twins share 100 % of 
their DNA whereas DZ twins share, on average, 50 % of their distinguishing DNA. 
Both types of twins, however, are assumed to share environments that are just as 
similar to each other (referred to as the equal environments assumption or “EEA”). 
For example, the environments between MZ twins from the same twin pair are 
thought to be roughly approximate to the environments between DZ twins from the 
same twin pair. If the EEA is not violated, then the only reason that MZ twins should 
be more similar to each other than DZ twins is because they share twice as much 
genetic material (Medland and Hatemi 2009; Plomin et al. 2013).

In twin-based research, the variance in any measure is then decomposed into three 
different variance components: a heritability component, a shared environmental 
component, and a nonshared environmental component. Heritability captures the 

Fig. 7.1   Punnett square 
illustrating the effect on life 
expectancy of a fictitious 
polymorphic gene
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proportion of variance that is explained by additive genetic variance, and higher 
heritability estimates reflect greater levels of phenotypic similarity for MZ twins 
versus DZ twins. The proportion of variance not accounted for by genetic factors 
is thus explainable by environmental factors. Shared environmental effects capture 
phenotypic variance that is due to environmental factors that are shared between 
siblings which make siblings similar to each other. Some common examples of 
shared environmental factors include family-wide parenting practices, household 
income, and cultural forces. Nonshared environmental factors, in contrast, include 
environments that are unique to each sibling which make siblings dissimilar to each 
other. Different peer groups, child-specific parenting, and prenatal environments are 
some of the many examples of nonshared environmental influences. Importantly, 
the effects of error are included in the nonshared environmental estimate as well. In 
all, 100 % of phenotypic variance is accounted for by some combination of genetic, 
shared environmental, and nonshared environmental factors (Plomin et al. 2013).

Before moving into a discussion of the results generated from twin-based re-
search, it is important to point out that a number of criticisms have been leveled 
against research using samples of twins. Briefly, some of the key attacks on this 
methodology surround the violation of the EEA which would make the findings not 
generalizable to non-twins. While these arguments are not well grounded (Derks 
et al. 2006; Medland and Hatemi 2009), they do represent potential threats. Fortu-
nately, there are other methodologies that are not host to these potential limitations. 
One of the more common of these research designs is the blended-family meth-
odology. This methodology represents a simple variant of the twin-based research 
design. With the blended-family methodology, all different types of siblings are 
included in the sample as opposed to just focusing on MZ and DZ twins. A blended-
family design, for example, could include regular biological siblings, half-siblings, 
stepsiblings, and twins. This approach overcomes some of the criticisms of the 
twin-based approach—mainly, that the findings would not generalize to non-twin 
populations (Plomin et al. 2013; Posthuma and Boomsma 2000).

There are two other main research designs that have been used to estimate ge-
netic and environmental influences on phenotypic variance. The first is the MZ 
twins reared apart (MZA) methodology. In these studies, researchers take advan-
tage of the rare (and largely outdated) practice of separating MZ twins at birth 
and raising them by separate adopted families. Oftentimes the twins would mature 
into adults without ever knowing that they were part of a twin pair. For various 
reasons, however, later in life they frequently learn that they have a long-lost twin 
and thus reunite. MZAs represent perhaps the most powerful way to estimate ge-
netic effects because any similarity that exists between MZAs would be evidence 
in favor of genetic effects (and the stronger the degree of similarity, the stronger the 
genetic effect). Although MZAs are exceedingly rare, a laboratory at the University 
of Minnesota has tracked down more than 100 MZAs and published a great deal of 
research related to the genetic influence on an array of phenotypes between twins 
(Bouchard et al. 1990; Tellegen et al. 1988).

As with most of the other research designs used to estimate genetic and environ-
mental influences, the MZA research has also been attacked. Some of these attacks 
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are grounded in logic, such as the findings not generalizing to sample of non-MZAs, 
and some of these attacks have been more personal, such as accusing the research-
ers of MZAs of falsifying the data (Segal 2012). Importantly, the researchers were 
investigated and there was no evidence of misconduct. There is, however, at least 
one other research design that can be used to estimate genetic and environmental 
influences on phenotypic variance: the adoption-based research design. The logic 
of the adoption methodology is relatively straightforward. Basically, if a child is 
adopted very early in life (e.g., at birth), then their biological parents will have no 
socializing effect on the child. Rather, socialization will fall squarely on the adop-
tive parents. If the child does not have any contact with their biological parents, then 
the only reason that they should resemble their biological parents on any phenotype 
is because of the genetic material that they share with their parents. Moreover, the 
only reason that the adoptee should resemble their adoptive parents is because of the 
environment that they share with them (Plomin et al. 2013). A good deal of research 
has employed adoption-based research designs to explore the genetic and environ-
mental underpinnings to phenotypic variance. As with all research designs, how-
ever, there are limitations associated with the adoption-based methodology. Some 
of the key attacks on this methodology focus on the generalizability of the results to 
non-adoptees, the selective placement of adoptees in high-quality families, and the 
lack of research on adoptees drawn from nationally representative samples in the 
USA (Plomin et al. 2013).

As the above review makes clear, there are multiple methodologies that can be 
used to estimate genetic and environmental influences on phenotypes, including 
violent criminal behavior. While all of the research designs have shortcomings, 
such shortcomings are not universal across all research designs. Therefore, by using 
multiple methodologies, it is possible to examine whether the genetic and environ-
mental estimates vary as a function of the research methodology being used. If, for 
instance, the heritability estimate is exceedingly high in twin-based studies, but 
nearly absent in adoption-based studies, then it would be likely that heritability is 
partially a methodological artifact. However, if the genetic and environmental esti-
mates are relatively consistent across research designs, then it is unlikely that these 
estimates are biased in any significant way. Below we turn to an overview of the 
findings of studies that have used these research designs to estimate the genetic and 
environmental influences on variance in measures of violent criminal behaviors.

The Genetic and Environmental Influences 
on Violent Crime

Hundreds of studies have employed some type of quantitative genetic research 
design to estimate the heritability of virtually every antisocial phenotype. While 
the exact heritability estimate varies from study to study and depends on the precise 
measure that is examined and the sample that is used, the results are nonetheless 
highly consistent. The results of four meta-analyses can be used to summarize three 
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key findings that flow from these studies (Ferguson 2010; Mason and Frick 1994; 
Miles and Carey 1997; Rhee and Waldman 2002). First, one of the more consistent 
findings to emerge from the literature is that genetic factors account for about 50 % of 
the variance in antisocial phenotypes. These heritability estimates, however, can—
and do—vary depending on the severity of the antisocial behavior that is examined. 
In general, heritability estimates tend to be relatively lower for non-violent and com-
mon types of delinquency, such as experimenting with smoking marijuana and skip-
ping school. For more serious types of crime, such as violent criminal behavior and 
persistent criminality, heritability estimates can top out at around 80–90 %.

Heritability estimates are also known to fluctuate during different stages of the 
life course. In adolescence, for instance, when antisocial behavior and violent con-
duct are relatively frequent, heritability estimates are relatively low. As adolescence 
rolls into adulthood, heritability estimates continue on an upward trend. By the time 
adulthood is reached, heritability estimates for criminal behavior tend to be at their 
pinnacle (Ferguson 2010). While it may seem a bit counterintuitive to hear that 
genetic effects can ebb and flow over time, this is precisely what occurs. The over-
arching explanation for this variation in heritability estimates centers on the fact 
that during childhood and adolescence, individuals do not have as much autonomy 
as they will later in life. During adolescence, parents can instill and enforce certain 
rules and restrictions that limit their offspring’s genetically influenced propensi-
ties toward certain behaviors. As adolescents mature into adults, however, they no 
longer are limited by environmental control (e.g., by their parents or school admin-
istrators) and are granted more freedom to follow their own wants, desires, and pro-
pensities (all of which are likely genetically influenced). In short, with age, genetic 
propensities are less likely to be blunted by the environment which ultimately re-
sults in a higher heritability estimate. Seen in this way, genetic effects are not fixed, 
but rather are variable and can change in response to environmental factors and as a 
result of normal developmental processes (Plomin et al. 2013).

The second main finding to emerge from the meta-analyses is that shared en-
vironmental factors account for only a small percentage of the overall variance 
in antisocial phenotypes, typically somewhere between 0 and 20 %. This finding 
stands in stark contradiction to the vast amount of criminological and social science 
theories that focus almost exclusively on the influence of shared environmental fac-
tors (e.g., family-wide parenting practices, cultures, neighborhood conditions, etc.). 
Nonetheless, the lack of a shared environmental effect is in line with a long line of 
behavioral genetic findings and with some of the current attacks leveled against 
social science research. Perhaps one of the more insightful findings that has di-
rect bearing on the lack of shared environmental influence comes from research on 
MZAs. Studies on MZAs have consistently shown that MZ twins who were reared 
apart are just as phenotypically similar to MZ twins who were reared together. What 
this highlights is that the similarities that exist among siblings are not the result of 
shared environmental factors, but rather of genetic factors that are shared among 
siblings (Plomin et al. 2013).

The third consistent theme to emerge from the meta-analyses is that nonshared 
environmental factors (plus error) account for approximately 40–50 % of the vari-
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ance in antisocial phenotypes. What this finding illustrates is that part of the reason 
siblings differ in terms of their criminal behavior is because of the experiences that 
are unique to each sibling. Precisely what these nonshared environments include is 
not well known at this point, but they likely include factors such as child-specific 
parenting, unique peer groups, and even different prenatal conditions (Plomin et al. 
2013). When contrasted against the findings for the shared environment, what this 
appears to indicate is that environmental factors are most salient in explaining dif-
ferences among siblings, but they have very little, if any, effect on creating similari-
ties among siblings.

Given that these genetic and environmental estimates for a range of antisocial 
behaviors dovetail with the larger behavioral genetic research examining other traits 
and behaviors, and given that the findings are highly consistent across different 
methodologies, it is unlikely that the estimates that flow from this body of research 
are a result of a methodological or statistical artifacts. Even so, one of the key draw-
backs to these quantitative genetic research designs is that the genetic and environ-
mental estimates are modeled as latent factors. What this necessarily means is that 
these methodologies only provide estimates of the percentage of variance that is 
accounted for by each factor; they do not provide any information or insight into the 
specific factors that are involved in explaining the variance. To illustrate, knowing 
that 50 % of the variance in violent behavior is the result of genetic factors does not 
reveal anything about the precise genetic polymorphisms that are influencing the 
violent behavior under examination. In order to unpack the specific genes that are 
linked to antisocial phenotypes, other types of methodologies must be employed. 
Below, we review some of the literature that has linked specific genetic polymor-
phisms to various antisocial phenotypes.

The Molecular Genetic Underpinnings to Violent Behavior

Given that antisocial behaviors have consistently been found to be highly heritable, 
a new wave of research has set out to identify the specific genetic markers that might 
account for this variance. While this line of research is still in its infancy, already 
there has been a suite of genetic polymorphisms that have been linked with certain 
types of antisocial behaviors. Most of these genes are involved in neurotransmis-
sion. In very basic terms, neurotransmission is the process by which neurons (i.e., 
brain cells) communicate with each other and process information throughout the 
brain. Neurons are made up of a cell body and long spindly branches—called axons 
and dendrites—that shoot off from the cell nucleus. The axons and dendrites of 
each neuron are interconnected with the axons and dendrites of other neurons. For 
neurons to transmit information, an electrochemical-based action potential moves 
from the cell nucleus through the axon until it reaches the synapse, which is a small 
gap that separates each neuron from each other. For the action potential to bridge 
this gap, neurotransmitters are used. Neurotransmitters are chemical messengers 
capable of crossing the synapse wherein they can lock into receptors on the postsyn-
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aptic neuron. After neurotransmitters successfully bind to the postsynaptic neuron, 
another action potential will be initiated and this process can thus be repeated.

Once neurotransmitters have locked into the postsynaptic neuron, and after the 
action potential has been initiated, the neurotransmitters need to be removed from 
the synapse. This is accomplished in two key ways. The first way in which neu-
rotransmitters are removed from the synapse is by a process known as reuptake. 
During reuptake, transporter proteins are released into the synapse where they target 
specific neurotransmitters (e.g., the dopamine transporter protein targeting dopa-
mine) and return them to the vesicles of the presynaptic neuron where they can be 
used again when needed. In the second process, enzymes are produced where they 
are then released into the synapse to degrade (i.e., catabolize) neurotransmitters and 
then flushed from the synapse. Some of the more common types of enzymes that 
are used in this process are monoamine oxidase A (MAOA), monoamine oxidase 
B (MAOB), and catechol-O-methyl transferase (COMT), which collectively tar-
get multiple neurotransmitters, including dopamine, serotonin, and norepinephrine. 
Both of these processes are essential to ensure that levels of neurotransmitters are 
kept within a normal range of variation and that neurotransmission is working ef-
ficiently (Anderson 2007; Rowe 2002).

The release of different neurotransmitters, in different quantities, can have dif-
ferent effects on the brain. Some neurotransmitters, for example, are excitatory and 
increase postsynaptic neuronal activity whereas other neurotransmitters have in-
hibitory properties and decrease postsynaptic neuronal activity. Although far from 
universal, in general, excitatory neurotransmitters are thought to increase criminal 
behaviors while inhibitory neurotransmitters are thought to decrease criminal be-
haviors (Anderson 2007; Raine 1993; Rowe 2002). Some of the earliest research 
attempting to examine the link between neurotransmitters and crime focused on 
levels of certain neurotransmitters, especially dopamine and serotonin (Anderson 
2007). Although the evidence is far from clear-cut, there are a significant number 
of studies showing that variation in levels of serotonin and dopamine is related to 
involvement in serious types of violent and aggressive behavior (Anderson 2007; 
Ferguson and Beaver 2009; Raine 1993). These findings set the stage for molecular 
genetic research to hone in on genes from the dopaminergic and serotonergic sys-
tems as potentially influencing the propensity for violence.

Two key types of genes have been the focus of research examining violent crim-
inal behaviors: receptor genes and transporter genes. Broadly speaking, receptor 
genes are involved in coding for proteins that are involved in the postsynaptic de-
tection of neurotransmitters whereas transporter genes are involved in coding for 
proteins that are involved in the process of reuptake. There are a number of receptor 
and transporter genes in the dopaminergic and serotonergic systems that are poly-
morphic (i.e., there exists more than one variant [allele] of this gene in the popula-
tion). What is particularly important is that these polymorphic genes have been 
found to be functional, meaning that different alleles for these genes correspond to 
differences in neurotransmission.

A handful of receptor genes, principally from the dopaminergic system, have 
been tied to a range of antisocial and, sometimes, violent behaviors. Polymorphisms 
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in the dopamine D2, D4, and D5 receptor genes (i.e., DRD2, DRD4, and DRD5) 
have been shown to affect the propensity to engage in an assortment of antisocial 
behaviors and to display antisocial traits (Beaver 2009b; Vanyukov and Tarter 2000; 
Vanyukov et al. 1998). To illustrate, the A1 allele of the DRD2 gene has been as-
sociated with antisocial personality disorder, alcoholism, and polysubstance abuse 
(Comings et al. 2001; Munafò et al. 2005; Ponce et al. 2003), while the 7-repeat al-
lele of a polymorphism in the DRD4 gene has been tied to attention-deficit hyperac-
tivity disorder (ADHD), conduct disorder, and externalizing problem behaviors in 
childhood (Bakermans-Kranenburg and van IJzendoorn 2006; Faraone et al. 2001; 
Rowe et al. 2001).

In addition, at least two transporter genes have been found to be associated with 
various antisocial phenotypes. The first transporter gene—the dopamine transporter 
gene (DAT1)—codes for the production of the dopamine transporter protein and has 
a polymorphism that is the result of 40-base pair (bp) variable number of tandem 
repeats. Most research examining the effects of this polymorphism has revealed 
that the 10-repeat allele (in comparison with the 9-repeat allele) is a risk factor 
for antisocial behaviors, such as pathological gambling, generalized anxiety dis-
order, major depression, internalizing disorders, the development of ADHD, and 
delinquent peer group formation (Beaver et al. 2008a; Comings et al. 2001; Gill 
et al. 1997; Rowe et al. 1998; Thapar et al. 2005). The other transporter gene that 
has been linked to antisocial phenotypes is the serotonin transporter gene that is 
responsible for coding for the production of the serotonin transporter protein. This 
gene has a polymorphism (5HTTLPR) that results in two alleles: a short allele ( s al-
lele) and a long allele ( l allele). The available evidence indicates that the s allele, in 
comparison to the l allele confers an increased risk to antisocial and violent behav-
iors (Beaver 2009b). For example, empirical research has revealed a link between 
carrying the s allele and violent offending, ADHD, excessive alcohol use, nicotine 
addiction, and conduct disorder during childhood (Cadoret et al. 2003; Feinn et al. 
2005; Munafò et al. 2003).

In addition to these receptor and transporter genes, a gene that is involved in the 
enzymatic breakdown of neurotransmitters has perhaps been the most studied gene 
in relation to violence: MAOA. The MAOA gene has a polymorphism in the pro-
moter region and different alleles for this polymorphism have been found to have 
functional differences. In general, the alleles are grouped into two categories: those 
that correspond to high MAOA activity and those that correspond to low MAOA 
activity. The high-activity MAOA alleles code for an MAOA enzyme that is more 
efficient at eliminating neurotransmitters from the synapse whereas the low-activity 
MAOA alleles code for an MAOA enzyme that is not as efficient at removing neu-
rotransmitters from the synapse. A great deal of research has investigated the effects 
that these two groups of alleles have on violent behavior, the majority of which has 
revealed that the low-activity MAOA alleles confer an increased probability of vio-
lence and aggression when compared against the high-activity MAOA alleles. For 
example, the low-activity alleles have been linked to gang membership and weapon 
use, as well as anger and hostility, delinquent behaviors in adolescents and young 
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adults, likelihood of arrest, and antisocial personality traits (Beaver et  al. 2010; 
Beaver et al. 2011; Guo et al. 2008; Koller et al. 2003; Schwartz and Beaver 2011).

Although these polymorphisms (and others) have been linked to violent behav-
iors, this should not be interpreted to mean that these are “crime genes.” Indeed, 
a recent genome-wide association study failed to detect a link between any single 
genetic polymorphism and adult antisocial behavior (Teilbeek et  al. 2012). Such 
a negative finding is not a surprise as genes do not code directly for any type of 
behavior, but rather simply code for the production of proteins. These proteins are 
ultimately partially responsible for the manifestation of various phenotypes. When 
it comes to violent criminal behavior, genetic polymorphisms likely exert their in-
fluence by affecting brain structure, brain functioning, and personality (i.e., endo-
phenotypes; Beaver et al. 2011; Plomin et al. 2013). Moreover, violent behavior is a 
polygenic phenotype which means that there are hundreds or perhaps thousands of 
genes that influence the propensity to engage in violent crimes. What this necessar-
ily means is that each gene only has a relatively small effect, oftentimes accounting 
for only around 1 % (or less) of the variance in antisocial behaviors (Beaver 2009a, 
2009b). Only when these genetic effects are aggregated across all genes associated 
with violence will a relatively large proportion of the variance—somewhere around 
50 % of the variance—be explained (which, incidentally, is precisely what twin-
based studies are able to do). When viewed in this light, it is easy to see that there 
is nothing deterministic about genes and that genes are not fatalistic. What is also 
particularly important is that genetic effects are oftentimes amplified or dampened 
depending on environmental conditions—a process known as gene–environment 
interaction.

Gene–Environment Interactions and Violent Behaviors

Although there has been a rapidly growing body of research linking specific genetic 
polymorphisms to criminal behavior, one of the main problems with this area of 
research is non-replication. It is not uncommon for a study to be published reporting 
a significant association between an allele and a behavioral phenotype. When fol-
low-up studies attempt to replicate this novel finding, however, there is a failure to 
replicate the original association. While many explanations have been advanced for 
non-replication in genetic association studies, one of the more likely possibilities 
can be found in the logic of gene–environment interactions. In addition to providing 
an explanation for non-replication, gene–environment interactions also underscore 
the various ways in which genetic and environmental factors work interdependently 
to create variation in antisocial phenotypes, including violent criminal behavior.

On a very basic level, gene–environment interactions refer to the idea that the 
effects that genes have are contingent on the presence of certain environmental 
stimuli and, conversely, that the effects that environments have are contingent on 
the presence of certain genetic factors. A focus on gene–environment interactions 
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moves us a long way from the outdated nature versus nurture debate wherein only 
genes or only environments are thought to matter. With gene–environment interac-
tions, there is an understanding of a dynamic interplay between genetic and envi-
ronmental factors. Without an environment, for example, genes would cease to have 
any effects. Likewise, without genes, there would be no organisms to be affected 
by environmental factors. Of course, there are genes and there are environments, so 
this is somewhat of a hyperbolic example, but the logic extrapolates to what typi-
cally plays out in reality. In the real world, genes may have no effect when paired 
with one type of environment, but they might have very strong effects when paired 
with other types of environments. There is a good deal of empirical research un-
derscoring the importance of gene–environment interactions in relation to violent 
criminal behaviors.

In what is perhaps the most influential gene–environment study, Caspi et  al. 
(2002) were interested in examining the interrelationships among childhood mal-
treatment, MAOA genotype, and antisocial phenotypes. The results of their analysis 
based on a sample of males revealed that the low-activity MAOA alleles conferred 
an increased risk of displaying a range of antisocial outcomes for males who were 
maltreated as children. This effect was quite large as only about 12 % of males 
carried the low-activity MAOA allele and had a history of maltreatment, but they 
accounted for 44 % of all convictions for violent criminal behaviors. For males who 
were not maltreated, there was not any association between MAOA genotype and 
antisocial phenotypes. This finding demonstrates what is meant by a gene–environ-
ment interaction—that is, that genetic effects (e.g., MAOA) are only visible when 
combined with certain environmental factors (e.g., childhood maltreatment).

Since Caspi et al.’s (2002) original gene–environment interaction study, there has 
been a wave of empirical analyses also showing the importance of gene–environ-
ment interactions for antisocial, violent, and criminal behaviors. For example, find-
ings from these studies have revealed interactions between polymorphisms in the 
dopaminergic and serotonergic systems and high-risk environmental factors, such 
as an alcoholic father, delinquent peers, family adversity, maternal insensitivity, and 
antisocial parents in the prediction of antisocial and sometimes violent behaviors 
(Bakermans-Kranenburg and van IJzendoorn 2006; Beaver et al. 2007; DeLisi et al. 
2008; Cadoret et al. 2003; Laucht et al. 2007; Vaske et al. 2008). Moreover, there 
have been other studies showing that MAOA also interacts with environments other 
than maltreatment to predict antisocial phenotypes (e.g., religiosity, birth weight, 
and marital status; Beaver et al. 2009; Beaver et al. 2008b; Thapar et al. 2005).

There are at least three key reasons as to why focusing on gene–environment in-
teractions is important. First, without taking into account gene–environment inter-
actions, genetic effects may be masked. If, for instance, Caspi et al. (2002) had not 
examined MAOA in combination with a history of childhood maltreatment, the ef-
fect of MAOA would have been non-significant. Given that samples used in genetic 
association studies are often differentially exposed to environmental liabilities, 
there is good reason to believe that gene–environment interactions may account for 
some of the reason why there is often difficulty in replicating genetic associations. 
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Consider the hypothetical case of non-replication in two studies. In the first study, 
the sample is exposed to an array of risk factors (e.g., a high-risk sample) and a 
genetic effect was detected between a certain polymorphism and violent behavior. 
A follow-up study is then conducted in an attempt to replicate the results. This time, 
however, the sample is drawn from a nationally representative sample of all youth 
and no genetic effect was detected. Part of the reason for non-replication could, 
therefore, be differential exposure to risk factors. Perhaps if the follow-up study had 
examined the potential interaction between the polymorphism and exposure to risk 
factors, the genetic effect may have emerged. Of course, these are empirical ques-
tions that can be tested using quantitative methods, but it is important to recognize 
that non-replication may be driven partially—or even largely—by failure to fully 
examine gene–environment interactions.

The second key reason to focus on gene–environment interactions is because 
they reveal that genetic effects are not fixed, but rather are flexible and can change 
in response to a range of different environmental conditions. Viewing genotype as 
being somewhat plastic (but still only varying within certain inherited parameters) 
allows for a more dynamic understanding of how the genotype can adapt to ever-
changing environmental influences. No longer does a specific genotype have to 
match the environment for optimal reproductive success, but rather the manifesta-
tions of genotypic influence can ebb and flow depending on the type of environment 
that is encountered. This type of phenotypic plasticity, which flows partially from 
genotypic plasticity, can help to explain how humans are able to adapt to environ-
ments that change much faster than genes.

Third, focusing on gene–environment interactions allows for a more thorough 
and scientific understanding of why people respond to the same environments in 
very different ways. Most environmental stimuli—including those that are consid-
ered potent risk factors for violence—typically only have relatively small effects 
(Beaver 2009a). What this means is that there is a lot of variation in how people 
respond to these deleterious environments. As it applies to violent criminal behav-
ior, bear in mind that in today’s industrialized nations there are codified laws that 
most citizens follow. Even when there is some type of criminal conduct, most of 
the time the offense is relatively minor (e.g., theft) or non-physical in nature (e.g., 
burglary). Therefore, a looming question would be why a small segment of the 
population engages in violent criminal behavior. While the answer to this question 
is complex, a focus on gene–environment interactions could help shed some light 
on this answer. To illustrate, even though there are laws in place, some people will 
violate those laws simply because of their genetic tendencies that make them more 
likely to act out and become violent. The vast majority of people, however, lack 
such genetic tendencies and thus are able to follow the policies, procedures, and 
rules that script behavior. In other societies where codified laws do not exist, more 
people are likely to engage in violence even though they lack such genetic tenden-
cies. In short, just focusing on the environment or just focusing on genes would not 
allow for a comprehensive understanding of why people act violently in different 
types of societies.
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Simply showing through statistical models that genetic and environmental fac-
tors work interactively unfortunately does not provide much insight into the under-
lying mechanisms that give rise to gene–environment interactions. For the most 
part, gene–environment interactions have been interpreted through the well-known 
diathesis–stress model. With the diathesis–stress model, for a genetic predisposition 
for a certain behavioral phenotype to emerge, there must be some type of environ-
mental stimuli present in order to “trigger” the genetic effect. If the environmental 
pathogen is lacking, then the genetic predisposition simply remains a potential ef-
fect that will only surface if the environmental trigger is ultimately encountered 
(Belsky and Beaver 2011).

More recently, however, Belsky (Belsky and Beaver 2011; Belsky and Pluess 
2009; Belsky et al. 2009) has advanced another interpretation for gene–environment 
interactions known as the differential-susceptibility hypothesis. According to this 
explanation, conceptualizing certain alleles as risk alleles in gene–environment in-
teractions is likely misguided. Rather, he argues that risk alleles should be viewed 
as “plasticity alleles” that indicate how susceptible each person is to environmental 
stimuli. People with more plasticity alleles will be more likely to be affected by 
their environments—both positive and negative environments—when compared to 
people with fewer plasticity alleles. Gene–environment interactions thus occur be-
cause environments are more likely to shape, mold, and affect people who possess 
a greater number of plasticity alleles. Given the same environmental conditions, 
people with more plasticity alleles will be differentially affected by the interaction 
of the alleles with the environment (Belsky and Beaver 2011; Belsky et al. 2009).

Of course, all of this leads to a debate over whether the diathesis–stress model 
or the differential-susceptibility model is better able to explain gene–environment 
interactions. Simply examining a statistical interaction that tests for a gene–envi-
ronment interaction does not provide enough information to distinguish between 
evidence in support of the diathesis–stress model versus evidence in favor of the 
differential-susceptibility model. To distinguish between the two models, the en-
vironmental and outcome measures must be measured in a bipolar fashion, such 
that low scores represent extreme negative outcomes and high scores represent ex-
treme positive outcomes (or vice versa). All too often in criminological research, 
the measures of interest focus only on the negative side and a low score represents 
the absence of a negative environment or a negative outcome. The absence of a 
negative environment or outcome, however, does not necessarily indicate the pres-
ence of a positive environment or outcome. For example, scoring low on a measure 
of childhood maltreatment does not indicate that the rearing environment was a 
positive one—it could still include high levels of parental detachment which were 
not measured. Similarly, if the outcome measure is whether the subject has been 
arrested for a violent crime, not being arrested for a violent crime does not mean 
that the person is prosocial. Once again, the person could have escaped detection or 
lived a parasitic lifestyle.

In studies where environmental measures and outcome measures are measured 
in a bipolar way, it is possible to distinguish between the two theoretical models. 
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The differential-susceptibility model makes a unique hypothesis—it states that 
people with the greatest number of plasticity alleles will exhibit the most negative 
outcomes in the presence of negative environments, but these same individuals will 
also exhibit the most positive outcomes in the presence of positive environments. 
In this way, the plasticity alleles work in a “better-or-for-worse” fashion, which is 
most often determined by plotting the gene–environment interaction (Belsky et al. 
2009). If the interaction is a crossover interaction, then this typically is viewed as 
evidence in favor of the differential-susceptibility thesis (Fig. 7.2). The diathesis–
stress model, in contrast, predicts only that the allele will be related to negative 
outcomes in the presence of negative environmental conditions. According to this 
perspective, the allele should not be associated with positive outcomes because it 
is conferring an increased risk of the negative phenotype (as illustrated in Fig. 7.3; 
Belsky et al. 2009).

Although the differential-susceptibility thesis was advanced a relatively short 
time ago, there is already a good deal of evidence in support of it. Studies have 
found, for instance, that gene–environment interactions operate in a “better-or-for-
worse” fashion for self-control/self-regulation, for crime, and for other types of 
violent aggression (Belsky and Beaver 2011; Belsky and Pluess 2009). There also 
has been support garnered for the diathesis–stress model (Nederhof et al. 2012). 
Clearly, more research is needed to test these two mechanisms that might poten-
tially account for gene–environment interactions on violent behavior, but for now 
the available evidence tentatively suggests that both are involved in some capacity.

Fig. 7.2   Graphical depiction of a gene-environment interaction according to the differential-su-
sceptibility model
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Conclusion

Whether focusing on universal adaptations or individual differences, there is ample 
evidence to indicate that genes are involved. This is especially true when the focus 
is on violent criminal behaviors. Given that serious violent criminal behavior is 
largely maladaptive and can siphon off opportunities for successful reproduction, 
the obvious question is why it continues to exist. As this chapter revealed, one po-
tential explanation centers on the genotype. Given that violent behavior was likely 
more adaptive in the ancestral environment than it is today, alleles related to vio-
lence likely were relatively common. Since the distribution of alleles moves at a 
relatively low rate, the alleles that conferred an advantage in the ancestral environ-
ment will remain in existence today even if they are somewhat maladaptive. This 
could explain part of the reason why violent, predatory criminals remain in the 
population today despite the negative reproductive consequences associated with 
it. With that said, there is also emerging evidence to indicate that genetic influences 
may be moderated by environmental conditions. If this is the case, then the alleles 
associated with criminal behavior should not be viewed as deterministic, but rather 
as propensities that prime a person to act in a certain way given a certain environ-
ment. To fully unpack the factors that account for violent criminal behavior, evolu-
tionary psychology needs to place a significant emphasis on the study of individual 
differences in antisocial behavior. By doing so, a great deal of progress will likely 
be made in better understanding the evolutionary pressures that ultimately produced 
and continue to produce hardened, violent criminals.

Fig. 7.3   Graphical depiction of a gene-environment interaction according to the diathesis-stress 
model
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There is a little boy inside the man who is my brother…Oh, how 
I hated that little boy. And how I love him too.

—Anna Quindlan

When brothers agree, no fortress is so strong as their common life.

—Antisthenes

The Rule of Sibs: If your sibling gets something you want,  you 
(1) try to take it; (2) break it; or  (3) say it’s no good

—Patricia Fleming

Introduction

Our brothers and sisters are often our closest allies, but they can also be our great-
est competitors. Some of the time we adore them; some of the time they can drive 
us to despair if not violence. What factors influence the course of sibling rivalry, 
whether brothers band together against all others or become deadly enemies as in 
the biblical story of Cain and Abel? This chapter focuses on the evolutionary roots 
of sibling solidarity and conflict not just in humans but in nonhumans as well, as 
there is a long and rich history of studying sibling conflict in many other species that 
can inform our understanding of the human case. Siblicide is an excellent example 
of a topic much better studied in nonhuman species, due to the fact that it is much 
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more frequent in nonhumans and yet shares many of the same root causes. Siblicide 
is rare in humans, not surprisingly as it is the most extreme expression of sibling 
competition.

Siblicide can be defined as the killing of one sibling by another and includes both 
fratricide (the killing of a brother) and sororicide (the killing of a sister). As will 
be discussed later, sibling violence is the most frequent type of nonlethal familial 
violence (Wiehe 1997). With siblicide being relatively rare in humans, there is scant 
research on the topic. The majority of research on familial violence has focused on 
spousal abuse/homicide and child abuse/infanticide in which deaths are much more 
common (Statistics Canada 2004; Underwood and Patch 1999).

Despite its current low rate, historical data, biographies, and fictional stories tell 
the story of siblicidal conflict. In the Bible, Cain slew his brother Abel (a version 
of conflict over parental favoritism) after God showed a preference for Abel and 
his animal offerings over Cain’s crops. Sultan Mehmet II of the Ottoman Empire 
imprisoned his brothers and killed them all once he had produced an heir to protect 
his “territory” and offspring. The fact that such events and tales of events keep crop-
ping up across time and cultures suggests that siblicidal conflict has been a concern 
and that not all sibling rivalries end peacefully during or after childhood. Of course, 
when sibling rivalry is examined in humans, it is typically of the nonlethal variety. 
Even if conflict between human children escalates beyond the verbal to punching 
and shoving, parents have an emotional and fitness interest in quickly intervening. 
But the fact is that such conflict does occur despite the shared genetic interests of 
siblings, even if human siblings are less likely to cause their siblings’ deaths, as is 
seen in many other animal sibships.

Evolutionary perspectives have been productively applied to the study of famil-
ial conflict across a number of contexts including spousal homicide (Daly and Wil-
son 1988; Wilson and Daly 2004), infanticide (Daly and Wilson 1984, 1994a), child 
abuse (Daly and Wilson 1986, 1994b), parent–offspring conflict (Salmon 2007; 
Schlomer et  al. 2011), and sibling relationships in general (Pollet 2007; Salmon 
2003; Salmon and Daly 1998), as well as siblicide (Daly et  al. 2001; Michalski 
et al. 2007).

Sibling Conflict Theory

Sibling relationships are the most enduring relationships of the life span (Cicirelli 
1995). Within those relationships, there is potential for conflict as well as coopera-
tion. Explaining motivation for cooperation and altruism (even that directed toward 
one’s kin) from an evolutionary perspective presented a problem, until Hamilton 
(1964) proposed kin selection theory. With this theory, Hamilton redefined classic 
Darwinian fitness (i.e., survival and successful reproduction, hence the transmis-
sion of one’s own genes into subsequent generations) into the concept of inclu-
sive fitness (i.e., encompassing not only one’s own survival and reproduction, but 
also that of genetically related individuals in whom one has invested). According 
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to ‘Hamilton’s rule’ (1964), the likelihood an individual will behave altruistically 
toward another depends on whether the degree of relatedness and the potential fit-
ness benefit to the other person outweigh the potential fitness cost to oneself (i.e., 
r * b > c). Thus, altruistic behavior directed toward kin serves as an indirect way 
to increase one’s own inclusive fitness. In addition, kin selection theory predicts 
that genetic relatedness should influence the likelihood of conflict and cooperation 
between individuals. Specifically, according to this theory, we expect to see more 
cooperation (and less conflict) between genetically related individuals, with greater 
relatedness leading to greater cooperation (and even less conflict) when all other 
things are equal. These predictions have been supported by numerous studies inves-
tigating feelings of subjective closeness and received support across adult relation-
ships as a function of degree of relatedness, with higher levels directed to kin versus 
nonkin and to more closely related kin (e.g., a sibling) than more distantly related 
kin (e.g., a cousin) (Neyer and Lang 2003).

Genetic relatedness, however, does not guarantee that those that are related will 
share the same interests or be motivated to behave altruistically toward each other. 
A clear example of this comes from parent–offspring conflict theory (Trivers 1974). 
The genetic interests of parents and their offspring are not identical. Offspring will 
be selected to manipulate their parents in order to ensure higher investment, and 
parents will be selected to manipulate their offspring to suit their own (i.e., the 
parents’) genetic interests. When two parties have differing interests, there is a pos-
sibility of conflict. From an offspring’s perspective, the more parental investment 
(e.g., resources such as time, energy, food, etc.), the better. From a parent’s point 
of view, the more he/she invests in any one offspring, the less he/she can invest in 
other current or future offspring (Trivers 1972). According to parental investment 
theory, the amount and allocation of parental investment depends on the amount 
of resources available to parents, the quality of the offspring, and the potential for 
future offspring (Trivers 1972). Assuming availability of resources and equal qual-
ity of offspring, it would be expected that parents value each offspring equally and 
would encourage them to value their siblings more than they would be naturally 
inclined to do. Each offspring, however, being more closely genetically related to 
itself than to its sibling, values itself over its siblings. This brings about the possibil-
ity for sibling conflict as siblings compete for parental resources. Therefore, it could 
be expected that each sibling would try to receive more than their “fair share” of pa-
rental investment. An extreme outcome of this conflict is siblicide, which, although 
rare in humans, is not uncommon in nonhuman animals.

Sibling Competition in Nonhuman Animals

Sibling conflict in nonhumans shares many features with such a conflict in humans. 
Its intensity is influenced by the sex of siblings, their birth order (which often trans-
lates into size and strength differences), the number of siblings, and the available 
resources. Inclusive fitness theory also suggests greater conflict between nonkin 
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(as in human step-siblings) than between kin over food or territory, and the greater 
the levels of conflict, the lesser the degree of relatedness (half siblings experienc-
ing greater conflict than full biological siblings, for example). The Holmes and 
Sherman (1982) well-known studies of the role of kinship in reducing territorial 
aggression examined its impact on the social behavior of Belding’s ground squir-
rels ( Spermophilus beldings). In this species of ground squirrel, females tend not 
to disperse, staying in close proximity to their natal burrow. As a result, sisters are 
likely to occupy adjacent territories. Holmes and Sherman found half-sisters to ex-
hibit greater aggression toward each other than full sisters and to be less likely to 
band together to defend each other’s burrow from nonkin invaders even though they 
grew up in the same natal nest. Full sisters engaged in more cooperation and less 
antagonism than half-sisters.

More familiar to some than adult conflicts over territory, scramble competition 
among young siblings occurs in many mammals over access to milk. Typically, 
the number of offspring influences the intensity of this competition. In guinea pigs 
( Cavia aperea f. porcellus), for example, when litters are experimentally manipu-
lated such that they have more or less offspring than available teats to nurse (Fey 
and Trillmich 2008), the pups from larger litters experience slower growth rates due 
to competition for milk and the resulting longer wait for access to teats. Aggression 
toward siblings in this study was only seen among the larger litters.

Competition for maternal milk can also be seen in domestic pigs. Sows may not 
have enough milk to feed all their piglets, especially when litters are very large. 
The teats nearest to the front of the sow’s body have the best supply of milk. Com-
petition for access to the best teats is direct and piglet dentition (sharp incisors) is 
specialized to facilitate aggressive attacks on siblings. As a result of such direct 
competition, some low birth weight piglets do not survive. Piglets also compete 
indirectly by stimulating milk production at the teats most used, with the remain-
ing teats producing less milk (Drake et al. 2008). The more restricted the supply of 
food, the more intense the sibling aggression to the point where some piglets die of 
sibling-induced starvation (Andersen et al. 2011).

Competition for food provided by parents can also be intense in a variety of 
avian species. Competition between barn swallow ( Hirundo rustica) chicks is in-
fluenced by offspring sex, sex of competing siblings, and hatching order. Chicks 
engage in vocalizations, gaping, and posturing such that parents provide more food 
to the chicks that beg more intensely (Lotem 1998). Studies examining how factors 
influence the outcome of such sibling competition indicate that junior chicks and 
males beg more vigorously (perhaps signally greater need) and, as a result, receive 
more feedings (Bonisoli-Alquati et al. 2011). In this case, the parents appear to be 
compensating male junior chicks for the disadvantage of asynchronous hatching.

One mammalian species (familiar to many from zoos and television shows) with 
nontrivial sibling rivalry is the cooperatively breeding meerkat. Meerkats ( Suricata 
suricatta) commonly engage in aggression between littermates that can be fierce, 
though rarely resulting in serious injury and never lethal (Hodge et al. 2007).

In a meerkat group, one female monopolizes reproduction with an average of 
three to four litters per year with a typical litter size of four pups, though there can 
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be as few as one and as many as seven (Hodge et al. 2008). While in the beginning, 
pups are fed in the burrow, as they mature they travel with the adults in the group, 
begging for food from helpers. As cooperative breeders, meerkat groups contain 
nonreproductive helpers who feed and protect pups. There are benefits to being the 
only pup around a helper because helpers tend to feed whichever begging pup is 
closest to them. Pups, therefore, try to deny other pups’ access to a specific helper 
that they are shadowing by attacking any littermate who comes close to the helper. 
Such attacks mainly consist of snaps and lunges and the other pup is usually quickly 
driven off. Fights do sometimes occur, with the loser retreating in search of another 
helper. Most meerkat sibling aggression occurs between juveniles and dissipates as 
they become adults.

Unsurprisingly, meerkat pup littermate aggression increases when food avail-
ability decreases, usually due to a lack of rain or a low number of helpers. Hodge 
et al. (2009) tested the impact of food availability on levels of sibling aggression 
with short-term feeding experiments. Researchers decreased a pup’s hunger by pro-
visioning with a small amount of food before a foraging excursion. Pups that had 
been fed exhibited less aggression during foraging/begging than the unfed control 
pups.

As the above examples might suggest, siblicide in many species is often a result 
of substantial resource shortages that produce extreme sibling competition. This 
final outcome can be influenced by the degree of relatedness between offspring and 
the impact of such aggression on parental fitness. It is important, as well, to distin-
guish between cases in which competition between siblings is always fatal to the 
subordinate (obligate siblicide) and cases in which the consequences of competi-
tion are highly variable, influenced largely by environmental conditions (facultative 
siblicide).

Why do parents produce more offspring than they are able to successfully raise? 
There are several possibilities or ways in which overproduction of offspring can 
lead to greater parental fitness. “Overproduction allows: (1) efficient ‘resource-
tracking’ (where the extra offspring actually turn out to be affordable because of 
an unpredictable upswing in ecological conditions); (2) the possibility of ‘sibling 
facilitation’ (e.g. some offspring serving as helpers or critical meals for others); and/
or (3) the use of extras as ‘replacement offspring’ when one or more members of the 
core brood proves defective or happens to die” (Mock and Parker 1998, p. 2). There 
are also circumstances in which parents may be able to provide enough resources 
for all their offspring but chose not to, instead keeping some portion of resources 
in reserve for other uses, including opportunities for future reproduction (Williams 
1966). Parents may, rather than prevent competition and possible siblicide, encour-
age brood reduction through asynchronous hatching, selective care of offspring, or 
infanticide (St. Clair et al. 1995). When considering whether siblicide is more likely 
to be obligate or facultative, evidence suggests that we should expect obligate sib-
licide or aggression to evolve where resources are most often limited and siblings 
can present a serious drain on scarce resources. Facultative siblicide is more likely 
to be found in circumstances in which resources are not always limited (Mock et al. 
1990). In the obligate species, the extra sibling can serve as a replacement if the first 
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offspring dies. In the facultative species, the extra sibling will survive and contrib-
ute to both parental and sibling fitness when conditions are favorable.

Siblicide in Nonhuman Animals

There is an extensive literature on siblicide in nonhuman species, particularly avian 
ones. Many organisms regularly produce more offspring than they can afford to 
raise to maturity, from insects with massive broods in which only one or two sur-
vive to marsupials who produce more young than they have teats to feed them with 
(Mock and Parker 1998). In a majority of such species, the reduction in offspring 
occurs through differential starvation. But in other cases, brood reduction occurs via 
siblicide, the elder offspring (the “A” chick, for example) killing its younger sibling 
(the “B” chick) directly or by forcing it from the nest. As previously mentioned, 
food availability is a driving factor in the intensity of sibling competition, the one 
that moves the competition to a deadly level. A great deal of research on sibling 
competition for food has focused on birds as they tend to lend themselves well to 
such observations. Siblings are confined to the close proximity of a nest. They are 
dependent on their parents for small packets of food that are easily quantified, and 
their nests are often easily observable (in trees, ground nests, etc., as opposed to 
underground burrows).

Avian Siblicide

Boobies. Siblicidal behavior has been examined in a number of booby species. The 
Nazca booby ( Sula granli) fledges just one nestling regardless of clutch size and the 
elder “A” chick always eliminates its younger rival. This species therefore practices 
obligate siblicide (Anderson 1990). Despite the fact that only one nestling survives 
to fledge, two eggs are typically laid. This surplus production of offspring is some-
times explained with the insurance egg hypothesis, which suggests that the second 
egg can serve as a replacement or backup egg in case the first egg fails to hatch or 
the chick dies soon after hatching. As a result of such insurance, booby parents who 
produce two eggs will have greater reproductive success than those that lay one egg 
(as one-egg nests would be more likely to fail to fledge).

Clifford and Anderson (2000) tested this insurance hypothesis experimentally 
by manipulating clutch sizes. Natural one-egg clutches were increased to two-egg 
ones and natural two-egg clutches were reduced to one-egg ones. In both cases, 
parents with two-egg clutches produced more hatchlings and fledglings than the 
one-egg clutches. The insurance benefit of the extra egg was clear—those booby 
parents with two eggs experienced greater reproductive success. Why do all natural 
clutches not consist of two eggs? The most reasonable answer is that parents who 
are strongly limited by their own resource condition (or food availability as the time 
of laying) are only able to produce one egg.
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Possible proximate mechanisms that enable obligate or facultative siblicide have 
also been examined, with particular regard to androgen levels. An examination was 
conducted of perinatal androgen levels in two species of booby, the previously men-
tioned obligate Nazca and the facultative blue-footed booby ( Sula nebouxii) which, 
unlike the Nazca, often raises more than one chick (Muller et al. 2008). Blue-footed 
booby parents do favor the eldest chick in terms of their own feeding behavior when 
food is scarce.

But patterns of chick aggression are quite different between the two species. 
The Nazca elder chick unconditionally attacks its younger sibling, when possible 
ejecting it from the nest. Blue-footed chicks exhibit aggression but it is conditional 
on food availability, and is highly focused on getting access to, or monopolizing, 
whatever food is available. When androgen levels were examined, obligate Nazca 
chicks were found to hatch with higher circulating androgen levels than the faculta-
tive blue-footed chicks. The role of high levels of androgens in facilitating sibling 
aggression is revisited in the section on mammalian siblicide.

However, in the obligate brown booby ( Sula leucogaster), there is no evidence 
of the role of androgens in facilitating sibling aggression (Drummond et al. 2008). 
Rather, in this case it appears that brown booby mothers make their junior chicks 
vulnerable to siblicide by hatching them 5 days after their nestmates, not by differ-
ential allocation of egg androgens or nutrients. Drummond and colleagues (2008) 
also found that facultative blue-footed booby mothers hatched their subordinate 
chicks 4 days after their nestmates and with 10 % less yolk to ensure their low status.

Kittiwakes. The food amount hypothesis (FAH) proposes that sibling aggression 
is negatively correlated with the amount of food parents provide to the aggressor 
(Mock 1987). Evidence that supports the FAH has been found in a number of spe-
cies including cattle egrets and osprey (both discussed below) and the black-legged 
kittiwake.

White et al. (2010) tested the FAH in a colony of black-legged kittiwakes in 
the Gulf of Alaska that had been experiencing long-term food shortages. As part 
of a large-scale food supplementation project examining the impact of food sup-
ply on kittiwake breeding, the amount of food available to parents was manipu-
lated. Breeding pairs raising two chicks were split into two groups: one was given 
supplemental fish and the other was not. The supplementation was started ap-
proximately 1 month before hatching and was ended once the majority of chicks 
had fledged.

“A” chicks received substantially more food when their parents were supple-
mented than those with unsupplemented parents such that they gained more weight. 
There was no difference in the amount fed to “B” chicks between groups. While the 
aggression exhibited by “A” chicks in both groups decreased over time, the “A” 
chicks in the supplemented group were less aggressive (in terms of frequency of 
attacks and intensity of them) than those in the unsupplemented group. This cor-
responds to field-study reports that chick aggression in kittiwakes is greater during 
seasons of food shortage (Irons 1992), supporting the adaptive view of sibling ag-
gression.



144 C. A. Salmon and J. A. Hehman

Cattle egrets. The cattle egret ( Bubulcus ibis), unlike most herons, is typically 
found feeding in fields and other dry grassy habitats. They seem to follow the in-
surance chick model to a certain extent, with a clutch size that ranges from one to 
five eggs but is typically three. Frequently, the third (and fourth or fifth) chicks do 
not survive and the nestlings exhibit intense sibling rivalry. If we consider a brood 
of three, the “A”, “B”, and “C” chicks hatch asynchronously, giving the “A” chick 
the size advantage, as usual. After winning some early skirmishes, the “A” chick 
is usually free to enjoy the dominant position with its first dibs on food delivered 
by parents. The “C” chick gets about half the food the older siblings do and loses 
the majority of fights to the “B” chick. When the nestlings are very young, attacks 
do not do serious damage but as they get larger, they will raise their heads up and 
drive down on their opponents, often drawing blood, and fighting is most intense 
when food is arriving. The “C” chick inevitably surrenders by lowering its head 
(making access to food brought from above by a parent difficult). With food being 
monopolized by the “A” and “B” chicks, the “C” chick loses weight and strength 
so that by their third week, one-third to one-half of all “C” chicks would have died 
(Mock 2004). If a senior chick is lost to defect, disease, or predation, the “C” chick 
is more likely to survive to fledge.

Ospreys. The osprey ( Pandion haliaetus) is a large fish-eating raptor found world-
wide, typically nesting on lakeshores and in coastal areas. They typically lay two 
to four eggs asynchronously and appear to experience facultative brood reduction 
during food shortages (Jamieson et al. 1983; McLean and Byrd 1991). An experi-
mental study designed to test the FAH in ospreys was conducted in southwest British 
Columbia in which the researchers removed broods from their nests, exposed them 
to a starvation period, and then either fed them or did not (sham feeding) in order to 
manipulate the hunger level of the nestlings (Machmer and Ydenberg 1998). They 
were then placed in a nest with food and their behavior was observed. Broods were 
more aggressive when food was introduced after sham feeding, with senior siblings 
being the most aggressive and claiming the larger share of the food. It appears that 
the competitive asymmetries established through sibling aggression facilitate brood 
reduction in ospreys to a level matching the prevailing food supply.

Black eagles. Unlike most of the avian species previously discussed, the black 
eagle ( Aquila verreauxi) is a species with obligate siblicide. Rather than exhibiting 
support for the FAH, they are an example of the extra offspring as insurance model. 
Their range includes the mountains of southern and northeastern Africa and parts 
of the Middle East. Black eagles nest on cliff ledges, laying two eggs which hatch 
asynchronously, typically 3 days apart. The resulting “A” chick is larger, typically 
attacking the “B” chick from the day it hatches with its very sharp beak. The older 
chick usually prevents the younger one from gaining access to parentally provided 
food until it finally dies of starvation. It is unusual for more than one chick to fledge 
from a black eagle nest (Simmons 1988).

Laughing kookaburras. The laughing kookaburra ( Dacelo novaeguineae) is a 
cooperatively breeding member of the kingfisher family. Being carnivorous, they 
live in forested areas of Australia, in family groups with a monogamous pair breed-
ing between September and January supported by older offspring. Three eggs are 
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laid at 2-day intervals which then hatch asynchronously, giving an advantage, as 
usual, to the larger, older “A” chick. Laughing kookaburra chicks have a hooked bill 
specialized for sibling competition which is used to grasp and shake their victim. 
Such an aggressive competition is common when the food supply is limited. There 
is typically a bump in “C” chick deaths in the first week as a result of physical 
injuries. A week or two later, there will be another increase in mortality with less 
visible causes, mainly due to starvation (Legge 2000; Legge and Cockburn 2000). 
The hooked bill seen in nestlings disappears by the time they fledge.

Legge (2002) examined the extra offspring as insurance model and the resource-
tracking model in a population of laughing kookaburras in the Canberra Nature 
Park. While she found that nests with no mortality resulted in more independent 
fledglings, those nests that experienced brood reduction by siblicide had higher-
quality surviving siblings (as measured by weight and feather development) than 
nests where brood reduction occurred by starvation. If there is an inability to raise 
all three offspring, early siblicide seems to produce the best result from the perspec-
tive of parental fitness.

Mammalian Siblicide

Spotted hyenas. Siblicide is relatively rare among mammals. The spotted hyena 
( Crocuta crocuta) has received a great deal of attention with regard to its intense 
sibling competition; much of it focused on whether siblicide in this species is obli-
gate or facultative.

Observational evidence suggests that siblings kill approximately one-quarter of 
cubs, half of those born to same-sex litters in which sibling competition is increased 
compared to opposite-sex litters (Frank et al. 1991).

Spotted hyenas are found in sub-Saharan Africa and their cubs are born in under-
ground dens. In addition to their siblicidal behavior, the species is also well known 
for the strong degree to which females are masculinized, anatomically and behav-
iorally, by exposure to high levels of androgens during development. Neonates also 
show high levels of androgens. Cubs also experience precocial motor development. 
At birth, their eyes are open and they have fully erupted front teeth. These teeth are 
used to bite and shake their sibling rivals. Spotted hyenas usually give birth to a pair 
of cubs. Aggressive fighting peaks in the 48 hours immediately after birth (Frank 
et  al. 1991; Smale et  al. 1995). By this time, dominance has been clearly estab-
lished. In same-sex litters, the subordinate sibling may die, but in mixed-sex litters, 
both usually survive. When three cubs are born, the third almost always perishes. 
While some researchers thought this might be an example of obligate siblicide, re-
cent evidence from wild and captive populations indicates that facultative siblicide 
is the more likely explanation (Smale et al. 1999; Wahaj et al. 2007). When food 
resources are insufficient to raise two cubs, the early aggression to establish domi-
nance can be deadly to the subordinate cub, if not by direct siblicide, then indirectly 
by starvation when the dominant cub monopolizes the food supply.
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A long-term study of maternal provisioning and cub survival in the Serengeti 
(Hofer and East 2008) found an increase in the incidence of siblicide as the average 
cohort growth rate declined (due to fluctuations in prey abundance). In siblicidal 
litters, the dominant cub’s growth rate increased substantially once their other cub 
died. The result was a siblicidal-cub growth rate similar to that of a singleton cub 
with a corresponding increase in expected survival. It was a clear example of a fac-
ultative response to fluctuating nutritional resources.

Galapagos fur seals. Like the hyena, the Galapagos fur seal ( Arctocephalus 
galapagooensis) experiences high resource uncertainty. In addition, they take a 
long time to wean and, as a result, can often have overlapping successive young 
with 5–23 % of pups born while an older sibling is still being nursed. Such younger 
siblings have a lower birth weight, grow less, and suffer higher early mortality than 
those without a currently nursing older sibling. Many of these sibling pairs are also 
half-siblings, sharing a mother but with different fathers and about half of the older 
siblings will harass the younger ones, biting them and/or chasing them away from 
the mother (Trillmich and Wolf 2008). Mothers frequently interfere in such dis-
putes, using threats or biting the older sibling to discourage attacks on the younger 
one. However, even without direct attacks, scramble competition for a limited milk 
supply can sometimes be lethal, with the older pup leaving insufficient milk for the 
younger one.

Sibling Conflict in Humans

As illustrated by the quotes at the beginning of this chapter, sibling relationships in 
humans are often complicated. Indeed, most sibling relationships can be character-
ized as treading a fine line between love and hate, especially during childhood and 
adolescence. Animosity and conflict among siblings, although it can be quite intense 
at times, is thought to be a normal part of development (Cicirelli 1995). As such, this 
conflict has been shown to hold both potential benefits as well as potential costs for 
psychosocial and cognitive development. Potential benefits of sibling conflict may 
include greater empathy and perspective taking (Dunn and Brown 1994; Dunn and 
Slomskowski 1992) as well as valuable practice in social negotiation, producing 
greater problem-solving and conflict-resolution skills (Azmitia and Montgomery 
1993; Campione-Barr and Smetana 2010). Especially coercive, unresolved, and in-
tense sibling conflict may lead to psychological, behavioral, and academic problems 
by early and middle adolescence including peer rejection and delinquent behavior 
(Bank et al.2004; Cohen 2004). Also, in extreme cases, sibling conflict can lead to 
siblicide, although this is rare in human siblings, as discussed later.

From an evolutionary perspective, sibling conflict (among human and other non-
human species) stems from rivalry over limited resources. Specifically, for human 
siblings, this means competition over limited parental resources (e.g., attention, 
time, and money in modern societies versus limited food and basic resources such 
as shelter across our evolutionary past). As such, more conflict would be expected 
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in families that have more limited parental resources as well as larger numbers of 
siblings. In relation to family size, evidence suggests that while fewer siblings are 
associated with more severe acts of violence, more siblings are associated with 
more overall incidents of violence (Straus et al. 2006). Investigations of proximate 
explanations have found the most common sources of sibling conflict to involve 
issues of relative power, self-interest (e.g., sharing of personal items), violation of 
rules (e.g., perceived immaturity and inappropriate behavior), and interests outside 
the family (McGuire et al. 2000). The most commonly cited source of conflict by 
both older and younger siblings has been the sharing of personal possessions, and 
the least commonly cited source has been competition over parental attention. This 
has been a consistent finding in studies conducted with toddlers and preschool-aged 
siblings (Dunn and Munn 1987; Stenimetz 1977), school-aged siblings (McGuire 
et al. 2000), as well as adolescent siblings who noted conflict over personal space 
and possessions as not only the most frequent source of conflict, but also the most 
intense one (Campione-Barr and Smetana 2010). Given the consistency of these 
findings, it has been suggested that sibling conflict may be a process by which chil-
dren learn their place in the world, learn how to set personal boundaries, and (espe-
cially for young adolescents) learn to assert their independence and claim autonomy 
over their personal choices (McGuire et al. 2000).

In a recent study conducted in our lab, participants were asked to describe the 
times when they fantasized about aggressive encounters with a sibling. Many re-
ported conflicts over personal possessions and a sense that they were treated differ-
ently, or rather that their sibling got special treatment. For example:

When she becomes violent, I sometimes wish that I could retaliate. If I come away with  
a broken nose, obviously it was my fault because I provoked her but if she comes away with 
so much as a scratch it becomes assault and I’m the villain for not being the bigger person.

I also imagined myself beating him up…unrealistic since he was so much bigger in size 
than me.

My sister has been so frustrated with my sarcasm and back-sass that she claimed she wanted 
to kill me with several different details involving weapons blood and gore.

…there were so many revenge thoughts going through my head…I wished that he didn’t 
exist.

Relative to other types (e.g., parent–child and spousal violence), sibling violence is 
the most common form of family violence. Interestingly, since it is considered to be 
a normal part of family life, sibling violence seems to be acceptable, whereas vio-
lence between nonrelated individuals is not. Indeed, many accounts of sibling vio-
lence would likely be considered criminal assault if they had occurred outside the 
sibling relationship, while within the sibling relationship the acts of violence are often 
considered to be minor offenses. A national study of family violence in two-parent 
households found that approximately 80 % of American children between the ages of 
3 and 17 years reported at least one act of violence against a sibling in a typical year 
(Straus et al. 2006). Within this sample, 74 % of siblings reported pushing or shoving 
a sibling, 48 % reported slapping a sibling, 42 % reported kicking, biting, or punching 
a sibling, 40 % reported hitting a sibling with an object, and 16 % reported beating up 
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a sibling. The only act of violence that was shown to be more prevalent in parent–
child and spousal relationships was the use of weapons (e.g., a gun or knife), which 
is consistent with siblicide rates being the lowest of family homicides. Although the 
rates of physical violence decline across development (i.e., with age of the children), 
it is estimated that nearly two-thirds of teenagers aged 15–17 years still engage in 
physical aggression with their siblings (Straus et al. 2006).

Factors that Influence the Intensity of Sibling Conflict

The prevalence as well as the intensity of sibling conflict is influenced by many 
factors. Some proximate influences include temperament and differential parental 
treatment, while some ultimate or evolutionary influences include relatedness, gen-
der, birth order, and birth spacing. We discuss both sets of factors.

Temperament. Personality differences—or differences in temperament of young-
er children—have been associated with sibling conflict (Brody et al. 1987). In fe-
male sibling pairs, both older and younger sisters with higher activity and emotional 
intensity levels were found to direct more aggressive (and less prosocial) behav-
ior toward their sibling. In male sibling pairs, however, high activity levels of the 
younger brother and high emotional intensity of the older brother predicted more 
conflictual interaction between the siblings. In the male sibling pairs, any aggres-
sive behavior from the younger brother resulted in reciprocation of aggression by 
the older brother. While the difference in temperament predicted sibling conflict, it 
should also be noted that the sibling pairs in which both children exhibited high lev-
els of activity and/or emotional intensity exhibited even greater conflict than those 
pairs in which only one sibling had those temperament traits.

Differential parental treatment. Given that sibling conflict can be construed as 
rivalry over limited parental resources, it makes sense that (1) siblings would be 
conscious of differential treatment, and (2) noticeable differences in parental treat-
ment between siblings would lead to an increase in sibling conflict. By the age of 3 
years, children are sensitive to differences in parental treatment between themselves 
and their siblings and actively monitor their siblings’ relationships with their par-
ents relative to their own (Dunn and Munn 1985). Not only are children sensitive to 
these differences from a young age, but this differential treatment has also been as-
sociated with higher levels of negativity in sibling relationships (Brody et al. 1992a, 
1992b). The effect of differential parental treatment on the sibling relationship is 
moderated by birth order (Shanahan et al. 2008). Specifically, firstborns who recog-
nize differential maternal treatment in favor of their sibling exhibit withdrawal from 
the relationship. That is, instead of directing aggression at the younger sibling, they 
tend to decrease levels of warmth and emotional closeness directed to the sibling. 
Secondborn children, however, respond to differences in maternal treatment in fa-
vor of the older sibling by directing more aggression toward that sibling.

Relatedness. Hamilton’s kin selection theory (1964) predicts that greater 
genetic similarity should lead to increased levels of cooperation and altruism, 
whereas less genetic similarity would lead to increased competition. Consistent 
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with the kin selection theory, findings from twin studies have shown that mono-
zygotic (i.e., identical) twins have higher levels of cooperation across different 
tasks as well as closer relationships throughout childhood and into adulthood 
relative to dizygotic (i.e., fraternal) twins (for review, see Segal 2005). Although 
relatively few studies have investigated the effect of relatedness on sibling re-
lationships, the results of studies that have been conducted are also consistent 
with the finding of kin selection theory that there is less conflict in full-sibling 
relationships relative to half-sibling and step-sibling relationships (Hetherington 
1988; Pollet 2007).

Gender. Boys have more conflict with siblings than do girls (Brody et al. 1985) 
and opposite-sex siblings have more conflict (although not physical violence) 
than same-sex siblings (Dunn and Kendrick 1982; Campione-Barr and Smetana 
2010). Older female siblings are more likely to help take care of younger sib-
lings, and as a result have less conflictual relationships with younger siblings 
than do older male siblings (Cicirelli 1994; Hrdy 2005). Gender differences in 
closeness of sibling pairs continue into adulthood with sister–sister pairs having 
closer and stronger relationships relative to brother–brother and brother–sister 
pairs (Campione-Barr and Smetana 2010; Pollet 2007). Investigations of sibling 
violence have found that boys are more violent toward siblings than are girls and 
the highest level of violence occurs between brothers (Straus et al. 2006). Across 
all ages, girls are less likely to use physical violence than are boys, regardless of 
the sex of their siblings. Boys, however, are less violent with sisters relative to 
brothers or brother–sister mixes, and girls with brothers tend to be more violent 
than girls with sisters.

Birth order. Evidence suggests that middleborn children perceive their parents 
in a less positive light than do first- and lastborns, preferring to have a close rela-
tionship with a friend over kin (Salmon 2003; Salmon and Daly 1998). Firstborns 
are more likely to maintain a close contact with siblings and invest more in siblings 
relative to laterborns (Pollet and Nettle 2009). There are also birth-order differences 
in terms of sources of sibling conflict. Older siblings report issues centering around 
the younger sibling’s immaturity, whereas younger siblings report issues centering 
around rejection by (and aggression from) the older sibling (Buhrmester and Fur-
man 1990; Ross et al. 1994).

Birth spacing. The effects related to birth-order effects are of birth spacing. Dur-
ing childhood, greater birth spacing leads to a reduction in conflict; however, in 
adulthood, greater birth spacing is associated with less contact and less close rela-
tionships between siblings (Pollet 2007). Close birth spacing has been associated 
with not only increased conflict over parental resources, but also detrimental effects 
on development and health (Miller et al. 1992; Powell and Steelman 1993; Rustein 
2005). It has been noted that most sibling conflict occurs between siblings who are 
within two years of age, presumably because they have similar need of parental 
resources (Cicirelli 1995).
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Siblicide in Humans

The most extreme form of sibling conflict is siblicide, in which one sibling kills an-
other. While siblicide is much more common in many other animal species, as dis-
cussed previously (Mock and Parker 1998), it is rare in humans. In fact, family ho-
micides (e.g., intimate partner homicides, filicides—parents killing their offspring, 
parricide—children killing their parents, and siblicides) in general are not common, 
and siblicide is the rarest form of family homicide (Diem and Pizarro 2010). Sibli-
cides have been estimated to make up only 1.4–2 % of all homicides in Detroit and 
Canada (Daly and Wilson 1988; Bourget and Gagne 2006)with the majority (over 
70 %) of siblicides being brother-killing-brother (Gebo 2002; Underwood and Patch 
1999). Consistent with these focused samples, national studies on homicide rates 
in the USA have estimated that approximately 1.5 % of all homicides are siblicides 
(Sussman and Steinmetz 1987). Evidence from investigations of siblicide has indi-
cated that when they do occur, siblicides are typically due to competition over very 
limited resources (Daly and Wilson 1988; Pollet and Hoben 2011). Some cultures 
(e.g., some Islamic societies) condone “honor killings” of females by male family 
members, most commonly committed by her brother, which center around protect-
ing a family’s honor by ridding itself of a female whose sexual reputation is not 
chaste and pure. Overall, consistent with predictions from Hamilton’s kin selection 
theory (1964), it is more likely that siblings will form alliances to protect their com-
mon interests from nonkin rather than kill each other.

While the developmental literature indicates that most siblings grow out of in-
tense conflict and rivalry when they reach adulthood and leave their parents’ home 
(Buhrmester and Furman 1990), siblicide is most likely to occur when this is not the 
case. Therefore, although rare, siblicides do occur and have been proposed to be a 
result of sibling rivalry, stress, unresolved conflicts, mental illness, and substance 
abuse (Ewing 1997). The majority of siblicides are committed by adult siblings 
who are still living together in intense competition for parental resources, status, 
and power. Furthermore, there is an increased risk of siblicide occurring with un-
employment and/or substance abuse of the adult siblings. Based on homicide data 
from 1988 covering 33 counties across the USA, it was found that alcohol was 
involved in approximately 50 % of siblicides and mental illness was involved in 
approximately 20 % of the incidents (Dawson and Langan 1994).

Factors that Influence the Likelihood of Siblicide

There are several factors that may influence the likelihood that one sibling would 
kill another. Some proximate influences (a few of which were mentioned above) 
include poverty, mental illness, substance abuse, and social disorganization (Diem 
and Pizarro 2010; Ewing 1997). From an evolutionary perspective, ultimate influ-
ences include age (or birth order), gender, and degree of relatedness, which we 
focus on in this section.
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Age and Birth Order. Siblicide is most likely to occur in early and middle adult-
hood, not in adolescence as might be expected (Underwood and Patch 1999). In-
deed, according to United States Federal Bureau of Investigation Supplementary 
Homicide Reports from 1976 to 1994, 78 % of siblicides that occurred in the USA 
involved adult victims and perpetrators (Gebo 2002). Analysis of siblicide data 
from 1993 to 1995 found the mean age of siblicide victims to be 33.3 years and 
the mean age of perpetrators to be 34.4 years (Underwood and Patch 1999). Other 
analyses have indicated that 86 % of victims of siblicide are between the ages of 20 
and 59 years (Dawson and Langan 1994).

There is also a convergence of evidence indicating that, consistent with the ma-
jority of all homicides, the perpetrators of siblicide tend to be younger than their 
victims. That is, younger siblings tend to murder older siblings (Daly et al. 2001; 
Gebo 2002; Marleau and Saucier 1998; Underwood and Patch 1999). Siblicides are 
most likely to occur when the victim and perpetrator are within 5 years of age of 
each other. This pattern is reversed, however, for juvenile siblicides in which both 
the victim and perpetrator are under the age of 18. In juvenile siblicides, older sib-
lings are more likely to murder their younger sibling, a pattern that emerged in 65 % 
of juvenile siblicides in one study (Daly et al. 2001; Gebo 2002).

What could account for a younger sibling being more likely to kill an older 
sibling? A cross-cultural investigation of siblicide found the most common sources 
of conflict leading to siblicide included arguments over familial property, money, 
authority (i.e., specifically an older adult sibling asserting authority over a younger 
adult sibling), and entitlement (Daly et al. 2001). These findings were consistent 
across Japanese, American, British, Canadian, and tribal society samples in which 
the older sibling has privileged status over the younger sibling. Therefore, siblicides 
in which a younger sibling kills an older sibling appear to revolve around a power 
struggle, with the younger sibling defying the presumed authority of the older sib-
ling and asserting his own dominance in the relationship.

Gender. Male-on-male homicide is most common, overall, and the same is true 
for siblicide. Males are more likely to kill their brother and are, therefore, much 
more likely to be both the perpetrators and victims of siblicide than are females 
(Daly et al. 2001; Gebo 2002; Underwood and Patch 1999). Females are more likely 
to be the victims of siblicide than they are perpetrators. Indeed, it has been found 
that 76.1 % of siblicides were brother killing brother, 11.9 % were brother killing 
sister, 8.2 % were sister killing brother, and 3.9 % were sister killing sister (Under-
wood and Patch 1999). This same distribution in frequency of gender-dyad sibli-
cides has been found across several studies (Daly et al. 2001; Gebo 2002; Marleau 
and Saucier 1998). This is consistent with the expectation that same-sex sibling ri-
valry would be more intense than opposite-sex sibling rivalry, as there would likely 
be more direct competition over the same parental resources and attention, espe-
cially when the siblings are closer in age.

Relatedness. Although the predictions for the role of relatedness in siblicide are 
clear from an evolutionary perspective, the existing literature on the relationship is 
somewhat unclear. This is due to two main reasons: (1) the relationship has been 
greatly understudied (i.e., there have only been a couple studies on this issue) and (2) 
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the lack of clear relatedness information in the available homicide data sets. An evo-
lutionary perspective would suggest that degree of genetic relatedness would moder-
ate sibling relationships such that higher relatedness would lead to less conflict (and 
hence less incidence of siblicide). That is, siblicides involving full siblings would be 
expected to be less prevalent than siblicides involving half-siblings and step-siblings. 
The existing data to date, however, do not seem to support this prediction.

In the first investigation of the relationship between relatedness and siblicide, 
approximately 93 % of siblicides were found to involve full siblings, approximately 
4 % involved half-siblings, and approximately 3 % involved step-siblings (Russell 
et al. 2007). Although this finding was contrary to what would be expected, there 
was a trend in the data suggesting that siblicides among full siblings were less brutal 
than those among half-siblings and step siblings. Specifically, it was found that 6 % 
of full-sibling siblicides involved brutal beating murders relative to 12.5 % of the 
half-sibling and step-sibling siblicides. This trend is consistent with findings that 
stepparents (acting out of anger and resentment) typically use more brutal methods 
to murder children than do genetic parents (Daly and Wilson 1994a). It would be 
expected that half-siblings and step-siblings would not experience the same level of 
closeness that full siblings would and therefore would be more likely to act out of 
anger and resentment of the half/step-sibling receiving parental resources they feel 
should be directed more toward themselves.

In an attempt to increase the sample size, a second follow-up study investigated the 
relationship between relatedness and siblicide in a 60-year period in Chicago (Michal-
ski et al. 2007). This study, however, did not really address relatedness of siblings but 
rather looked at homicides committed by full siblings versus siblings-in-law (no genet-
ic relatedness at all, but rather affinal kin). Again due to a small sample size, the result 
did not reach significance, but the authors did find a trend of more accidental deaths 
among full siblings and more deliberate, intentional siblicides among siblings-in-law.

Therefore, the question of the relationship between genetic relatedness and sib-
licide remains largely unanswered, and more studies are desperately needed in this 
area (also pointed out by Gebo 2002). One major problem (and obstacle) leading 
to the apparent lack of support for the evolutionary prediction of fewer siblicides 
occurring among full siblings is the lack of clear relatedness information in the 
homicide records. For example, analysis of this topic would require information 
not only about degree of relatedness, but also about how long the children lived to-
gether in the same household, the history and degree of their interactions, as well as 
information about the population of full-sibling households versus half-sibling and 
step-sibling households overall. Without detailed information, we are unlikely to be 
able to get a clear answer regarding the role of relatedness on siblicide.

Conclusion

In this chapter, we discussed factors that influence sibling conflict and (in its most 
extreme form) siblicide among human and nonhuman animals. Although siblicide 
is much more rare in humans than in many nonhuman animals, to some extent 
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they share the same underlying cause—that is, availability of resources. Whereas 
siblicide among nonhuman animals is more likely to occur at younger ages with the 
older sibling killing the younger sibling, siblicide among humans is more likely to 
occur in adulthood with the younger sibling killing the older sibling. Proximate fac-
tors that contribute to intensified conflict among human siblings include tempera-
ment (with more conflict among siblings when at least one has high activity and/or 
high emotional intensity levels) and differential parental treatment (with recognition 
of more favorable parental treatment toward one’s sibling leading to greater con-
flict). Ultimate factors that contribute to intensified conflict among human siblings 
include gender (with males being more aggressive toward siblings and brother–
brother pairs experiencing the greatest conflict), birth spacing (with more conflict 
between siblings close in age as they compete over similar parental resources), and 
relatedness (with greater conflict and competition among half- and step-siblings 
relative to full siblings). Although available research on this topic seems consistent 
with predictions from the evolutionary theories of parent–offspring conflict and kin 
selection, conflict within human sibling relationships (especially siblicide) is still 
understudied and not fully understood. One key area that requires further investiga-
tion is the influence of genetic relatedness on human siblicide as a main effect, as 
well as potential interactions between degree of relatedness and other factors known 
to lead to greater conflict among siblings.
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Aggression is typically defined simply as behavior intended to harm another person. 
Usually, the target of aggression also perceives that he or she has been hurt (Un-
derwood 2002). At present, the public conversation regarding childhood aggression 
is at an all-time high, in large part due to highly publicized—and in many cases 
filmed—bullying incidents which, in the extreme, have led to death of the victim, 
sometimes at the hands of the assailant and at other times as a result of suicide. 
Most intervention efforts have historically focused on the “bully,” with the assump-
tion that there is something “wrong” with the child who needs to be fixed. Here, 
aggressive behavior is seen as the result of the developmental process gone wrong. 
An evolutionary perspective sheds a slightly different light on childhood aggres-
sion, and accordingly contributes to the national conversation in different ways. 
The main component of an evolutionary perspective is that aggression has been 
naturally selected over the course of human evolution and has provided the aggres-
sor fitness benefits, albeit often at the expense of his or her victims. Moreover, it is 
not only adults who sometimes reap the benefits of aggressive behavior, but also 
children, and individual differences in the propensity to behave aggressively have 
not only deep phylogenetic roots but also deep ontogenetic roots.

In the present chapter, we look at the form and function of aggression during 
childhood and adolescence, first examining research and theory from a classic de-
velopmental perspective followed by a look of childhood aggression from an evo-
lutionary perspective. We then look at the development of aggression from infancy 
through young adulthood, followed by an examination of aggression as a possible 
facultative adaption, with children’s sensitivity to early environmental conditions 
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directing their development toward certain adaptive paths, some of which may in-
clude high levels of aggression. We conclude with an evolutionary developmental 
look at bullying, asking “What’s in it for the bullies?,” and suggest how such a 
perspective may be applied to reduce the incidence of bullying.

Developmental Perspective on Aggression

Childhood aggression has long been of interest to developmental psychologists, 
dating back at least to G. Stanley Hall’s 1904 book Adolescence, and has always 
been of concern to parents. Various theories of childhood aggression have been in 
vogue over the last century, including drive reduction, social learning, psychoana-
lytic, ethological, and social cognitive (see Dodge et al. 2006). Independent of theo-
retical differences, developmental psychologists have differentiated various types 
of aggressive behavior, as well as contexts in which they are likely to be displayed, 
providing a useful framework for assessing the development of aggression and its 
possible causes and consequences.

Instrumental vs. Reactive Aggression

Lay discussions of childhood aggression can often be needlessly confused by over-
looking important distinctions long made in the developmental literature. Namely, it 
makes no sense to talk about “mitigating aggression” unless one knows what “type” 
of aggression one is talking about. With deep theoretical roots (e.g., Bandura 1973; 
Dollard et al. 1939), there are at least two functions of aggression: aggression that 
serves to attain some goal of the perpetrator (i.e., instrumental aggression, which 
can be considered planful and cool-headed) and aggression that is impulsively en-
acted in response to some provocation, real or imagined (i.e., reactive aggression, 
which can be considered unplanned and hot-headed). A simple example of instru-
mental aggression is an attack on the victim for some material reward, such as mon-
ey or an iPhone. Reactive aggression is exemplified by an outburst to a perceived 
or actual slight. For child developmentalists, the distinction is important because 
each is associated with a unique developmental trajectory and consequent socio-
emotional outcomes. For example, reactively aggressive children are more apt to 
display poor psychological adjustment because their dysregulation leads to related 
social difficulties such as peer rejection (Coie and Koeppl 1990). By contrast, in-
strumentally aggressive children are not necessarily dysregulated. Moreover, their 
success at goal attainment may even lead to positive peer regard (Hawley et  al. 
2008; see discussion later in this chapter). When measured carefully using best-
practice analytic techniques, the functions of aggression are actually orthogonal to 
one another (Little et al. 2003).
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Social vs. Physical Aggression

Independent of function is the form aggression takes, that is, its phenomenological 
manifestation. The aggressive act may manipulate the social standing of the victim 
(e.g., through rumor spreading; Underwood 2002) or may be overtly physical. Physi-
cal aggression is relatively straightforward, reflected in hitting, kicking, or other phys-
ical assaults on another person. However, some of these behaviors are also observed 
in rough-and-tumble play and play fighting (Pellegrini and Smith 1998), making the 
context of the acts important when classifying them. Unlike real fighting, play fight-
ing—most typically engaged in by boys—is usually done with a play face and partici-
pants remain together after the bout is over. Although children sometimes do get hurt 
during play fighting, most researchers do not consider such activity as aggression.

In contrast to physical aggression, social aggression had long been overlooked, 
primarily because it is more difficult to see. How do you identify the source of a 
damaging rumor? Social aggression has also been described as relational aggres-
sion (Crick and Grotpeter 1995) and indirect aggression (Kaukiainen et al. 1999), 
and defined as “a noxious behavior in which the target person is attacked not physi-
cally or directly through verbal intimidation but in a more circuitous way, through 
social manipulation” (Kaukiainen et al. 1999, p. 83).

Bullying

Research and conversation about bullying lie somewhat outside this simple clas-
sification system. In large part, bullying is defined by repeated acts of aggression 
against someone with lesser social standing. As such, bullying should be seen as a 
subcategory of the wider domain of aggression (behavior that intends to harm). This 
definition, credited to Dan Olweus (1978, 1993), preceded more recent representa-
tions of form and function (e.g., Little et al. 2003). It appears that bullying is best 
understood to be a manifestation of power (Olweus 1978; Vaillancourt et al. 2003; 
Vaillancourt and Hymel 2006). At the same time, it is not clear what the function 
of bullying is (a good deal of it seems to be for pleasure; educators often treat it in 
terms of conflict between kids) or whether it must be physical to “count.” Educators, 
researchers, and popular-press authors are nowhere near being of one mind (Stassen 
Berger 2007). These latter points are emerging in earnest in the bullying literature at 
present in both educational and evolutionary developmental (e.g., Volk et al. 2006) 
domains. We have more to say about bullying later in this chapter

Aggression as Incompetence

Common to most developmental views not of evolutionary origin is the perception 
that aggression is a maladaptive manifestation of a perturbed developmental process. 
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In accordance with a medically derived model (see Ellis et al. 2012; Hawley 2011, 
for extended discussions), behavior that disrupts the well-being of others is seen to 
be consequent to some “infection,” not unlike a disease process, from environmen-
tal perturbation such as harsh parenting or poor urban environments. This view is 
challenged at length below. For now, suffice it to say that common to developmental 
views is the assumption that aggression is a problem to be fixed in the aggressive 
child, that no good will come from an aggressive profile, and that aggression lies 
outside the boundaries of normal and healthy human social functioning. Consistent 
with these assumptions, aggressive children of a certain ilk (see more below) are 
targeted with therapeutic intervention strategies designed to reduce said behavior.

Evolutionary Perspectives: Aggression as Adaptation

Counter to traditional developmental perspectives of aggression, evolutionary de-
velopmental perspectives examine the potential benefits as well as costs of aggres-
sion at different times in ontogeny. Although child aggression is viewed negatively 
by most adults, it can be effective for children in gaining resources and manipu-
lating social relations, both of which are useful in competing with other children 
(Campbell 2005; Pellegrini and Archer 2005). Individuals can gain an advantage 
by aggressing against others, especially if the risk is low. Aggression, of course, is 
often associated with negative psychological consequences. For example, high lev-
els of aggression in school-age children are associated with rejection and low social 
status (e.g., Bierman et al. 1993; Coie and Koeppl 1990). Yet overall rates of aggres-
sion are positively correlated with popularity for preschool children (e.g., Hawley 
2003a), and sometimes for older children as well (e.g., Hawley et al. 2008; Rose 
et al. 2004). Although aggression is typically viewed negatively, children who use 
it effectively for personal goal attainment can indeed gain benefits with respect to 
popularity and social status (e.g., Cillessen and Mayeux 2004; Hawley et al. 2007a; 
Vaillancourt and Hymel 2006).

An evolutionary developmental perspective of aggression also assumes that 
natural selection has provided children the ability to be sensitive to early environ-
mental conditions that are predictive of later, adult environments and to entrain 
development to pattern behavior consistent with the likely future environment. In 
some cases, this can mean children learn to use aggression rather than (or perhaps in 
addition to) more prosocial techniques to solve problems, which, from an inclusive-
fitness perspective, has proved to be an adaptive strategy and may continue to be a 
successful strategy for contemporary youth. This in no way implies that bullying or 
other forms of youthful coercion should be tolerated; but it does suggest alternative 
ways of viewing such socially problematic behavior (e.g., it serves some adaptive 
purpose for the perpetrator and is not a form of pathology) and may suggest alter-
native ways to counteract such behavior (see e.g., Ellis et al. 2012; Hawley 2011).

With respect to the distinction of function and form, the evolutionist and develop-
mentalist John Bowlby (1969) recognized early on that different forms of behavior 
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could serve similar functions in an evolutionary sense. That is, infants come into the 
world with reflexes and early-developing behaviors shaped by selection to serve the 
same function, namely, to extract caregiving from parents. These reflexes and be-
haviors include sucking, rooting, grasping, separation anxiety, vocalizing, smiling 
(positive affect), and crying (negative affect), and are universal across humans (and 
in many other species to some degree). In other words, positive and negative social 
cues in the infant, though different in form (phenomenal manifestation), serve simi-
lar function (purpose), here, maintaining proximity to the primary caregiver. On this 
latter point, evolutionists are well versed; in the natural world there are several ways 
(forms) to solve similar problems (function). A mammal’s weapons may jut from 
its mouth (elephants), be on the top of its head (moose), or protrude from the top of 
its face (rhinoceros), yet serve a similar purpose. One purpose for such weaponry 
in many social animals is the attainment and subsequent maintenance of high status 
in a social hierarchy (often achieved via aggressive means), with individuals higher 
in the hierarchy being described as “dominant” and achieving benefits in terms of 
mating opportunities and access to resources.

The pecking order of chickens inspired the first treatments of social-dominance 
hierarchies in the early twentieth century (Schjelderup- Ebbe 1922); hens compete 
for desired resources predominantly by pecking each other. This work quickly gave 
rise to an aggression-based view (form-focused) of social dominance that persists to 
this day across species and taxa (e.g., Alonso et al. 2012; Krebs and Davies 1997). 
Alcock (2009), for example, refers to dominance as a “sexually selected manifesta-
tion of conflict” (p. 332) in his animal behavior textbook. Moreover, the pecking 
order construal quickly impacted work in child development (e.g., Bühler 1927) 
and has left a legacy of the continued focus on the form of behavior (agonistic con-
tests, fighting ability, and submissive gestures), even though the function of such 
contests was always understood to be resource control. For example, Abramovitch 
(1976) defined dominance as property fights, involving “struggles” or “tussles,” in 
her work with children.

Resource Control Theory

Evolutionary perspectives generally explicitly adopt function-driven approaches, 
that is, what is a behavior for, what function does it play that it might have been fa-
vored by selection? Function-driven approaches (cf., form-driven approaches) lead 
one to see the world through different lenses. For example, from a function-driven 
perspective, prosocial behavior (behavior intended to benefit another, though for 
varying underlying psychological motivations, some “selfish,” some “altruistic”; 
Eisenberg and Fabes 1998) can be viewed as generated by mechanisms common 
to sociality. That is, living in groups wins one resources unattainable on one’s own, 
and cooperating and otherwise behaving in prosocial ways with group members can 
be one means of acquiring resources. Thus, prosocial behavior can be considered an 
indirect resource control strategy. That is, a variety of mechanisms, including kin 
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selection (cooperative aid to genetic relatives), reciprocal altruism (aid dispensed 
to those who are in a position to reciprocate in the long run), or indirect reciprocity 
(aid given to others that wins approval from group members, and consequently an 
increased probability that aid will be given in return), can eventually lead to aid (re-
sources) received. Resource control theory (Hawley 1999) explicitly incorporates 
this theoretical point into its measurement model; we have gathered via observed 
interactions (in children; Hawley 2002), others’ reports (Hawley 2003a), and self-
reports (Hawley 2003b), that children and adults behave prosocially to achieve a 
material goal. Moreover, we socialize our children to do this. In fact, research with 
toddlers and preschool children makes it clear that young humans are predisposed 
toward prosocial interactions with other humans (see Tomasello 2009; Warneken 
and Melis 2012). However, humans have not totally changed the resource-acquisi-
tion game, becoming fully cooperative and eschewing more “negative” means of 
gaining what they need and want. Coercion also functions as an effective resource 
control strategy. That is, resources can be obtained through deception, social ma-
nipulation, or physical force. Social response to these behaviors is much different 
from social responses to prosocial behaviors; children tend to be censured for using 
them. At the same time, they are less censured (at least by peers) than traditional 
developmental approaches would have us believe (see Hawley 2003b).

The Well-Adapted Machiavellian

From a life history perspective—which postulates that important developmental 
events in an animal’s life are shaped by selection to promote inclusive fitness—the 
modal pattern is to use both prosocial and coercive strategies to some extent (Haw-
ley 2011) to attain some degree of average effectiveness (most of us are average, 
after all). Those who are especially effective at obtaining resources in the presence 
of others—or, in other words, are effective competitors—have been shown to be 
those who use both prosocial and coercive strategies to a high degree (and hence are 
referred to as bistrategic controllers) and, thus, from a functional view, are socially 
dominant. This stands to reason; both strategies, gainfully employed, yield success. 
Mono-strategists (i.e., those who use predominantly prosocial or coercive strate-
gies, but not both) are more effective than “average” individuals, but less effective 
than bistrategic controllers. These latter two groups (i.e., prosocial controllers and 
coercive controllers) are well captured by the extant literature in developmental 
psychology; prosocial controllers are highly skilled, well-liked, and well-regulated 
peer leaders, whereas coercive controllers are impulsive, hostile, and rejected by 
peers. People falling into each of the categories have been identified at all ages, 
from preschoolers (e.g., Hawley 2003a; Pellegrini et al. 2007) and school-age chil-
dren (e.g., Garandeau et al. 2011; Hawley et al. 2008; Rose et al. 2004) through 
adults (Hawley et al. 2009). These patterns are by now quite intuitive.

What is less intuitive from this approach, however, is that bistrategic controllers 
not only are instrumentally successful, but also possess social competence (Hawley 
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2002), in large part because they appear to be able to use the social group to ac-
cess resources in some contexts while at the same time being willing to bypass or 
confront the social group in others. Consistent with our predictions, Hawley and 
colleagues have generally found bistrategic controllers to possess attributes associ-
ated with social skills; that is, they tend to be extroverted, socially perceptive, and 
morally astute (Hawley 2003a; Hawley and Geldhof 2012). Both male and female 
bistrategic controllers are high on traditional measures of aggression (i.e., social 
and physical), and even direct this aggression toward their best friends (Hawley 
et al. 2007b). In this regard, they are much like coercive controllers. Yet, despite 
their high levels of aggression, and in contrast to expectations from most theoretical 
perspectives (e.g., Coie and Dodge 1998), they are socially attractive to peers (Haw-
ley 2003a, 2003b) and demonstrate relationship skills (e.g., intimacy; Hawley et al. 
2007a). This complex constellation of skills, including those of social manipulation, 
invites comparisons to Machiavelli’s treatise on effective leaders.

Machiavellianism through the Lens of Life History Theory

Little is known at this point about what “makes” an effective Machiavellian. Devel-
opmental approaches, however, have shown early ecological factors that precede 
and perhaps calibrate lifelong patterns of aggression and prosociality. With respect 
to aggression, children with physically abusive parents are more aggressive than 
children with nonabusive parents, both at home and in school (Dodge et al. 2008; 
Trickett and Kuczynski 1986).1 The effects of parental maltreatment on aggression 
vary somewhat for boys and girls, with maltreated boys showing elevated levels of 
physical aggression, whereas maltreated girls display heightened levels of relational 
aggression (Cullerton-Sen et al. 2008). Similarly, children who view their parents 
as warm and loving (and who generally display authoritative parenting styles) are 
more generous, supportive, comforting, and cooperative than other children (Hoff-
man 1975; Krevans and Gibbs 1996; Robinson et al. 1994). Yet this literature has 
not, as a rule, looked at how these behavioral patterns act in concert. Thus, these 
literatures are likely talking mainly about prosocial and coercive controllers, and 
not about the most effective bistrategic controllers. We do, however, know some-
thing about the attachment relationships of these resource control types, and attach-
ment processes are thought to be a primary context for early social calibration (see 
Del Giudice 2009; Del Giudice et  al. 2009). Bistrategic controllers (in a college 

1  Most of the published studies on the effects of parenting on aggression have not been genetically 
sensitive in that they do not control for shared genes. Aggression has been investigated in more 
than 100 behavioral genetic studies using a variety of measures (see Dodge et al. 2006; Rhee and 
Wildman 2002). In a meta-analysis of twin and adoption studies, Rhee and Wildman (2002) repor-
ted that approximately 41 % of individual differences in levels of aggression could be accounted 
for by genetic effects, 16 % by shared environmental influences, and 43 % by nonshared environ-
mental influences. Thus, although shared genes clearly have an influence on levels of aggression, 
behavioral genetic studies indicate an even greater proportion of the variance can be accounted by 
environmental factors, which include parenting style.
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sample), for example, report a potent mix of relationship confidence, high anxiety, 
and high avoidance (and, especially, see their relationships as secondary to their 
material goals; Hawley et al. 2009). Bear in mind that avoidance does not entail 
evasion of social interactions, but rather avoidance of intimacy. One can have many 
relationships and use one’s social network effectively without forming deep and 
meaningful ties to others. Consistent with this pattern is the fact that although bis-
trategic controllers report viewing both the material and social world as resources, 
they value the material world more. Their high social anxiety (a “hyperactivation” 
of the attachment system; Bartholomew and Horowitz 1991; Mikulincer and Shaver 
2003) suggests that they are at the same time preoccupied with relationships and 
concerned with pleasing others to avoid social rejection. Indeed, the evidence sug-
gests that bistrategics do this very well; they appear to benefit from rather accurate 
thermostats that can gauge social temperature. Consequently, bistrategics as a group 
adjust their behavior accordingly and in ways that coercive controllers cannot or do 
not (e.g., Hawley 2003b).

Conversely, coercive controllers have the avoidance but not the anxiety or confi-
dence of bistrategics. They report negative expectations of social relationships (they 
do not view relationships as resources), which may explain the fact that they react 
to perceived threats of not obtaining goals with frustration and hostility (Hawley 
2003b; Little et al. 2003). Unlike bistrategic controllers, coercive controllers tend 
to repel others. Their lack of social skills (e.g., knowing how they make others feel) 
and poor regulation (e.g., low conscientiousness) make them qualitatively different 
from the bistrategic controllers. Prosocial controllers, on the other hand, have an at-
tachment profile that fits most similarly to descriptions of security: high confidence 
and low avoidance. Prosocial controllers, because they are socially invested, see 
social ties as resources more so than other groups, and expect (and get) positive 
social interactions. Consequently, they can achieve their goals through prosocial 
channels without the need to resort to coercion. Even though they prize both social 
and material resources, they appear to assign a different significance to their inter-
personal relationships than do bistrategic controllers, one that psychologists tend to 
evaluate more positively.

Though not as yet studied directly with developmental methods (i.e., early at-
tachment through observational methods), the findings above are suggestive; sche-
mas about the role other humans play in resource attainment are calibrated by the 
early parent–child relationship, the first ecological condition one is exposed to. Life 
history theory would also suggest important roles for harshness, predictability, and 
resource richness. These questions are just beginning to be pursued, and we look at 
some of this emerging literature later in this chapter.

A Note on “Risk”

The existence of bistrategic resource controllers confounds predominant develop-
mental-psychopathology models that construe aggressive behavior as a risk factor in 
development through its associations with negative developmental outcomes (e.g., 
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peer rejection and delinquency). In developmental circles, “risk” has been largely 
influenced by epidemiological disease models that attempt to “locate agents or 
conditions that are associated with an increased probability of outcomes that com-
promise health, quality of life, or life itself” (Jessor 1991, p. 597). These medical-
model-inspired approaches have been applied fruitfully to youth aggression, unsafe 
sex, and substance use. Yet, even the originator of problem behavior theory (PBT) 
cautioned that the medical-model metaphor can only go so far; namely, unlike most 
pathogens and viruses, many adolescent “risk behaviors” have positive outcomes, 
and the goals that adolescents formulate for such behaviors can be rational (Jessor 
1991). Benefits associated with alcohol use, for example, include the foundational 
human need for social connectedness (e.g., Shim and Maggs 2005). At the same 
time, others have characterized risk as “normal behavior gone awry” (Dodge and 
Albert 2012, p. 625), and that costs, though not perhaps evident in the short run, 
may emerge eventually (e.g., incarceration or dysfunction; Dodge and Albert 2012). 
From these perspectives, low-risk behaviors are good for one’s behavioral portfolio.

In contrast, evolutionary models are more similar to those in economics; here, 
risk is defined in terms of the variance of outcomes distributed about an expected 
outcome average (Figueredo and Jacobs 2010). Behaviors that yield benefits and 
costs are high risk from this perspective. Unlike developmental psychopathology 
models, cost is not unduly weighted; an accumulation of short-term benefits may 
outweigh costs that may or may not manifest in the distant future. Such calculations 
are anything but controversial in biological circles, especially if “costs” manifest 
post reproduction.

What does the risk distribution look like for aggressive behavior? Traditional de-
velopmental models have assumed that social costs (e.g., ostracism) associated with 
aggression outweigh any benefits. At the same time and as outlined in this chapter, 
evolutionary and non-evolutionary scholars have recently documented sizable so-
cial advantages associated with some forms of aggression, such as status attainment 
(Hawley 2003a; Pellegrini 2001; Rodkin et al. 2000) and mating opportunities (El-
lis et al. 2012; Volk et al. 2012a). Aggressive behavior appears to be a strategy that 
can pay handsome dividends, especially if it is balanced with other strategies con-
noting social skills and prosociality.

The Development of Aggression

Aggression in children is often labeled as “antisocial,” and this is unfortunate be-
cause aggression is a social behavior. In fact, as early as children are able to in-
teract with one another, a significant proportion of their interaction is aggressive, 
making aggression a highly frequent and salient social behavior. Also somewhat 
counterintuitive to most people, aggressive behavior decreases in frequency with 
age, although both the benefits (e.g., status, resources) and costs (e.g., incarcera-
tion, damage inflicted on others) of aggression in older children and adolescents are 
greater than in childhood.
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Physical Aggression

Peer-directed aggression is observed as soon as infants have the physical ability 
and opportunity to inflict harm on another individual (e.g., Hay et al. 2011; Hay 
et  al. 1983). For example, in one study (Hay et  al. 2011), researchers observed 
the use of physical force by 12-month-olds interacting with unfamiliar infants of 
the same age during a 20-minute make-believe birthday party. Hay et al. reported 
that infants made an average of nearly 3.5 forceful actions against peers (2.32 in-
cidents of instrumental force, e.g., tugging on peer’s toys; 1.16 incidents of the use 
of bodily force, e.g., hitting a peer), with children whose mothers had a history of 
conduct problems and/or mood disorders engaging in more aggressive actions than 
other infants. Although such actions might often bring tears and vocal protests, the 
consequences are rarely serious, and 12-month-olds only occasionally have oppor-
tunities for direct, unsupervised interaction with one another. Physical aggression 
among toddlers is substantially higher than in infancy (Alink et  al. 2006), often 
involving disputes over toys. In fact, nearly 50 % of interactions among toddlers 
can be described as conflictual, though not necessarily aggressive (see Dodge et al. 
2006). We should not necessarily view this as all negative, however. Hawley (1999) 
suggests that, given toddlers’ limited cognitive and negotiation abilities, “taking” a 
toy is an effective means of acquiring resources and “may in fact indicate a healthy 
assertive approach to the world that may lead to material rewards that ultimately 
foster growth and survival” (p. 121).

Longitudinal studies have found that physical aggression decreases over the 
preschool years, peaking at 2 or 3 years of age and declining substantially by age 
five (e.g., Côté et al. 2006; Cummings et al. 1989). The incidence of physical ag-
gression continues to decline over childhood into adolescence (Cairns et al. 1989; 
NICHD Early Child Care Research Network 2004; Tremblay et al. 1999). However, 
although most children show decreases in physical aggression over the preschool 
and early school years, individual differences in degree of aggression tend to be 
stable, at least for boys (Broidy et al. 2003; Cummings et al. 1989), and a subgroup 
of children tend to maintain elevated levels of aggression at least to age 11 (Côté 
et al. 2006). The 16.6 % of children in the Côté et al. (2006) study who displayed 
stable levels of high physical aggression were more likely to be boys from lower 
socioeconomic status (SES) families whose parents used hostile/ineffective parent-
ing styles. In other research, Cleverely et al. (2012) reported that both males and 
females who displayed increasing levels of physical and indirect aggression over 
childhood and adolescence had higher levels of delinquency and depression than 
other individuals in emerging adulthood.

Boys are, on average, more physically aggressive than girls at every age, be-
ginning in toddlerhood (see Baillargeon et  al. 2007; Dodge et  al. 2006; Trem-
blay et al. 1999). Archer (2009) and Benenson (2009) independently argued that 
these robust sex differences can be explained by sexual selection theory (Trivers 
1972) in which females, as the primary caregivers of children, avoid physical risk 
(see Campbell 1999), and males, as the sex that invests less in parenting, are more 
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competitive and use aggression selectively to attain status and access to mating op-
portunities. Although sex differences in physical aggression are found at all ages, 
they are perhaps most notable in adolescence and young adulthood, when the ag-
gression can lead to serious physical harm and even death. We discuss this idea in 
greater detail later in the section on “The Young Male Syndrome.”

Social/Indirect Aggression

Although physical aggression declines over the preschool and school years into 
adolescence, it is often replaced by social, or indirect, aggression. Although both 
sexes engage in indirect aggression, it typifies the type of aggression used by girls 
(e.g., Crick and Grotpeter 1995; Österman et al. 1998), in large part because girls 
engage in less physical aggression than boys (Card et al. 2008). Archer and Coyne 
(2005) proposed that indirect aggression is an alternative strategy to direct (usually 
physical) aggression that is used when the costs of direct aggression are high. Just 
as physical aggression can be used to the benefit of the aggressor, so too can indirect 
aggression. For example, in a 2-year longitudinal study of children between grades 
6 and 8, high levels of indirect aggression predicted increases in positive friendship 
quality 1 year later (Banny et al. 2011).

Indirect aggression has been hypothesized to be produced by evolved mecha-
nisms that support female mating strategies (Vaillancourt 2005; Vaillancourt et al. 
2010). More specifically, it is a form of intrasexual competition that involves main-
ly harming the reputation and devaluing the physical appearance of other girls/
women. In support of this, in one study, adolescents girls and young women (age 
range 16—29 years, mean age = 20 years) who more frequently made negative com-
ments about other women’s appearance showed high levels of aggression toward 
their romantic partner and their peers (Arnocky et al. 2011). The authors interpreted 
their findings as young women’s attempts to ward off potential rivals and to mini-
mize the risk of partner defection by reducing the rivals’ mate values.

Effective indirect aggression requires verbal and cognitive abilities not avail-
able to toddlers and young preschoolers, and one reason for the decline in direct 
physical aggression over the preschool and school years is children’s increasing 
communicative and intellectual skills (Archer and Coyne 2005). The decrease in 
physical aggression over these years is mirrored by an increase in indirect aggres-
sion (Björkqvist et al. 1992; Côté et al. 2007). Recently, Ingram and Bering (2010; 
Ingram 2014) proposed that tattling is one form of indirect aggression used by pre-
schoolers. Unlike gossiping behind someone’s back, tattling is typically overt and 
used to punish a peer and/or to keep social order. Tattling is a relatively common 
activity among preschool children (e.g., den Bak and Ross 1996; Ingram and Ber-
ing 2010). For example, in one naturalistic study, preschool children tattled about 
1.25 times per day (Ingram and Bering 2010). Children’s negative reports of other 
children’s behavior to adults were generally truthful; tattling was used most often 
by dominant children, and was positively related to measures of indirect aggres-
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sion. Ingram and Bering (2010) proposed that tattling can be viewed as an adaptive 
behavior in preschool children and as a precursor to gossiping, both of which are 
forms of indirect aggression that increase as physical aggression declines. Hawley 
and Geldhof (2012) observed analogous patterns of behavior to likewise be asso-
ciated with dominance and observed the likeness of these behaviors to “selective 
moral engagement”—moral behavior conditionally enacted to further one’s own 
cause.

The Young-Male Syndrome

Although physical aggression decreases over childhood into adolescence, the con-
sequences of aggression in adolescence and young adulthood are often especially 
damaging. For instance, arrests for violent crimes and assaults for males increase 
sharply between the ages of 10 and 19 years (Cairns and Cairns 1986), the rate of 
men’s involvement in violent crimes and same-sex homicides is the highest be-
tween 18 and 30 years, and the probability of being the victim or perpetrator of 
homicide peaks in adolescence and young adulthood. This phenomenon has been 
found in all cultures and time periods studied (see Daly and Wilson 1988, 1990).

Daly and Wilson (1988) referred to this phenomenon as the young-male syn-
drome and explained it in terms of Trivers’ (1972) parental investment and sexual 
selection theory. Males and females differ in the effort they put into mating and par-
enting. Like most mammals, human females are the more investing sex with respect 
to parenting, starting with 9 months gestation and an obligatory period of lactation 
and nursing (obligatory for most of human history anyway, before the advent of 
baby formula). Although human males invest in their mates and offspring more 
than do most mammals (95 % of male mammals invest nothing in their offspring; 
Clutton-Brock 1991), the human male investment necessary to produce successful 
offspring varies with ecological conditions (see Geary 2005), such as availability of 
social support for the mother and physical resources needed to rear a child to adult-
hood. As the more-investing sex, females are choosier in consenting to sex, where-
as males engage in greater intrasexual competition for access to females. There 
is greater reproductive variability in males than females. Whereas most females 
will find and secure a mate (albeit perhaps a low-quality one), many low-quality 
males (e.g., those without substantial resources, physically unhealthy) risk never 
reproducing. In contrast, higher-quality males (e.g., physically robust, high resource 
holding potential) may monopolize multiple females, and certainly the most valu-
able ones in terms of evolutionarily relevant characteristics (e.g., youthful, fertile, 
and healthy). It is during the time when young men enter the “mating market” that 
male-on-male aggression increases, much of it over status and the opportunity to 
impress and secure access to fertile women. Fights and deaths among adolescent 
males and young men often occur over what can appear on the surface to be minor 
slights, such as insults to one’s reputation or masculinity. Despite the risk of injury 
and the societal penalties associated with assault and murder, Homo sapiens’ male 
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psychology has evolved to be sensitive to competitive conditions and threats to 
status, which, in the ancestral past, have been associated with inclusive fitness. 
Failing to compete, even via violence, can result in being shut out of the mating 
game. Some young men, depending on the ecological conditions in which they were 
raised, may perceive the use of aggression as a functional strategy. We discuss such 
conditions in the next section.

Facultative Adaptations: Early Childhood Environment as 
a Predictor of Later Environments and Aggression

Behavioral Plasticity

Aggression can have both adaptive and maladaptive consequences for children and 
adolescents, consistent with an evolutionary perspective involving cost–benefit 
analysis (CBA). However, there are substantial individual differences in the ex-
pression of aggression, dependent, to a large extent, on environmental (particularly 
social) conditions. Humans have evolved a large brain and with it the ability to 
modify behavior, including aggression. Yet, some individuals are more prone to ag-
gression and violence than others. Some of this may be attributed to differences in 
temperament. However, children seem to be especially sensitive to early (the first 
5–7 years) environmental conditions. In a pioneering paper in evolutionary devel-
opmental psychology, Belsky et al. (1991) combined aspects of attachment theory 
with new ideas from the then emerging field of life history theory to propose that 
evolved mechanisms detect and respond to features of early environments and en-
train patterns of development to produce adult behaviors best suited to anticipated 
future environments (anticipated based on early environments). These are contin-
gent strategies that enable organisms to succeed in a variety of contexts and are 
referred to as facultative adaptations, or sometimes conditional adaptations (Boyce 
and Ellis 2005). According to Belsky et al.:

A principal evolutionary function of early experience—the first 5 to 7 years—is to induce in 
the child an understanding of the availability and predictability of resources (broadly defi-
ned) in the environment, of the trustworthiness of others, and of the enduringness of close 
interpersonal relationships, all of which will affect how the developing person apportions 
reproductive effort (p. 650).

Belsky et al. proposed that children growing up in low-stress, resource-rich envi-
ronments with secure attachments to caretakers learn that significant others in one’s 
life are dependable, relationships are stable, and resources likely to be available in 
the future. These children adopt what has been termed a slow life history strategy, 
delaying pubertal maturation and sexual debut compared to children growing up in 
high-stress, resource-poor environments with insecure attachments to caretakers. 
These latter children adopt a fast life history strategy, with accelerated onset of pu-
berty and sexual activity. Moreover, as adults, children following a slow life history 
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strategy tend to have fewer offspring and invest more in them than those following 
a fast life history strategy. There are also differences in economic psychology, with 
a slower life history strategy being associated with taking a long-term perspective, 
delaying gratification, and avoiding risk, compared to people following a faster life 
history strategy (see Fig. 9.1).

Although from the point of view of contemporary Western society, a slow life 
history strategy is more favorable, presumably because it inflicts fewer costs on 
others, including society as a whole. Costs on others, however, are not an obstacle 
from an evolutionary perspective. Human rearing environments are and always 
have been variable: some children experience supportive environments and others 
stressful ones. Early environments are predictive (albeit imperfectly) of later envi-
ronments, and developmental systems have been shaped by natural selection to ad-
just to both putatively “positive” and “negative” developmental contexts. Although 
negative developmental contexts are today associated with “poor psychological ad-
justment” from a mental-health perspective, “maladaptation” from an evolutionary 
perspective does not necessarily ensue. Rather, for many of our ancestors, a fast life 
history strategy was associated with reproductive benefits for children in stressful, 
high-risk environments, and likely is for many children today (see e.g., Ellis and 
Bjorklund 2012; Ellis et al. 2011; Ellis et al. 2012).

One consequence of a fast life history strategy and accelerated pubertal devel-
opment is increased levels of aggression, delinquency, and crime (see e.g., Ellis 
2004; Mishra and Lalumière 2008; Wang et al. 2009). This association was recently 

Fig. 9.1   Faster versus 
slower life history strategies 
(from Ellis, B. J. Del 
Giudice, M., Dishon, T. J., 
Figueredo, A. J., Gray, P., 
Griskevicius, V., Hawley, P. 
H., Jacobs, W. J., James, J., 
Volk, A. A., & Wilson, D. 
S. (2012). The evolutionary 
basis of risky adolescent 
behavior: Implications for 
science, policy, and practice. 
Developmental Psychology, 
48, 598–623.)
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demonstrated using data from the Minnesota Longitudinal Study of Risk and Ad-
aptation (Simpson et  al. 2012). Simpson et  al. examined how two separate fea-
tures of environments—harshness (e.g., rates of morbidity–mortality in the local 
environment) and unpredictability (fluctuations in the harshness of environmental 
conditions over time)—in early childhood (0—5 years) and later childhood (6—16 
years)—predicted risky behavior, including aggression and delinquency (based on 
self-report scales) and involvement in criminal behavior in adulthood (see also Ellis 
et al. 2009). Simpson et al. reported that children exposed to more unpredictable 
environments during their first 5 years self-reported higher levels of aggression and 
delinquency and engaged in more criminal activities at age 23 than did children ex-
posed to more predictable early environments. These relationships did not hold for 
the children exposed to harsh and unpredictable environments in later childhood.

These findings suggest that environmental unpredictability during the first 5 
years of life has long-term influences on subsequent delinquent behaviors, which, 
as mentioned previously, may yield benefits especially for those living in harsh and 
unpredictable environments. Note that neither harshness nor degree of unpredict-
ability later in childhood (6—16 years) uniquely predicted subsequent delinquent 
behavior. That is to say, children exposed early to unpredictable environments may 
adopt an accelerated life history strategy characterized by aggression, delinquen-
cy, and criminality. Expanding on this idea, Belsky (2012) recently proposed that 
children may have evolved developmental programs that are sensitive to extreme 
violence, such as war and ethnic cleansing, with those exposed to these harsh envi-
ronmental features developing insecure attachment, a more anxious phenotype, and 
a faster life history strategy than children not exposed to such early violence.

Gene–Environment Interactions

However, not all children who experience stressful or unpredictable early environ-
ments necessarily engage in elevated levels of aggression or come to the atten-
tion of local law enforcement. For developmentalists, it is important to identify 
individual-level factors that either protect or make children vulnerable to environ-
mental effects. Indeed, there is research showing that the quality of early environ-
ment interacts with a child’s genotype in predicting such behavior in adolescence. 
For example, an abusive early environment was shown to be associated with later 
delinquent behavior, but only for children with particular genetic-based physiologi-
cal characteristics. In a longitudinal study conducted in New Zealand, the delin-
quent behavior of adolescent boys was examined as a function of the likelihood 
of childhood maltreatment (none, probable, severe) and their level of the enzyme 
monoamine oxidase A ( MAOA) that metabolizes several types of neurotransmitters 
(Caspi et al. 2002). Low levels of MAOA are associated with increased levels of 
aggression in both laboratory animals and humans (e.g., Guo et al. 2008a). Caspi 
et al. reported that the prevalence of delinquent behavior was especially high for 
adolescents who experienced severe maltreatment as children and had low levels 
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of MAOA. Although levels of delinquent behavior were also high for children with 
high MAOA activity who experienced severe maltreatment, by far the most influ-
enced group was adolescents who had both low MAOA levels and experienced 
severe childhood maltreatment. Other studies have similarly shown that quality of 
home environments is mediated by genotypes in expressing aggressive and violent 
behavior, clearly pointing to the interaction of early rearing environment and genet-
ics (e.g., Foley et al. 2004; Guo et al. 2008b).

Predictive Adaptive Responses

Other research has demonstrated that childhood and adolescent levels of aggression 
and conduct disorder are predicted by certain prenatal experiences. Gluckman and 
Hanson (2005) identified experiences during the prenatal period, such as poor nutri-
tion, as influencing subsequent functioning later in life in beneficial ways, termed 
predictive adaptive responses. With respect to poor prenatal nutrition, children 
develop “thrifty phenotypes,” storing more fat than children whose prenatal diets 
were more nutritious. Several researchers have noted a connection between mater-
nal stress and anxiety as reported by pregnant women and subsequent externalizing 
and conduct disorders in their children after controlling for other variables (e.g., 
SES, smoking, obstetric risk) (e.g., O’Connor et al. 2002a, b; O’Connor et al. 2003; 
Van den Bergh and Marcoen 2004; see Glover 2011 for a review). Although few of 
these studies controlled for direct genetic influences, Glover (2011) and others (e.g., 
O’Connor Heron et al. 2002; Van den Bergh and Marcoen 2004) have argued that 
a genetic explanation is not likely the entire story; namely the effects of maternal 
stress and anxiety on later behavior of offspring have been repeatedly found when 
the stress was reported for the prenatal development period, but not if the stress 
was reported during the immediate postnatal development. If individual differences 
in genes were the principal factor governing the relationship, then the relationship 
would be evident for both the pre- and postnatal groups. In an innovative study that 
attempted to tease apart genetic from prenatal experiential factors, researchers used 
a prenatal cross-fostering design, in which pregnant women were either genetically 
related or unrelated to their child as a result of in vitro fertilization (IVF) (Rice 
et al. 2010). Between 4 and 10 years of age, children’s “antisocial” behavior was 
significantly related to stress experienced by their birth mothers, whether they were 
genetically related to them or not.

What’s in it for the Bullies?

Bullying is a serious problem worldwide, with up to 600 million children being 
directly involved in bullying each year (Volk et al. 2006). As we mentioned in the 
opening paragraph of this chapter, the problem of bullying in childhood and ado-
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lescence has caught the attention of the public, with loud calls to end it. Yet, despite 
the efforts of school systems and the obvious physical and psychological harm to its 
many victims, bullying persists and has been resistant to intervention efforts (Stas-
sen Berger 2007). As many species-universal behaviors, bullying may be associated 
with some adaptive outcomes, making its eradication difficult. An evolutionary per-
spective on bullying may provide some novel insights and possible solutions to this 
social problem.

About 10 % of elementary school children can be classified as bullies (Boul-
ton and Underwood 1992, in the UK; Olweus 1993, in Scandinavia; Pellegrini and 
Bartini 2000, in the U.S.). Although bullying can begin as early as 5—7 years of 
age (e.g., Synder et al. 2003), it tends to increase in frequency and intensity dur-
ing the early school years, usually decreases over the elementary school years, and 
often then increases in early adolescence (e.g., Stassen Berger 2007; Rigby 2002; 
Salmivalli and Peets 2009). Both boys and girls bully and are equally likely to be 
victims of bullies, although boys are more apt to experience physical aggression 
from other boys and girls to experience indirect, or social, aggression from other 
girls (Veenstra et al. 2010).

Although bullying was once viewed as a case of “boys being boys” (and “girls 
being girls”) and generally tolerated as a necessary part of childhood, its prevalence 
and negative consequences on its victims have brought it to a new level of public 
awareness. Bullying can result in low self-esteem, sleeping problems, bedwetting, 
headaches, self-harm, and depression for victims (e.g., Arsenault et al. 2010; Boul-
ton and Smith 1994; Ladd et al. 1997; see Rigby 2002), and can sometimes lead to 
suicide or homicide.

There are surely many reasons why children bully. When 8- to 11-year-old Aus-
tralian children were asked why they bullied particular children, the most frequent 
answer was that the victims “annoyed” them, with “getting even” being a close sec-
ond (Rigby 2002). However, might there be an unstated reason? Rather than view-
ing bullying as a maladaptive strategy used by children with underdeveloped social 
skills and the result of faulty development, an evolutionary perspective suggests 
that some forms of bullying may represent a facultative adaptation, as described 
in the previous section. Under some conditions, some children use bullying to suc-
cessfully gain resources and status when other strategies are not available to them 
(e.g., Pellegrini and Long 2002). This is a view recently presented by Anthony Volk 
et al. (Book et al. 2012; Volk et al. 2012a, 2012b), who propose that bullying can be 
an effective strategy to gain resources and status, particularly during adolescence. 
In support of their argument, they note that bullying: (1) is found across cultures; 
(2) has its analogue in social mammals, in which a stronger individual repeatedly 
attacks or takes resources away from a weaker one (see Archer 1988); (3) is highly 
heritable (in one study, genetic factors accounted for 61 % of variation in bullying 
and 73 % of the variation in victimization (Ball et al. 2008)); and (4) although some 
bullies display adjustment problems, many others experience positive outcomes.

Although bullies had traditionally been viewed as oafish, socially incompetent 
individuals, others have suggested that some bullies possess average, or perhaps 
above average, social-cognitive skills (Sutton et al. 1999a). While some researchers 
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report deficits in social cognition (e.g., theory of mind, understanding empathy) in 
bullies (e.g., Shakoor et al. 2012), others report no social-cognitive deficits (e.g., 
Gini 2006; Caravita et al. 2010; Renouf et al. 2010), or even greater than average 
social-cognitive abilities (Sutton et al. 1999b). (Other research shows that although 
social cognition is not related to bullying, it is positively associated with defending 
victims of bullies (Caravita et al. 2009; Caravita et al. 2010).)

As we noted earlier, some children who frequently use aggression are also rated 
high in popularity (e.g., Hawley 2003b; Hawley et al. 2008). Bullies are likely to 
be leaders of their groups (both aggressive and nonaggressive groups; Estell et al. 
2007) and, in adolescence, may be positively regarded by members of the opposite 
sex and have greater dating opportunities. For example, Connolly et al. (2000) in-
terviewed nearly 200 self-reported bullies in grades 5 through 8 about their dating 
experiences and compared them to a matched group of adolescents. Children iden-
tified as bullies were oriented toward opposite-sex relationships and started dating 
earlier and engaged in more advanced dating experiences (e.g., having a boyfriend 
or girlfriend) than control children. Other research has found similar patterns. For 
example, in one longitudinal study of 11- to 14-year-old adolescents, both boys 
and girls who had higher levels of indirect aggression at Time 1 had more dating 
opportunities than their less aggressive peers 1 year later (Arnocky and Vaillan-
court 2012). Using a retrospective design, Gallup et al. (2011) reported that college 
women who engaged in elevated levels of indirect aggression in adolescence began 
dating earlier than their less aggressive peers (see also White et al. 2010), whereas 
college men who engaged in more aggression in middle- and high-school reported 
having more dating partners than their less-aggressive peers. Several studies have 
also shown the inverse—that victimized adolescents have fewer dating opportuni-
ties and (eventual) sex partners than nonvictimized adolescents (e.g., Arnocky and 
Vaillancourt 2012; Gallup et al. 2009, 2011). These documented patterns hint at the 
possibility that bullying privileges perpetrators in terms of proximal variables (e.g., 
winning attention from the opposite sex) presumably associated with reproductive 
success.

Although levels of aggression were generally positively related with current and 
subsequent dating opportunities in these studies, there is some indication that the 
quality of dating relationships differs between children high versus low in aggres-
sion. For example, in the study by Connolly et al., bullies reported that their rela-
tionships with their boyfriends or girlfriends were less intimate, affectionate, and 
stable than control children, and bullies were more likely to report acts of aggres-
sion with a boyfriend or girlfriend than control children. Although characteristics 
of children’s early lives (e.g., harsh and/or unpredictable environments) were not 
assessed in these studies, the bullies examined here display behavioral character-
istics associated with children who follow a fast life history strategy (as described 
in the previous section), which is associated with elevated levels of aggression and 
delinquent behavior (e.g., Simpson et al. 2012).

Viewing bullying as an evolutionary adaptation does not mean that it is cost free; 
indeed, “adaptive” (i.e., functional) bullies, despite often being viewed as popular 
and of high status (i.e., benefits), are not typically socially preferred by their peers 
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(e.g., Caravita et  al. 2009, 2010; see Stassen Berger 2007), and their aggressive 
behavior can attract negative responses from adults in authority. And bullying cer-
tainly produces often serious, deleterious consequences for victims, which is reason 
enough to eliminate it. Bullying, however, need not be viewed solely as an aberra-
tion, but for some children in some contexts can be viewed as an adaptive solution 
to social problems, especially those contexts concerning power hierarchies. When 
developing interventions to reduce bullying, one must ask “What’s in it for the 
kids?” who engage in such behavior (Ellis et al. 2012; Volk et al. 2012a). Bullying 
and other risky adolescent behaviors (e.g., drinking games, reckless driving) often 
confer status and mating opportunities to the youth who engage in them, and pro-
grams aimed at reducing bullying will be more likely to succeed when this is taken 
into consideration.

Implications for Intervention

Modern public sentiment—in large part as a reaction to a recent spate of teen sui-
cides—characterizes the problem of bullying (perhaps correctly) as a national health 
concern. Without informed guidance and support from the scientific community, 
this outpouring of emotion can lead to well-meaning yet ill-informed policy state-
ments that give the appearance of immediacy and effectiveness (e.g., implement-
ing laws proclaiming zero tolerance or “criminalizing” bullying), but in fact have 
little evidence to suggest that such measures alone would be effective, and some 
evidence to suggest they may make the problem worse (Skiba and Knesting 2001).

Even when the scientific community weighs in, outcomes associated with bully-
ing intervention programs have been described in their collective as “disappointing” 
(Stassen Berger 2007). Although contemporary bullying intervention programs 
have moved well beyond reactionary zero-tolerance policies, efficacy studies re-
veal mixed results, showing modest to no effect of examined interventions (e.g., 
Baldry and Farrington 2004; Frey et al. 2005; Merrell et al. 2008). Indeed, even 
Olweus’s (1993) program, commonly considered the gold standard for American 
intervention, has not been rigorously tested in ways consistent with high standards 
of program evaluation. At the same time, however, derivative programs coming 
from Finland (e.g., KiVa) are showing more promise in regard to changing behavior 
of Finnish youth (Kärnä et al. 2011; Salmivalli et al. 2010). This program, however, 
has not been tested in the diverse American ecology.

In looking at KiVa through evolutionary lenses, we believe the program holds a 
great deal of promise in large part because it assumes that if one changes the ecol-
ogy, one changes fundamentally the behaviors that will be adaptive in that ecology. 
This of course is a foundational principle of natural selection; behaviors are adap-
tive only insofar as they are selected by the local ecology.

As previously discussed, bullies had long been thought to be incompetent and 
disliked. By contrast, at present there appears to be some agreement that bullying 
yields several social rewards, including power, status, mating opportunities, and, 
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perhaps more controversially, positive esteem from peers (e.g., Hawley et al. 2007b; 
Perren and Alsaker 2006; Vaillancourt et al. 2003). Thus, in school contexts where 
bullies thrive, there appears to be some selective advantage.

The grounding principles of KiVa recognize the functionality of bullying as a 
means of obtaining social rewards. Accordingly, the program seeks to alter reward 
structures for bullying behavior by, for example, focusing intervention efforts on 
other constituents in the social ecology, namely, the bystanders of bullying, or the 
majority of children who either explicitly (e.g., laughter, esteem) or implicitly (e.g., 
tolerance, resignation) reward the aggression of others even if they are not aggres-
sive themselves. The success of this intervention appears to lie in the fact that it rec-
ognizes the functional nature of bullying and that it can be mitigated by altering the 
cost–benefit ratio so that it is no longer an adaptive strategy in the school ecology.

Conclusion

That aggression has ancestrally adaptive benefits is likely not a surprise for read-
ers of this volume; evolutionary theorists have typically had a more difficult time 
explaining the presence of prosocial behaviors than of aggressive ones. Yet, main-
stream developmental psychologists have traditionally viewed aggression in chil-
dren as socially dysfunctional, and in many cases it certainly is. Even if it is not 
detrimental for the aggressor, it is for the victim and frequently for the harmony of 
the group. Viewing aggression in children from an evolutionary perspective gives 
developmentalists and social interventionists a new way of looking at the perpetra-
tors of these harmful and often disruptive behaviors, one that may result in more 
positive outcomes when dealing with highly aggressive children or situations. An 
evolutionary approach is not necessary to develop an appreciation of the functional 
value of childhood aggression. However, such an approach is the foundation of 
evolutionary perspectives, and we believe that it is one that provides a better under-
standing of phenomena such as bullying and thus affords a greater chance of devel-
oping successful interventions than approaches that neglect a functional approach.

An evolutionary developmental approach may also alter how mainstream evo-
lutionary psychologists view aggression. It seems clear today that both aggression 
and prosociality are universal features of human nature, both shaped by natural 
selection over Homo sapiens’ evolutionary history. However, neither highly pro-
social nor highly aggressive behavior is inevitable. Children have also evolved the 
developmental plasticity to be sensitive to early local environments that contin-
gently entrain the course of ontogeny. In some situations, especially when early 
environments are harsh and unpredictable, children may display behavior patterns 
consistent with a fast life history strategy, which may include using aggression 
in ways that benefit the aggressor, at least in the short term. Of course, this, in a 
sense, is the function of a fast life history strategy—the early attainment of de-
velopmental milestones in anticipation that life may be short and/or opportuni-
ties few. From this perspective, much of adult aggression can be viewed through 
an evolutionary developmental lens. Which adults will use violence or excessive 
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force in certain contexts is related not only to immediate conditions, but also to a 
childhood that biased the individual to be differentially sensitive to certain envi-
ronmental contexts and to respond in certain ways (some aggressively) to achieve 
goals. From this viewpoint, a developmental perspective may not be necessary to 
understand adult use of violence, but we believe that is can greatly facilitate such 
an understanding.
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Adaptation and Coherence: Evolutionary and Dynamical 
Perspectives on Human Violence

The potential for violence is a universal feature of social life that leaves no realm 
of human interaction untouched. As such, violent behavior qualifies as a central 
domain of human psychology, on par with far loftier domains like language, music, 
love, and procreation. To be sure, the frequency and intensity of violence show vari-
ability across cultures and historical periods. But even in the most peaceful societies 
and during the least stressful times, violence between individuals, groups, and soci-
eties is an ever-present possibility, primed to surface in response to a wide variety 
of triggers. The ubiquity of violent behavior at different levels of social reality sug-
gests that its occurrence is not an aberration or a result of idiosyncratic factors, but 
rather represents the expression of basic psychological mechanisms. The question 
is, what are these mechanisms?

Evolutionary psychology provides a reasonable way to think about this issue, 
and considerable evidence has been amassed in recent years in support of this ac-
count. We suggest, however, that the dynamical systems perspective in social psy-
chology (e.g., Guastello et al. 2009; Vallacher and Nowak 2007; Vallacher et al. 
2002) is worthy of consideration as well. This perspective on the nature of human 
experience represents an adaptation of the work on complexity science and nonlin-
ear dynamical systems that revolutionized the natural sciences in the 1970s (e.g., 
Eckmann and Ruelle 1985; Haken 1982; Strogatz 1994; Thompson and Stewart 
1986; Waldrop 1992; Weisbuch 1992). The attempt to conceptualize social psychol-
ogy in these terms is relatively new and thus has not yet produced a track record 
to match that of evolutionary psychology. Like evolutionary psychology, however, 
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the dynamical perspective holds promise for integrating the highly fragmented field 
of social psychology, and the evidence to date suggests that it may fulfill this role.

Our aim in this chapter is to make the case for both points of view, both in 
general terms and with respect to the specific issue of human violence. Beyond 
comparing the respective merits of the evolutionary and dynamical perspectives, 
we intend to show how these seemingly distinct models of human psychology can 
be integrated to promote a higher-order frame for human violence that is both inte-
grative and heuristic. To set the stage for this analysis, we first clarify the issue of 
human violence and document the need for a comprehensive theory concerning its 
origins and functions.

Human Violence: The Need for Comprehensive Theory

The phenomenon of violence is at once simple and complex. Its simplicity is cap-
tured in the definition provided by the World Health Organization: “the intentional 
use of physical force or power, threatened or actual, against oneself, another per-
son, or against a group or community, that either results in or has a high likelihood 
of resulting in injury, death, psychological harm, maldevelopment or deprivation” 
(Dahlberg and Krug 2002, p. 5). Simple enough, but things become complicated 
when one considers the various forms that violence can take and the various factors 
that can activate or inhibit these forms. Violence can occur between individuals, 
between groups, and between nation-states. It commonly represents antagonistic 
feelings, yet it can emerge in the most intimate of relationships. It can be a one-off 
experience, lasting mere seconds, or it can unfold on timescales ranging up to years, 
even decades. It can involve direct physical contact or it can take place by means of 
a button press that launches missiles to a location thousands of miles away.

Nor is violence simple with respect to its normalcy and adaptive value. It is 
tempting to view violent behavior that causes harm as an aberration of normal psy-
chological processes. Violent behavior that results in long-term suffering and death 
seems especially pathological and thus unique in its underlying psychological and 
social forces. However, uniqueness could be claimed for blind obedience to author-
ity, racial prejudice, and self-defeating behavior—or of heroism and altruism, for 
that matter. Yet each of these topics has been successfully framed in terms of basic 
processes that are manifest in far more banal realms of human experience. Perhaps 
violence, too, is a manifestation of fundamental psychological processes.

A great deal has been learned over the years about the potential for violence in 
human affairs. For the most part, though, the focus in this research has been on the 
proximate causes—the triggers—of hostile intent and aggressive behavior. So de-
spite the ubiquity and universality of violence, the distal causes of this phenomenon 
have yet to be unequivocally established. What is needed, then, is a comprehensive 
account that can establish the invariant features of violence, while accounting for its 
myriad forms of expression. If evolutionary psychology and nonlinear dynamical 
systems aspire to be the foundational science for human psychology, they should be 
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able to provide the conceptual integration that is lacking for violent behavior. Ac-
cordingly, we consider each perspective in turn in the following sections.

The Case for Evolutionary Psychology

Traditional social psychology has done a fine job of cataloguing the various do-
mains of human experience and identifying the proximate causes and situational 
triggers associated with each. This fine-grained approach to understanding person-
al and social processes, however, has resulted in a fragmented field populated by 
numerous mini-theories, each with a narrow range of application, and many self-
contained research paradigms that share few assumptions, methods, and tools (e.g., 
Gergen 1973; Vallacher and Nowak 1994). There is clearly a need in psychology 
for a comprehensive yet parsimonious theory that can put the field back together. 
Evolutionary psychology has emerged in recent years as a strong contender for 
fulfilling this role.

Overview of the Evolutionary Perspective

At the time evolutionary theory was proposed in the mid-nineteenth century, no 
one was aware that the earth was 4.5 billion years old, there was no understanding 
of genetics, and few suspected that the ground in certain parts of the world was 
littered with fossils of extinct species—including species that were transitional be-
tween primitive apes and modern humans. For that matter, most people had never 
seen a monkey. All that has changed, of course, since Darwin’s time. Science has 
made enormous strides in our knowledge of the earth, genetics, the fossil record, 
and the diversity of species that have lived on this planet. In every instance, these 
strides have provided confirmatory evidence for evolution by natural selection. 
Emboldened by the success of evolutionary theory in biology, scientists over the 
past few decades have applied evolutionary principles to human psychology (e.g., 
Buss 2005, 2011; Kenrick 2012; Barkow et al. 1992)—and once again, the evidence 
amassed has provided strong confirmation for this perspective on the nature of hu-
man experience.

The central idea of evolutionary psychology is that the human mind evolved 
many millennia ago under conditions that are dramatically different in many re-
spects from the conditions in which we now live. The world was dangerous, un-
predictable, and no doubt quite mysterious for the first modern humans, who first 
appeared in Southern Africa about 150,000 thousand years ago. There was no medi-
cal care, advanced technology, sophisticated weaponry, agricultural systems, gov-
ernments, laws, emergency warning systems, history books, or anger management 
courses. The selection pressures were intense, and mortality rates were very high, 
with few people living into their 30s and even fewer surviving childhood. On top of 
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this, human ancestors were frail compared to other species and thus defenseless as 
individuals against predators.

Against this backdrop, evolution by natural selection built a suite of adaptations 
in humans to solve these varied adaptive problems. This does not mean the survival 
of every individual, however. Indeed, evolution requires uneven mortality, such 
that only those individuals who display the “right” characteristics have a chance of 
reaching adulthood, securing a mate, and passing on their genes to their offspring. 
The differential survival rates of human ancestors effectively eliminated traits that 
less successfully solved adaptive problems than alternative traits, while selecting 
for traits that more successfully solved adaptive problems. What were these adap-
tive or evolved traits? Some general traits were selected for, including big and pow-
erful brains, a strong desire to form social bonds, and attachment to offspring.

But evolutionary psychologists go further than this. They argue that a large 
number of specific preferences and motives were selected for and these became 
ingrained as information processing “modules” in the human brain. These mental 
modules underlie kin selection (preferential helping for close relatives), reciprocal 
altruism (exchanging help and favors with others), selective sexual preference (at-
traction to opposite-sex people with specific facial and bodily features signaling 
reproductive fitness and fertility), pair bonding (monogamous male–female sexual 
relations), sexual jealousy (expressed differently in males and females), sensitivity 
to injustice (expressed as revenge), and an astute ability to perceive the intentions 
of other people (including deceptive intent).

The evolutionary perspective has emerged as a major paradigm in social psy-
chology, in part because it provides insight into behavior patterns that do not seem 
personally adaptive or socially useful. Extreme risk-taking by adolescent males is 
unnecessary and certainly dangerous in today’s world, but such behavior may have 
been adaptive in dealing with the dangers and uncertainties that were facts of life 
in our ancestral environment. Those males who were more willing to take on dif-
ficult and risky challenges may also have had an advantage in establishing their 
dominance in the group, thereby gaining access to young women for mating oppor-
tunities. Revenge, intolerance, prejudice, and hostility toward people with different 
beliefs and values, and unthinking conformity in group settings all pose problems 
in the modern world, but these tendencies may represent the lingering legacy of 
adaptations to different circumstances tens or hundreds of thousands of years ago. 
Violence certainly fits this bill as well.

The Evolutionary Perspective on Violence

Although violence is a species-wide phenomenon with deep roots in animal behav-
ior (e.g., Campbell 2005; Maynard-Smith and Price 1973; Wrangham et al. 2006), 
it is not considered an end-state or a goal but rather a readily available means by 
which higher-order concerns can be redressed or goals can be achieved. Presum-
ably, when other means are made available—particularly if these means incur fewer 
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costs—they can supplant violent behavior as the salient instrumental behavior. In 
understanding violence, then, the focus is on its functional value in service of basic 
evolutionary mandates.

Several mandates have been proposed and verified (cf. Liddle et al. in press). 
Most are self-evident and do not warrant detailed consideration here. These uncon-
troversial bases for violence include intra-sex battles for dominance and mating 
opportunities, territory acquisition and protection, protection of offspring, defense 
against predation, and victory in competition between groups (e.g., Archer 1988; 
Buss and Shackelford 1997; Campbell 2005; Durrant 2011; Maynard-Smith and 
Price 1973). Some bases for violence are less obvious, however, and are commonly 
considered symptoms of pathology rather than the product of adaptations. Domestic 
violence, for example, is widely (and appropriately) condemned, and those who 
perpetrate such behavior are deemed criminal, if not pathological.

Even here, however, one can find an evolutionary rationale. The most commonly 
invoked argument centers on male’s uncertainty about paternity and the feelings of 
proprietary jealousy evoked by this uncertainty (e.g., Buss 1996; Daly et al. 1982). 
Because ovulation in women is concealed and fertilization occurs internally, men 
face the adaptive problem of uncertainty of paternity in offspring. If they fail to 
resolve this uncertainty, men risk investing resources in children to whom they are 
genetically unrelated. Beyond this risk, cuckoldry can jeopardize a man’s mating 
opportunities in two ways: foregoing other mating opportunities in the present and 
incurring reputational damage that can hinder mating opportunities in the future 
(cf. Buss 2000; Daly and Wilson 1994). The jealousy motivated by these concerns 
motivates men to guard their mates to prevent them from having sex with other men 
and to prevent them from leaving the relationship. This motivation can promote a 
range of abusive behaviors (Daly et al. 1982; Malamuth 1996) that are commonly 
labeled domestic violence and that serve to circumvent women’s choices regarding 
sexual behavior (Buss 1996; Geary et al. 1995; Smuts 1996).

There is considerable archival evidence in support of this rationale (e.g., Buss 
1996, 2000; Buss and Malamuth 1996; Buss and Shackelford 1997; Daly and Wil-
son 1993; Wilson and Daly 1993). Sexual proprietariness is found worldwide (Buss 
1996; Daly et al. 1982). In men, it occurs in response to threats (real or imagined) 
of sexual infidelity or defection by a mate (e.g., Daly and Wilson 1993; Shackelford 
et al. 2000). The risk of domestic violence is ten times greater for younger, repro-
ductive age women than it is for older, post-reproductive age women (Peters et al. 
2002). Experimental evidence in support of the evolutionary account of domestic 
violence is difficult to obtain for obvious ethical and practical reasons, although 
laboratory research has confirmed that simply imagining sexual infidelity by one’s 
partner can generate emotional and physiological distress in men (e.g., Buss et al. 
1992).

It is important to note that such distress, and the potential for domestic violence 
it generates, is not motivated in a proximate sense by men’s concerns over paternity 
uncertainty and investing in children who do not share their genes. Men simply 
do not want their mates to have sex with other men. All the birth control in the 
world would not mitigate this concern. The distal cause specified by evolutionary 
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psychology—ensuring the survival of one’s genes—may be totally lost in men or 
even inaccessible to conscious awareness, as it is in other species. The distinction 
between distal causes that exist outside of awareness and the proximate causes that 
provide conscious motivation is an important feature of evolutionary psychology.

Evolutionary psychology thus provides a compelling rationale for different man-
ifestations of human violence. Although violence is frowned upon in everyday life 
and is viewed as a problematic feature of human psychology by social scientists and 
psychologists, it represents a cross-species and cross-cultural means of achieving 
basic evolutionary mandates. Because it is a means to an end rather than a goal per 
se, however, violence can admit to considerable variability as a function of culture, 
history, and demography (e.g., Campbell 2005; Cohen and Nisbett 1994; Keeley 
1996; Letendre et al. 2010; Nisbett 1993; Pinker 2011; Shackelford 2005). The evo-
lutionary perspective, in short, qualifies as a highly credible and well-documented 
theory of human violence.

Commentary on the Evolutionary Perspective

There is much to recommend evolutionary psychology as a foundational science 
for social thought and behavior. It provides a coherent and parsimonious set of 
principles with which to integrate the enormous diversity of human behavior. It es-
tablishes a bridge between biology and psychology. It develops a clear rationale for 
domains of behavior that are hard to understand with recourse to traditional models 
of motivation and that seem dysfunctional if not pathological in today’s world. In 
addition, because it does not rely on people’s awareness of their evolved mecha-
nisms, it allows for distal causes of behavior that are inaccessible to introspective 
access. People feel as though they are acting in accordance with proximate causes 
that are identifiable, but lack insight into the basic evolutionary adaptations that 
give rise to these recognizable forces and conscious considerations.

Caution is warranted, though, in viewing violence through only an evolutionary 
prism. Aggressive behavior is associated with territorial defense, intra-sex competi-
tion for mate selection, and the risk of paternity uncertainty, but such behavior is 
not an inevitable consequence of these factors. Most conflicts over resources and 
territory are resolved without violent confrontation (e.g., Coleman 2011). In addi-
tion, intra-sex competitions for dominance are commonly waged in a nonviolent 
manner. The same is true for the antagonism that develops between groups. These 
factors are triggers for spontaneous aggression and physical confrontation in other 
species, but that is because the motive at issue—resource protection, dominance, 
mate protection, and so forth—cannot be satisfied in any other manner. Humans, 
in marked contrast, have a variety of alternative means for satisfying these motives 
(e.g., wealth acquisition, social status, and lawyers), and need only resort to vio-
lence when these channels are unavailable or blocked.

Even when one considers the biological bases for violence, the expression of such 
behavior is not inevitable under conditions that activate concerns with dominance, 
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mate selection, and the like. Historically, the proclivity for interpersonal aggres-
sion and intergroup violence has been a tendency associated largely with males (cf. 
Daly and Wilson 1994). Across many mammalian species, there is a connection 
between levels of testosterone and aggressive behavior (Ellis 1986; Monaghan and 
Glickman 1992). The immediate effect of testosterone, however, is seeking and 
maintaining dominance—not aggression per se. Aggression, of course, is a basic 
means of establishing dominance in many species. But among humans in today’s 
world, dominance can be established by nonaggressive means—economic success, 
leadership in business and industry, reputation in science, and so forth. Research on 
this point has established that the relationship between testosterone and aggression 
exists primarily for men in lower socioeconomic classes, for whom opportunities 
for achieving dominance by other means is limited (Dabbs and Morris 1990). The 
fact that violence has decreased steadily for decades with the rise of urban living, 
international trade, democracy, and societal laws (e.g., Pinker 2011) is further tes-
tament to the non-essential nature of violence. Evolutionary mandates create the 
precondition for violence, but do not guarantee that it will be expressed.

The Case for Dynamical Social Psychology

The development of the dynamical perspective can be traced in part to the same fac-
tors that inspired efforts to develop the evolutionary foundations of intrapersonal, 
interpersonal, and group-level processes. The range of topics covered by social psy-
chology is enormous, from those that are intrapersonal (e.g., attitudes, self-concept) 
to those that are interpersonal (e.g., attraction, persuasion) and collective (e.g., in-
group–outgroup relations, social change) in nature. Much has been learned on a 
topic-by-topic basis, but the resultant theories have unclear points of contact and are 
tested within specialized paradigms employing very different tools and procedures. 
A central aim of the dynamical systems approach is to provide the conceptual and 
paradigmatic integration that is lacking in the field (Vallacher and Nowak 1994). To 
accomplish this aim, a new set of assumptions, principles, and methods is called for.

Distinctions Between the Dynamical Approach  
and the Canonical Approach

The dynamical perspective is based on the noncontroversial assumption that every 
domain of human experience is inherently dynamic. Actions, judgments, emotions, 
interactions, and relationships all exhibit continual change on various timescales. 
In part, the dynamic nature of human experience reflects the number and variety of 
factors that can promote change in the way people think and behave. But people are 
not blank slates, responding in a simple proportional manner to the forces they ex-
perience. Rather than “causing” a one-step response, external factors interact with 
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the internal dynamics of the person or group to trigger a response that unfolds over 
time. Consider the difference between kicking a soccer ball (an inanimate object) 
and kicking a dog (an animate object). The ball will move proportionately in re-
sponse to the kick, but the dog’s response will depend on its internal state—its 
fear, anger, or confusion, for example. Thus, the same cause (kicking) can provoke 
different responses—running away (fear), biting (anger), or freezing (confusion).

Beyond that, the response to an external force can conform to one of several 
distinct temporal patterns. A person who is insulted, for example, may initially ex-
perience anger or intimidation, but over time his or her response may move in dif-
ferent directions—intensified anger with a corresponding increase in a desire for 
retaliation, perhaps, or diminished anger with an increasing sense that the insult was 
warranted. For that matter, the person’s response may show a pattern of oscillation 
between these conflicting emotional states. The traditional approach in social psy-
chology—focusing on a response (the dependent variable) at one point in time after 
exposure to an external factor (the independent variable)—may produce misleading 
results and conclusions that overlook the dynamics defining the process in question.

The dynamical perspective takes seriously the fact that external forces rarely 
operate in isolation but rather interact to promote temporal patterns of thought and 
behavior. Traditional psychology recognizes the potential for interactions among 
independent variables, of course, but the playing field is typically reduced to a small 
number of factors. No psychologist wants to decompose the statistical interaction 
among more than three independent variables. Clearly, however, the effect of a 
restricted set of variables can change when other relevant factors are thrown into 
the mix. A person who is insulted, for example, may display different trajectories of 
thoughts and feelings depending on a wide range of other relevant factors—the sta-
tus differential between the “insulter” and the “insultee,” the mood of the insultee, 
the presence of other people, the way in which the insult is delivered, and so on.

Overview of the Dynamical Perspective

The explicit focus on internal dynamics and the complex interplay of factors that 
influence internal dynamics represents a paradigm shift in the way social processes 
are understood and investigated. This new approach, however, has deep roots. As 
noted at the outset, it is informed by the principles, methods, and tools developed 
in the study of nonlinear dynamical systems in the natural sciences. But it can also 
be traced to the formative years of social psychology in the early and mid-twentieth 
century—decades before the focus on nonlinear dynamics and complexity emerged 
as a dominant paradigm in the natural sciences. Such prominent figures as Wil-
liam James (1890), Charles Horton Cooley (1902), and Kurt Lewin (1936) provided 
important insights into the dynamic nature of human experience and the complex 
constellation of internal and external forces that shape people’s thoughts and actions 
over time. It was not until appropriate tools and methods (e.g., time-series analysis, 
phase space construction, and computer simulations) were developed, however, that 
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social psychology could return to its roots and exploit the insights of the field’s 
founding fathers (Vallacher and Nowak 1997).

Dynamical Principles and Processes

In its most basic sense, a dynamical system is simply a set of interconnected ele-
ments that evolve in time, with the elements continually influencing each other to 
achieve a coordinated state that characterizes the system as a whole. Elements can 
represent anything from atoms and molecules to animals and planets. The task of 
dynamical systems theory is to specify how the elements interact with each other 
over time to promote properties and behavior at a higher level of functioning. In 
physics and chemistry, a fundamental question is how subatomic particles interact 
to produce visible matter and forces; in ecology, a central concern is how animals 
interact to generate and maintain a balance between predator and prey; in cosmol-
ogy, the focus is how celestial bodies such as planets influence each other to pro-
duce stable orbits.

The higher-order property or behavior that results from the mutual influence 
among elements has emergent properties, which simply means that the higher-level 
property or behavior cannot be reduced to the properties of the elements (cf. Hol-
land 1995). The stable pattern of planetary orbits in the solar system, for exam-
ple, depends on the mutual gravitational influences among the planets, not on the 
properties of the planets in isolation. Because emergence is due to the interactions 
among elements over time, the process is referred to as self-organization. Rather 
than being imposed on the system from above or from outside the system alto-
gether, the higher-level properties and behaviors emerge from the internal workings 
of the system itself. The emergence of coherent system-level properties by means of 
self-organization provides an important link between distinct areas of science. The 
synchronized flashing of fireflies (Strogatz 2003), for example, is different from the 
synchronized firing of neurons associated with pattern recognition and conscious-
ness (cf. Hopfield 1982; Tononi and Edelman 1998), but both phenomena represent 
the tendency for the elements of a system to become coordinated and promote the 
emergence of coherent system-level properties and behavior.

Once a higher-level state emerges in a dynamical system, it constrains the be-
havior of the elements that give rise to it. When a stable orbit emerges in a plan-
etary system, for example, new elements (e.g., a passing asteroid) are captured by 
the orbit and lose their original trajectory. Because a system-level property or be-
havior “attracts” the behavior of both existing and new elements, it is referred to 
as an attractor.1 In complex systems—systems composed of many interconnect-
ed elements—attractors develop as the elements influence each other to achieve 

1  Three types of attractors have been identified in dynamical systems: fixed-point, periodic (inclu-
ding multi-periodic and quasi-periodic), and deterministic chaos. Because we have found fixed-
point attractors to have the greatest relevance for issues of interpersonal and intergroup conflict, 
they provide the focus of our discussion.
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a relatively coherent state or pattern of changes that provides coordination for the 
elements (cf. Haken 1982; Hopfield 1982; Strogatz 2003). An attractor is thus simi-
lar to the notion of equilibrium or homeostasis (cf. Cannon 1932; Miller 1944).2

A dynamical system may have more than one attractor, each corresponding to a 
different coherent state. Which attractor governs a system’s dynamics in a particular 
instance depends on the initial states or starting values of the system’s evolution. 
The set of initial states converging on each attractor represents the basin of attrac-
tion for that attractor. This means that for a person or a group characterized by 
multiple attractors, the process in question can display different equilibrium tenden-
cies, each associated with a distinct basin of attraction. Within each basin, different 
initial states will follow a trajectory that eventually converges on the same stable 
value. However, even a slight change in the system’s initial state will promote a 
large change in the system’s trajectory if this change represents a state that falls just 
outside the original basin of attraction and within a basin for a different attractor.

The attractor concept is captured by a gravity metaphor, depicted in Fig. 10.1. 
The ball represents the current state of the system and the valleys represent two 
attractors for the system. The ball will roll down the hill and come to rest at the 
bottom of the valley, which represents a local energy minimum. The width of each 
valley represents the basin of attraction. A system with a wide basin “attracts” a 
broad range of states, including information and events that seem inconsistent with 
the attractor. A system with a narrow basin “attracts” a smaller range of states and 
thus is less able to absorb inconsistent ideas and events. In Fig. 10.1, the basin of 
attraction for Attractor A is somewhat wider than the basin of attraction for Attrac-
tor B. This means that a wider variety of states will evolve toward A than toward B.

An attractor can also be characterized in terms of its strength or resistance to 
change. This feature is represented by the depth of each valley in Fig. 10.1. It is dif-
ficult to dislodge a system from a strong attractor, even when perturbed by strong 
external influences, whereas a relatively weak influence can dislodge a system from 
a weak attractor. In Fig. 10.1, Attractor B is stronger than Attractor A. This means 
that once a system is at Attractor B, it is more difficult for it to be dislodged by 
external influence.

In psychological and social systems, an attractor can be described as a restricted 
range of mental states and actions that is commonly experienced by a person or 
group. At the individual level, the thoughts and feelings that arise in the stream of 

2  More precisely, a fixed-point attractor corresponds to a stable equilibrium. An unstable equilib-
rium, referred to as a repellor, represents a state that the system tries to avoid.

a b

Fig. 10.1   A dynamical 
system with two attractors, 
a and b
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thought can influence each other to take on a common meaning and promote the 
emergence of a coherent higher-order belief or social judgment (Vallacher et  al. 
1994). Once a global mental state develops, it resists subsequent input that threatens 
to undermine it. In the context of a positive view of someone, for example, infor-
mation that the person is “critical” may be interpreted as a virtue (“constructive”) 
rather than a vice (“mean-spirited”).

Similar dynamics operate in the emergence and maintenance of norms, attitudes, 
and fashions in a social system. Individuals, who may differ initially in their person-
al preferences, influence each other to adopt a shared reality (cf. Kenrick et al. 2003; 
Nowak et al. 1990). Once a collective state comes to characterize the thought pro-
cesses of interconnected individuals, there is strong resistance to new information 
or forces that threaten to undermine it. Thus, discrepant information is discounted 
or reinterpreted to fit the prevailing view and individuals holding deviant ideas are 
subject to intense influence from the local majority or are ostracized.

Attractors do not necessarily represent desired states. People with low self-
esteem, for example, initially embrace flattering feedback from others, but over 
time they tend to discount or reinterpret this feedback, displaying a pattern of self-
evaluative thought that converges on a negative state (Swann et al. 1990; Vallacher 
et al. 2002). At an interpersonal level, some people display a persistent pattern of 
antagonistic behavior in their social relations, despite efforts to avoid behaving in 
this manner. In an inter-group context, warring factions may display conciliatory 
gestures when prompted to do so, but then revert to a pattern of antagonistic thought 
and behavior when the outside interventions are relaxed (Vallacher et al. 2010). 
When a system’s dynamics are governed by an attractor, the system will consis-
tently evolve to a particular state, even if this state is not pleasant, and will return 
to this state despite experiencing forces that would promote a more pleasant state.

The dynamical systems perspective has shown promise for identifying the 
common features of topics that are typically investigated separately. Thus, 
self-organization and the emergence of progressively higher-order states have been 
demonstrated for self-concept (Nowak et al. 2000), self-evaluation (Vallacher et al. 
2002), self-regulation (Vallacher and Nowak 1999), action identification (Vallacher 
et  al. 1998), social judgment (Vallacher et  al. 1994), personality development 
(Nowak et  al. 2005), the emergence of public opinion (Nowak et  al. 1990), and 
societal change (Nowak and Vallacher 2001). The system elements are obviously 
different for each phenomenon (e.g., self-relevant thoughts, individual actors), but 
the basic principles at work are the same. Both self-concept and the social change, 
for instance, have been simulated using the same formalism (cellular automata) and 
the same rules of interaction among the elements in question.

Dynamical Methods

No one would argue with the suggestion that human social experience is complex 
and dynamic, nor would most observers deny the potential relevance and utility of 
nonlinear dynamical systems to personal and interpersonal phenomena. What is 



198 R. R. Vallacher and C. Brooks

less clear to many researchers, though, is how to implement this approach in their 
own research agendas. Many of the methods and tools developed to investigate the 
dynamic properties of complex systems are foreign to social psychologists, and it 
is not self-evident that learning to adapt such tools will have added value in theory 
construction or real-world application.

This concern has abated in recent years with the advent of several research pro-
grams employing dynamical concepts and methods. Some have used experimental 
methods to track the temporal trajectories of basic processes, including social in-
teraction (e.g., Beek and Hopkins 1992; Buder 1991; Newtson 1994), personality 
expression (e.g., Brown and Moskowitz 1998; Mischel and Shoda 1995), mood 
(e.g., Schuldberg and Gottlieb 2002), self-evaluation (e.g., Vallacher et al. 2002), 
attitude change (Kaplowitz and Fink 1992; Latané and Nowak 1994), group dy-
namics (e.g., Arrow 1997; Losada 1999), close relationships (e.g., Gottman et al. 
2002), and social judgment (e.g., Vallacher et  al. 1994). In a few research pro-
grams, experimental methods have been supplemented by analytical tools designed 
to identify the formal properties of the observed dynamics. Newtson (1994) has 
shown that the periodic flow of social interaction has a fractal (i.e., self-similar) 
structure, for example, and Vallacher et al. (1994) have shown that the moment-to-
moment dynamics of social judgment reflect the operation of a low-dimensional 
cognitive–affective system.

For the most part, however, computer simulation is the tool of choice in investi-
gating intrapersonal, interpersonal, and societal dynamics. The most frequently em-
ployed simulation platforms in this work are cellular automata and neural networks 
(cf. Liebrand et al. 1998; Nowak and Vallacher 1998; Read et al. 1997). These ap-
proaches have proven especially useful in modeling the emergence of global prop-
erties in a system from the interactions of the lower-level elements comprising the 
system in question.

With respect to intrapersonal processes, elements correspond to components of 
the cognitive system, such as specific thoughts and pieces of information, and the 
emergent global properties refer to decisions, judgments, and self-concepts. The 
press for coherence in social judgment (e.g., dissonance reduction, impression 
formation, stereotype formation, and change), for example, has been analyzed as 
constraint satisfaction processes within a connectionist or neural network frame-
work (e.g., Kunda and Thagard 1996; Read et al. 1997; Shultz and Lepper 1996; 
Smith 1996). The emergenceof global properties of self-concept (e.g., self-esteem, 
self-concept clarity) from the self-organization of specific elements of self-relevant 
information, meanwhile, has been modeled within a cellular automata framework 
(Nowak et al. 2000).

Computer simulations are widely employed to model the emergence of global 
properties in social systems. In this approach, the elements correspond to individu-
als and the system-level properties refer to various group-level phenomena that 
emerge through social interactions among the individuals. This approach has prov-
en successful in modeling the emergence of public opinion (Nowak et al. 1990), the 
development of social networks (Nowak et al. 1998), the emergence of cooperation 
in social dilemma situations (e.g., Messick and Liebrand 1995), and the conditions 
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that promote incremental versus nonlinear (sudden, catastrophic) economic and po-
litical transitions in society (Nowak and Vallacher 2001).

Computer simulations have two noteworthy advantages in investigating the dy-
namics of intrapersonal, interpersonal, and societal processes. This approach, first 
of all, enables one to investigate the relationship between micro- and macro-levels 
of social reality. The investigator equips individual elements in the system with 
rules of behavior and observes how these rules give rise to global properties for 
the set of elements as a whole. For example, very simple rules of social interaction 
(e.g., adopt the point of view held by the majority of one’s neighbors) can promote 
the emergence of shared norms and attitudes in a group. In a reversal of this proce-
dure, the investigator starts with knowledge of the system’s global properties (e.g., 
the distribution of public opinion in a society) and reverse engineers the system to 
discover what rules on the level of individual elements are necessary to produce the 
system-level phenomena.

The second advantage of computer simulations is their capacity to reveal the 
temporal patterns associated with the emergence of global properties in a system. 
For many intrapersonal, interpersonal, and societal processes, the effects of a given 
cause are unlikely to be revealed immediately. An insult may produce hate, for 
example, but this feeling develops on a relatively long timescale and may not be 
immediately apparent. Love at first sight, meanwhile, may be a popular theme in 
literature and movies, but in reality many interactions and prolonged contact may be 
necessary for a romantic attraction to develop. The computer simulation approach 
is ideal for investigating the effects of multiple iterations of a given process. Thou-
sands of interactions and decades of real time can be compressed into seconds of 
computer time, revealing delayed consequences that simply cannot be observed in 
real time.

The use of computers is not an alternative to experimental research. Indeed, these 
approaches have been used in a complementary fashion, providing cross-validation 
for one another in theory construction and testing. Through computer visualization, 
first of all, an investigator can discover patterns that are predicted by theory, gener-
ated in experiments, or exist in reality (e.g., archival or historical data). The inves-
tigator can literally see the emergence of temporal and spatial patterns in a social 
psychological process, whether the polarization and clustering of public opinion 
through social influence (Nowak et al. 1990) or the progressive differentiation of 
self-concept through social feedback on one’s qualities (Nowak et al. 2000).

Perhaps more importantly, comparing the patterns and outcomes identified in 
experimental data with the patterns and outcomes produced by computer simulation 
provides a new means of verifying a theory. The results of experimental research 
can be implemented in a computer program to assess the feasibility and long-term 
consequences of the process being investigated. The results of a computer simula-
tion, in turn, may suggest a new set of causal factors that can then be investigated in 
subsequent experimental work. With repeated iterations of the reciprocal feedback 
between simulation and experiment, the investigator is able to gain greater clarity 
and precision in theoretical understanding.
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The Dynamical Perspective on Violence

To date, theory and research informed by the dynamical perspective have not fo-
cused specifically on the issue of human violence. Dynamical models have been de-
veloped, however, for destructive social conflicts that have become protracted and 
seemingly impossible to resolve (e.g., Bartoli et al. 2010; Liebovitch et al. 2008; 
Liebovitch et al. 2010; Nowak et al. 2010; Vallacher et al. 2010). These intractable 
conflicts hold tremendous potential for triggering violent behavior between indi-
viduals, groups, and nations. Our discussion of the relevance of dynamical systems 
to violence, then, is limited to this particular source and expression of violent social 
behavior.

Traditional theories of motivation are hard pressed to explain the persistence of 
destructive conflict. Beyond being intrinsically unpleasant and generating negative 
emotion, protracted conflicts destroy lives, tear apart families and communities, and 
divert attention and energy from more productive pursuits. In addition, the goals 
maintaining such conflicts are rarely achieved, particularly for conflicts that persist 
through many generations with no end in sight. Hedonism, enlightened self-interest, 
achievement motivation, and other traditional motives fall short in accounting for 
this aspect of human social behavior. Even if reasonable motives could be identified 
(e.g., ingroup solidarity afforded by outgroup antagonism), they could be satisfied 
by other means without experiencing the costs and adverse consequences of intrac-
table conflict.

There are many well-documented proximate causes of intractable conflict, in-
cluding competition over scarce resources, territorial disputes, past humiliation, per-
ceived injustice, and ideological disputes (cf. Deutsch et al. 2006). In the dynamical 
account, these factors mask a more fundamental tendency expressed in nature—the 
progressive integration of basic elements of a system into a higher-order state that 
lends stability and coherence to the system. Once a coherent state has emerged, it 
becomes self-sustaining and thus can trump the usual taxonomy of human motives 
(e.g., hedonism, self-esteem, achievement, long-term self-interest). The self-orga-
nizing nature of intractable conflict, moreover, provides a framework within which 
proximate causes and local triggers can be understood and investigated.

In the dynamical account, a protracted destructive conflict is conceptualized as 
a strong attractor that maintains a negative, but coherent cognitive, affective, and 
behavioral orientation among the parties to the conflict. When destructive conflict 
is associated with a deep attractor, an attempt to address the current state of the 
conflict corresponds to pushing the ball uphill in Fig. 10.1. Even with considerable 
effort, this attempt is likely to be futile. Once the pushing force is relaxed, the ball 
will roll back to the attractor. In international conflict, this futility is exemplified 
by peace agreements that eventually collapse after the fanfare of the initial break-
throughs subsides.

If the attractor for destructive conflict has a wide basin of attraction, a broad 
range of ideas and action possibilities will eventually evolve toward the domi-
nant mental and behavioral pattern characterizing the parties to the conflict. Even 
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positive information that contradicts the negative view of members of an outgroup 
is transformed by a variety of cognitive and social mechanisms until it fits the pre-
dominant view. A peaceful overture, for example, might initially be taken at face 
value but over time it will become reframed until it provides evidence in support 
of, rather than in opposition to, the predominant response tendency of the person 
or group. Instead of being seen as good faith effort to resolve conflict and reduce 
hostilities, the overture might be seen as a deceptive move designed to lull one’s 
group into a false sense of security.

As noted earlier, a system may have two (or more) attractors, each promoting 
a different pattern of dynamics. In conflict scenarios, these alternative modes of 
thought and action correspond to negativity and aggression versus neutrality (or 
positivity) and benign relations (or conciliation). Hence, minimal differences in the 
circumstances associated with the conflict can promote dramatically different be-
haviors, with no response that can integrate the two tendencies (Vallacher et  al. 
2010). A seemingly trivial event (e.g., a negative comment by an outgroup mem-
ber), for example, can transform a peaceful relationship into a contentious one with 
outbursts of violence. But by the same token, an unremarkable positive event (e.g., 
an apology for a disparaging comment) can reposition the parties to a conflict with-
in the basin of an attractor for positive relations. Knowing the attractors associated 
with a social relationship, and identifying the basins of attraction associated with 
each, is critical for understanding the effect that various events are likely to have on 
the nature of a social relationship.

When the system is in the basin of one attractor, the parties to the conflict may 
be oblivious to the existence of the other attractor. But these latent attractors may 
play a critical role in the transformation of social relations from destructive and vio-
lent to benign and peaceful—or vice versa—because they identify which states are 
possible when conditions change. Peaceful overtures, for example, may do little to 
dampen intergroup hostility, but they may strengthen a latent attractor for concilia-
tion. The new mode of interaction may remain latent for an extended period of time, 
but suddenly become manifest in response to an external influence or event that 
functions as a tipping point. So even if an intervention does not have an immediate 
impact on the relationship between warring parties, it may have the longer-term 
effect of creating or deepening a latent positive attractor for the system. Of course, 
the opposite scenario can be envisioned—a benign relationship can show a sudden 
and catastrophic transition to a relationship characterized by mistrust, animosity, 
and violence.

Commentary on the Dynamical Perspective

The driving force in dynamical systems is achieving and maintaining coherence 
and coordination among interconnected elements. Even if the coherent state that 
emerges by means of self-organization runs counter to the self-interest of a per-
son or group, external forces that threaten to undermine that state will be actively 
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resisted. People with a coherent but negative view of themselves resist positive 
feedback, for example, and groups embroiled in a never-ending destructive conflict 
resist efforts to terminate the conflict and bring about peace. In addition, once a co-
herent state has emerged, it exists autonomously and no longer needs support from 
the factors that were initially responsible for it. The issues that launched a protracted 
social conflict, for example, can be resolved without changing the antagonistic feel-
ings or potential for violence among the parties involved (Vallacher et al. 2010). 
Knowledge of a system’s attractor dynamics is more important than knowledge of 
the specific issues and events that sparked the conflict.

The higher-order coherent state that emerges from the self-organization of lower-
level system components may not always be experienced as pleasant or desirable, 
but it is often adaptive. A person with well-integrated sense of self can act more 
decisively and feel more certain about his or her social standing than can someone 
whose self-relevant thoughts contradict one another. Likewise, a coordinated social 
group can engage in collective tasks and maintain a shared reality more effectively 
than a group whose members cannot synchronize their mental states and actions. 
In this sense, the press for coherence in dynamical systems is consistent with the 
central role of adaptation in evolutionary psychology.

But coherence can also prove to be highly maladaptive. The potential for vio-
lence in a relationship where the dynamics are governed by a strong negative attrac-
tor is a case in point. Neither party to the conflict is acting in its best self-interest 
and the antagonism characterizing the relationship is hardly conducive to joint en-
deavors, let alone peaceful coexistence. Adaptation, moreover, requires flexibility 
in order to accommodate changing circumstances, but in a system with strong at-
tractors such changes are reacted to as if they were threats. Instead of profiting from 
new information and events, individuals and groups whose dynamics are governed 
by a strong attractor are likely to demonstrate defensiveness and rigidity.

Because nonlinear dynamical systems are investigated with respect to formal 
models that are not tied to specific content or a particular level of social reality, 
they hold potential for identifying the invariant processes characterizing very dif-
ferent social phenomena. This virtue, however, could also be viewed as a weak-
ness. In particular, the minimalist nature of the dynamical approach leaves it open 
to the “blank slate” critique (e.g., Pinker 2002). Assuming only that human minds 
and groups develop mental and behavioral repertoires on the basis of content-free 
dynamical principles may not be sufficient to predict the specific ways in which 
people across time and culture think and behave. Knowing the demands faced by 
our ancestors throughout the course of human history, and recognizing the extent 
to which psychological processes are encoded in the human genome, provides the 
needed specificity that is lacking in dynamical accounts.

This critique is not entirely warranted, however. In true blank-slate theories, 
virtually any type of mental or behavioral process can be envisioned. With noth-
ing more than a general learning mechanism at work, people could go through life 
without a set of coherent values or they could consistently fail to suspend their 
personal interests when interacting with others. The dynamical perspective does not 
allow for such idiosyncrasy. No matter how an individual is reinforced (as long as 
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the training does not produce pathology), he or she is destined to integrate specific 
thoughts and feelings into higher-order states that reflect broad attitudes, beliefs, 
and values. Nor can an individual easily escape self-organization dynamics in his 
or her interactions with other individuals, and thus avoid achieving some level of 
coordination with respect to others’ mental and behavioral states.

Evolutionary Dynamics: The Promise of Higher-Order 
Integration

Evolutionary psychology and the dynamical perspective have merits in common 
that qualify each as a potential foundational science for human psychology. They 
both provide a unified and parsimonious set of principles that can accommodate the 
enormous complexity and diversity of human experience, and they both can account 
for features of human experience that cannot be explained with the usual motives 
offered in canonical psychology, such as hedonism, self-interest, competence, and 
personal survival. Furthermore, both perspectives recognize the limited role of con-
sciousness in human affairs. People act consciously on the basis of proximate con-
siderations while often totally out of touch with distal causes and dynamical forces 
that operate outside of consciousness.

The evolutionary and dynamical systems account may turn out to be comple-
mentary, with each providing an important piece of the puzzle. The topic of hu-
man violence may provide a vehicle for establishing this complementarity. The 
dynamical account captures the intractability of human conflicts characterized by 
violence, as well as the potential for catastrophic change between violence and be-
nign relations in such conflicts. For its part, the evolutionary account provides the 
constraints within which these dynamic processes are likely to be observed. After 
all, violence does not erupt without reason. Evolutionary psychology spells out the 
distal causes (e.g., limited resources, competition for dominance, interpersonal and 
intergroup rivalry, paternity uncertainty) that set the stage for violent interactions 
between individuals and groups. Once the stage is set, scenarios of violence can 
unfold in accordance with dynamical processes.

Some principles associated with dynamical systems have a natural fit with evo-
lutionary mechanisms. Self-organization and the emergence of coordination, for 
example, is a defining principle of complex systems throughout nature. In human 
systems, self-organization can be observed at all levels of psychological and social 
reality, from the formation of neural networks in the brain to the emergence of 
social networks in society (Vallacher and Nowak 2007). Coordination may play a 
fundamental role in evolutionary psychology as well. Some models, for example, 
suggest that the proclivity for social coordination is critical for group survival and 
thus a prime target for natural selection (e.g., Caporael 1997). This idea is consistent 
with the contemporary (albeit controversial) emphasis on group selection (e.g., in-
direct reciprocity, multi-level selection), which holds that the selection pressure for 
cooperation and altruism goes beyond kin selection and inclusive fitness (Hamilton 
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1964) to include cooperation with genetically unrelated members of an individual’s 
group (e.g., Nowak and Highfield 2011; Wilson 2011).

Recent years have witnessed attempts to test evolutionary hypotheses using 
platforms developed in the study of nonlinear dynamical systems. Most notably, 
cellular automata—computer programs that are essentially programmable dynami-
cal systems (cf. Nowak and Vallacher 1998; Wolfram 2002)—have been employed 
to model the evolution of life generally, and of diversity in particular (cf. Sig-
mund 1993). Kenrick and his colleagues, for example, have used this approach to 
simulate the emergence of different behavior patterns in a population composed of 
individuals who differ in their preferences for such patterns (e.g., Kenrick 2001; 
Kenrick et al. 2002; Kenrick et al. 2003). Key evolutionary mandates have been 
investigated in this manner, including self-protection, coalition formation, status 
seeking, mate choice, relationship maintenance, and care of offspring. In a sense, 
the use of cellular automata to model these domains is tantamount to modeling the 
evolution of culture.

Consider mating strategies, for example. People vary in their preference for re-
stricted and unrestricted mating strategies, with males typically showing a stronger 
preference for the latter. As in the cellular automata models of public opinion and 
social change (Nowak et al. 1990; Nowak and Vallacher 2001), individuals com-
pare their personal preference with those of their neighbors (i.e., the nearest and 
most frequent interaction partners) and adopt the strategy that is preferred by the 
majority in this local neighborhood. Thus, each individual will either maintain his 
or her initial preference (if surrounded by like-minded neighbors) or change his 
or her preference to match that of the local majority (if it represents the opposite 
preference). This simple rule is iterated for successive rounds of interaction until 
a more-or-less stable preference structure is achieved at the population level. The 
resultant structure looks very much like the structure observed in the Nowak et al. 
public opinion and social change simulations. A slight initial preference for one 
mating strategy becomes stronger over time (polarized), but the minority preference 
survives in local clusters of like-minded people.

There are no doubt other ways in which evolutionary and dynamical psychol-
ogy can benefit one another and promote a synthesis that is more integrative than 
either perspective alone. Consider, for example, the tendency of self-organization 
dynamics to promote two very different coherent states to which the system can 
converge over time. This bi-stability can make it difficult to predict how the peo-
ple will respond to new information or external forces. Suspected infidelity, for 
example, is a well-documented risk factor for jealousy, mate guarding, and even 
violence (e.g., Buss 1996; Daly et al. 1982). But the same “cause” could also pro-
mote a far different response—a heart-to-heart discussion, perhaps, or an increase 
in the frequency of displays of affection. The emergence of bi-stability in physical 
systems is fairly well understood (e.g., Ruelle 1989), but such insight has yet to be 
established for many social phenomena (Nowak and Vallacher 1998). Nor have the 
factors been identified that determine which attractor in a bi-stable social system is 
likely to become manifest. Identifying the factors that promote bi-stability in vari-
ous types of social relations and that determine which coherent state will function as 
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the manifest attractor would enhance the predictive value of evolutionary models of 
human behavior. Such a research agenda would seem to hold considerable promise.

Looking Ahead

Clearly, both evolutionary psychology and dynamical systems theory have integra-
tive and heuristic value for identifying the basic principles underlying seemingly 
diverse domains of social experience. A higher-order perspective that combines 
their respective insights might prove especially enlightening about human nature. 
To date, however, few integrations of this form have been attempted, and none with 
respect to issues centering on violence. This promissory note is well worth fulfill-
ing. In a broader sense, evolutionary psychology and dynamical social psychology 
can be viewed as basic elements in a system of conceptual understanding. Under the 
right selection pressures, the interaction between these two ways of framing human 
psychology may well promote the emergence of a new synthesis. This synthesis, 
modified to incorporate succeeding generations of research, could prove adaptive 
in the ongoing struggle for insight into the human condition.
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That women, as a sex, are less aggressive than men is relatively uncontroversial. 
Until evolutionary theory was incorporated into psychologists’ thinking, the widely 
accepted reason for this was evident and wrong: While we reward little boys for 
conforming to male adult stereotypes incorporating aggression, agency, and domi-
nance, we reward little girls for conforming to female adult stereotypes of care, 
empathy, and compromise. This answer, however, simply pushes the explanatory 
problem back one step to asking why such stereotypes exist. Sex differences in 
aggression cross cultural boundaries and transcend historical periods. Moreover, as 
evolutionary biologists have noted, they are not confined to humans.

This led evolutionary psychologists to argue that the correlation between gen-
der stereotypes and gendered behaviour results from a causal connection precisely 
opposite to that proposed by the Standard Social Science Model: Stereotypes re-
flect our accurate appraisal of behavioural sex differences that we see around us. 
Evolutionary psychologists argue that these are a consequence of our mammalian 
heritage, characterised by asymmetry in parental investment.

In the first part of this chapter, we will examine this evolutionary argument and 
suggest that female competition has been underestimated and under-theorised. In 
the second section, we will explore some of the proximate psychological mecha-
nisms that might underlie sex differences in aggression. In the third section, we will 
introduce the “special case” of intimate partner aggression and argue that cultural 
effects might shape sex differences in aggression to a greater extent than previously 
acknowledged by evolutionary psychology.
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From Investment Asymmetry to Sex Differences 
in Aggression

In about 90 % of mammals, males limit their reproductive input to the supply of 
easily replaceable sperm and make no contribution to the care of infants (Clutton-
Brock 1991). Eggs are costly, carrying the necessary nutrients to sustain a zygote 
(should one be formed) until it can sequester resources through the placenta directly 
from the mother’s bloodstream. The majority of parental investment, beginning 
with anisogamy and continuing through gestation, lactation, and infant care, was 
firmly imposed on females in most mammalian species. This simple fact is argued 
to have had immense ramifications for the evolutionary bifurcation of male and 
female behaviour (Trivers 1972).

This is because the strategies for maximising reproductive success differ be-
tween the sexes depending on who invests more. For males, inseminating multiple 
females became the holy grail of reproductive success. The more females a male 
could inseminate, the more offspring he could leave behind (Bateman 1948, but 
see Brown et al. 2009; Gowaty et al. 2012). Of course, this was also the optimal 
strategy for his similarly parentally unencumbered rivals, raising the levels of intra-
male competition. Male reproductive winners won big: In our own species, Moulay 
Ismail the Bloodthirsty (1672–1727) of Morocco is alleged to have fathered 888 
children. Losers left no descendants and it is this fact which is most critical to 
evolutionary accounts of sex differences in aggression. The greater male variance 
in human reproductive success continues today even under ostensible monogamy 
(Jokela et al. 2010). This disparity between reproductive winners and losers made 
the stakes high and consequently increased male willingness to take risks for mating 
success (Wang 2002).

Females were freed from the need to compete with one another for male in-
semination. This was the upside to their heavy burden of parental investment: Males 
were only too happy to monopolise female investment at the cost of a modest sperm 
deposit. Females, it was argued, did not benefit from “superfluous” copulations. 
Once inseminated, why would a female risk the chance of disease, predation, physi-
cal injury, and possible coercive aggression from males that are associated with 
further copulations (Arnqvist and Rowe 2005)?

The simplicity of this argument has recently been questioned in relation to hu-
man behaviour. Although reproductive variance is higher in men, the sex difference 
is more marked in polygynous and serially monogamous societies than under strict 
monogamy (Brown et al. 2009). Mathematical models suggest that traditional sex 
roles (the extent to which females prioritise parenting and males prioritise mating) 
can vary as a function of numerous factors such as operational and adult sex ratio, 
mortality rates, variance in mate quality, and population density (Kokko and Jen-
nions 2008). Finally, benefits to females of mating with multiple males have been 
documented in humans (Mesoudi and Laland 2007) and other species (Jennions and 
Petrie 2000).



21311  Violence and Aggression in Women

These three points all demonstrate the need for recent work in evolutionary biol-
ogy to be integrated into the work of evolutionary psychologists (see also Laland 
and Brown 2011). Our focus, however, is on rectifying what we see as an andro-
centric bias in previous evolutionary thinking on aggression. For many theorists, it 
was assumed that because females did not fight for copulations there was nothing 
of consequence for them to fight about. High levels of male aggression were treated 
as the focus of interest and low levels of women’s aggression were dismissed as 
a default option—only the former was thought to warrant explanation. However, 
there is more to life than copulation—mating is only one component of reproduc-
tive success.

Although at an individual level the most successful male will always out-reproduce 
the most successful female, every offspring has one father and one mother, so ulti-
mately the two sexes are equal in their output (the “Fisher condition”; see Kokko 
and Jennions 2008, for a consideration of how this affects models of sex role evo-
lution). Although women are more tightly bunched together in terms of offspring 
number, differences in offspring quality have the potential to produce large variance 
in numbers of grandchildren which are not captured by most existing empirical 
studies of reproductive success. We have already seen that males in poor condition 
might well fail to produce any offspring; similarly producing poor-quality children 
carries a very real cost in terms of potential grandchildren. As Sarah Hrdy put it: 
“behind every wildly reproductively successful male there must also be, one gener-
ation back, a mother” (Hrdy 1987: 109). There should, therefore, be strong selection 
for any factor that bestows even a small advantage in bearing, raising, and protect-
ing offspring who themselves are reproductively successful.

Mothers need food resources to raise their offspring. Pregnancy raises a wom-
en’s metabolic rate by 15–26 % (Butte et  al. 2004). Lactating mothers need ap-
proximately 670 extra calories and 20 g of additional protein per day (Dewey 1997). 
Like most primates, humans are a group-living species, which means that food can 
be a contested resource and females must compete to feed themselves and their 
offspring. At the same time, they must supervise and protect their offspring from 
ecological dangers, potentially infanticidal males, and harassment by other females. 
These tasks can be achieved more easily by a dominant female because her status 
elicits deference and compliance from lower-ranking females. Dominant female 
primates typically have higher infant survival rates and more rapid production of 
offspring (Pusey et al. 1997), which is, at least in part, a function of better access to 
food resources (Stockley and Bro-Jørgenson 2011).

This suggests that dominance should be worth fighting for among females as 
well as males. Yet female dominance hierarchies are primarily restricted to female-
bonded species in which females are philopatric, remaining in their natal group 
while males disperse (Sterck et al. 1997). In these species, dominance hierarchies 
are organised around matrilines. Dominance follows three clear rules. First, females 
inherit their mother’s rank relative to other members of the group. Second, mothers 
dominate daughters for life: Daughters can rise to their mother’s position in the ma-
triline only upon her death. Third, as adults, younger sisters dominate older sisters 
which removes incentives for younger daughters to form alliances with their older 
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sisters. The point is that females, unlike males, rarely risk their lives to achieve 
dominance. They simply accept it when lineage and fate confer it on them.

A female’s reluctance to engage in direct attack is particularly puzzling because 
a successful challenge would not only immediately increase her food intake, free-
dom from harassment, and reproductive success, but all of these advantages would 
be passed down to her daughters as well. Matrilines remain remarkably stable over 
time. Walters (1980)found that a juvenile female’s rank at the time of her birth 
correctly predicted her adult rank in 97 % of cases. In a 400-day study of yellow 
baboons, Hausfater (1975)did not find a single instance of an agonistically induced 
change of status among females. In non-female-bonded species, in which female 
group members emigrate from their natal group, dominance hierarchies are “weak 
or undiscernible, unstable, and non-linear” (Isbell and Young 2002, p.  188; Van 
Hoof and van Schaik 1992)and agonistic interactions are rare. Dominance behav-
iour is “uncommon and is never observed among some dyads” (Pusey et al. 1997). 
So, while dominance offers manifest rewards, fighting for dominance has not been 
strongly selected for in females. This suggests that it was offset by higher costs (see 
also Sharp and Clutton-Brock 2011).

We outline here two ways in which competition carries higher costs for females 
than for males. First, success in aggressive competition appears to be a double-
edged sword for female primates: Dominant females are better nourished and re-
produce faster, but they also have a higher risk of miscarriage. Some of the most 
successful female competitors show suppressed fertility and have few, or no, suc-
cessful pregnancies (Packer et al. 1995). This suggests that dominance competition 
is a risky ‘hit and miss’ strategy for females as it is for males, with some individu-
als winning big rewards and some suffering reproductive death. This suppression 
of fertility represents a direct trade-off between parenting and competition which 
constrains competition to a greater degree in females than in males (Stockley and 
Bro-Jørgenson 2011).

Second, we turn to the most obvious cost of aggression—the possibility of injury 
or death. At an experiential level, this is doubtless welcomed no more by males 
than by females. However, recall that costs are calculated in terms of the number of 
surviving descendants who themselves go on to reproduce. Here the costs differ by 
sex. Even scholars exploring the idea of humans as “cooperative breeders”—with 
children benefiting from the help of kin—acknowledge that “the consequences of 
losing a mother very early in life are catastrophic” (Sear and Mace 2008, p. 5). If she 
dies while her offspring are young, they will likely die too. In the end, a woman’s 
massive investment in her offspring will shorten her life (Penn and Smith 2007) but, 
until that day comes, the critical dependence of the young on her for their survival 
means she must stay away from danger and the possibility of injury or death. For a 
male, death removes the possibility of future matings but is less likely to compro-
mise the reproductive success he has achieved to date because he can rely on the 
mother to ensure the survival of his offspring.

Sear and Mace (2008) examined the impact of parental survival on offspring 
survival in populations ranging from eighteenth-century China to twentieth-century 
Nepal; from Burkina Faso to New York State. In every case, a mother’s survival 
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reduced the likelihood of her children dying. The percentage of children surviving 
a mother’s death ranged from 2 to 50 %. The beneficial effects are stronger before 
children are weaned: In rural Gambia, a mother’s death multiplies the odds of her 
child’s death by 6.2 in infancy, 5.2 in toddlerhood, and 1.4 in childhood (Sear et al. 
2002). Pavard et al. (2005) examined data from seventeenth-century Quebec, con-
trolling for a range of variables including the possibility of transmitted infection and 
shared genetic vulnerability. If a mother died while her infant was still a neonate, 
the odds of the child dying in the neonatal period were multiplied by 5.52, dropping 
to 1.27 when the child was aged 5–15 years.

But what about fathers? In 68 % of cases, across 22 populations, the death of a 
father had no effect on the survival of his children (Sear and Mace 2008). Because 
there is always variation within populations, this finding suggests that some fathers 
have a positive effect on infant survival, while some are detrimental to a child’s 
chances of living to adulthood. This stands in stark contrast to the consistent and 
marked effect of mothers on child survival: Mothers, all things considered, are more 
important to their offspring, and there is therefore an increased selection pressure on 
females to safeguard their own lives to raise their offspring (Campbell 1999). Sex 
differences in aggression could be thought of not just as the result of selection pres-
sures on males to compete for dominance, but pressures selecting for the avoidance 
of dangerous competition in women.

To summarise this section: Our understanding of sex differences in aggression 
can never be complete if we only ask the question: “Why are males so aggressive?” 
For a complete picture of sex differences in aggression we must also ask, “Why 
do females refrain from aggression?” As we shall see later, however, we also need 
to consider circumstances in which the sex difference in aggression diminishes or 
reverses.

The Proximal Mechanisms of Sex Differences in Aggression

We have seen that the fitness rewards and costs of aggression differ for males and 
females. Evolutionary psychologists are interested in the evolved psychological 
processes that calibrate them and thus mediate the sex difference in behavioural 
response to these long-haul sexual selection pressures. It is important to emphasise 
that when we speak of rewards and costs, in relation to the use of aggression, we do 
not mean to imply that individuals consciously calculate the pros, cons, and respec-
tive probabilities of different courses of action, choosing the one with the highest 
positive net value. Instead, our actions are guided by the “whisperings within” of 
emotion (Barash 1981) and unbidden impulses (Berkowitz 2008). We do not dis-
miss conscious decision-making and higher cortical processes as unimportant, and 
we acknowledge that explicit cost–benefit perceptions do correlate with aggressive 
behaviour (Archer and Southall 2009). However, the role of emotion in general 
decision-making has been increasingly recognised in recent years (Loewenstein 
et al. 2001) and this is likely to be particularly true of aggression, which is often an 
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unpremeditated and reactive behaviour. In this section, we briefly review research 
on sex differences in emotion (fear and anger) and personality traits (impulsivity 
and sensation seeking) with a view to identifying the psychological infrastructure 
that supports sex differences in aggressive behaviour.

Aggressive behaviour can be thought of as a trade-off between prospective re-
wards (which motivate approach and attack) and potential costs (which motivate 
avoidance and withdrawal). The basic emotions of anger and fear align neatly with 
approach and avoidance motivation, respectively. Angry people make optimistic 
estimates of risk and favour risk-seeking choices, while fearful people make pes-
simistic risk estimates and risk-averse choices (Lerner and Keltner 2000; 2001). A 
sex difference in the threshold for experiencing one or both of these emotions might 
underlie the sex difference in aggression. Fear and anger are differentially associ-
ated with aggressive responses to provocation in the context of hypothetical aggres-
sive conflicts, suggesting that “anger functions as aggression facilitator whereas 
fear functions as aggression inhibitor” (Winstok 2007, p. 131).

In situations of threat, anger and fear can and do co-occur. In some situations, the 
scales are tipped strongly in favour of anger so that fear barely registers as an emo-
tion. In others, despite our fury, fear overpowers us and we retreat. While men and 
women experience both emotions, we argue that the relative balance between them 
is tipped more strongly in favour of overt aggression in men. But is this because 
men experience greater anger or lower fear?

Anger

It used to be thought that positive emotions were associated with approach motiva-
tion and negative emotions with avoidance motivation (Davidson 2000; Lang et al. 
1992; Watson et al. 1999). By this logic, anger should be associated with avoidance, 
but this is not the case (Carver and Harmon-Jones 2009). In common with other 
emotions associated with approach motivation, anger activates left frontal brain 
activity more strongly than right hemisphere activity (Murphy et al. 2003). Anger 
correlates positively with psychometric scales measuring approach motivation and 
negatively with avoidance motivation scales (Harmon-Jones 2003; Smits and Kup-
pens 2005). In typically developing children, infant approach tendencies predict 
increased anger at later ages (Rothbart et al. 2000) and toddlers with externalising 
problems, including aggression, show high levels of behavioural approach in labo-
ratory tasks (Putnam and Stifter 2005). Anger increases muscle tension, heart rate, 
blood pressure, muscular blood flow, and body temperature; these are the hallmarks 
of the sympathetic nervous system activity preparing us for exertion and combat.

Therefore, anger represents the accelerator pedal for aggressive behaviour. Is the 
more frequent and severe aggression of males a result of their propensity to experi-
ence greater anger? It seems not. A narrative review by Kring (2000) concluded 
there was a marked absence of sex differences in anger and this was confirmed by 
Archer (2004), who reported an effect size of d = −0.004 in his meta-analysis of data 
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from 46 samples. In a poll of over 2000 Americans, women reported more episodes 
of anger during the last 7 days than men, even after controlling for sex differences 
in emotional expressiveness (Mirowsky and Ross 1995). Simon and Nath’s (2004) 
analysis of data from the US General Social Survey found no difference in the fre-
quency of anger, but women exceeded men in the intensity and duration of the emo-
tion, controlling for sociodemographic factors. The evidence suggests, therefore, 
that men do not experience greater anger than women.

Fear

Unlike anger, there is much evidence that the sexes differ in the frequency and 
intensity of fear (Else-Quest et al. 2006). Developmentally, girls express fear ear-
lier than boys (Gartstein and Rothbart 2003) and, in a large longitudinal study 
of personality development, more girls than boys were on a high fearfulness tra-
jectory (Cote et  al 2002). In adulthood, women experience fear more intensely 
(Brody and Hall 1993; Fischer 1993; Fischer and Manstead 2000; Gullone 2000) 
and more frequently (Brebner 2003) than men. Women also show more intense 
verbal and non-verbal expression of fear than men (Madden et al. 2000). Behav-
iourally, women show greater increases in skin conductance and a more marked 
startle reflex to physically threatening scenes (McManis et al. 2001). Women who 
receive a single dose of testosterone show a reduced potentiated startle response 
to anticipated electric shock (Hermans et al. 2006), implicating testosterone as a 
mediator of this sex difference.

Women make more risk-averse decisions than men do, especially when the 
risks are physical or life-threatening and when actual risky behaviour (rather than 
hypothetical choice) is examined (Hersch 1997). The sex difference in fear “may 
explain gender differences in risk taking more adequately than the cognitive pro-
cesses involved in the reflective evaluation of options” (Byrnes et al. 1999, p. 378). 
Loewenstein et al. (2001)also identified women’s higher level of fear as particularly 
relevant to sex differences in risk taking.

Neuropsychological research supports women’s greater sensitivity to fear. Al-
though both sexes recruit frontal, limbic, and neural structures when processing 
emotion, women show stronger activation in these areas when processing fear (Wil-
liams et al. 2005). Furthermore, men show more effective automatic modulation of 
negative emotion, with stronger parieto-temporal activation and weaker activation 
of limbic and subcortical areas (Whittle et al. 2011). In response to negative stimuli, 
women report greater negative emotion and show stronger activation in a number of 
areas, including anterior cingulate cortex and insula (Hofer et al. 2007). These two 
areas are jointly activated by fear-inducing stimuli and have been implicated in the 
experience of emotion. The anterior cingulate mediates consciousness of affective 
state and the insula is associated with interoception (Craig 2009). Stronger activity 
in these regions may explain why women experience fear more intensely (Ordaz 
and Luna 2012).
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Consistent sex differences in fear, but not anger, strongly suggest that women’s 
desistance from aggression, which becomes more marked as the degree of danger 
increases, results from their stronger fear responses. We now turn to sex differences 
in the personality traits of impulsivity and sensation seeking, which are evaluated 
here as complementary, rather than competing, explanations for sex differences in 
aggression.

Impulsivity and Sensation Seeking

Impulsivity has been proposed as a mediator of sex differences in aggression: Per-
haps women are simply more successful than men in controlling their behavioural 
impulses, including aggression (Campbell 2006; Strüber et  al. 2008). Given de-
velopmental evidence that fear underlies the acquisition of self-control and behav-
ioural inhibition (Rothbart and Bates 2006), women might be expected to show 
lower impulsivity. Consensus on the definition of impulsivity has proved elusive in 
psychology, though most academics broadly agree that it refers to a “tendency to act 
spontaneously and without deliberation” (Carver 2005, p. 313). Sensation seeking 
has also been proposed as another relevant personality factor, measuring as it does 
the “taste for risk” that Wilson & Daly (1985) argued underlies male participation 
in aggressive competition. We conducted a meta-analysis of sex differences from 
277 studies of impulsivity and sensation seeking (Cross et al. 2011). In summaris-
ing our results here, we note important distinctions between higher- and lower-order 
theories of impulsivity, and between impulsivity and sensation seeking.

Impulsivity  Lower-order theories of impulsivity view impulsive actions not as the 
result of a cognitive deficit but as manifestations of basic affective and tempera-
mental reactions (e.g., Fowles 1988; Gray and McNaughton 2000). According to 
this view, impulsivity can arise either from over-attraction to reward (“I want it so 
much I can’t tolerate a delay”) or from under-sensitivity to punishment (“There may 
be a price to be paid for this decision but I don’t care about it”). In our analysis, 
women and men did not differ consistently in their sensitivity to reward ( d = −0.02, 
with effect sizes strongly modulated by how sensitivity was measured), but women 
were consistently more sensitive than men were to punishment ( d = –0.33). This 
dovetails with our argument that women have evolved greater sensitivity to nega-
tive outcomes than men, manifested in their lower threshold for fear (Campbell 
1999; 2006).

Higher-order theories of impulsivity see it as a failure of the cognitive control 
over behaviour that is typically acquired with age (e.g., Rothbart and Bates 2006). 
Researches who conceptualise impulsivity in this way often measure it as the in-
ability to withhold a prepotent response or to plan for the future. Here, there are 
very few differences between men and women ( d = 0.08). This finding provides 
further evidence that cognitive processes, while important in developing a com-
plete understanding of aggression, are not a likely candidate for mediating the sex 
difference.
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Sensation seeking  In our review of the literature on impulsivity and sensation see-
king, we found that one is frequently measured as a proxy for the other. We strongly 
caution against this. Empirically, the two constructs consistently appear as ortho-
gonal factors in factor analytic studies (Depue and Collins 1999). Sensation seeking 
is defined as "the seeking of varied, novel, complex, and intense sensations and 
experiences and the willingness to take physical, social, legal, and financial risks for 
the sake of such experience" (Zuckerman 1994, p. 27). The central defining feature 
of impulsivity—namely, acting without deliberation—is absent from the definition 
of sensation seeking. Questionnaires that measure sensation seeking typically ask 
about the respondent’s preference for risky but exciting activities—such as para-
chute jumping—over safe but tedious ones. However, the items make no reference 
to the failure of deliberation which is the hallmark of impulsive action. Parachute 
jumpers do not jump from planes on impulse; they plan carefully, checking their 
equipment, drop site, parachute, and timings. When we analysed sensation seeking 
and risk taking separately from impulsivity, we found a marked sex difference in 
the male direction ( d = 0.41). This was in stark contrast to the weak, inconsistent 
differences in measures of impulsivity. Men seek risk to a much greater extent than 
women, but are not more impulsive in general.

In summary, women are not consistently less impulsive than men, but they are 
more punishment-sensitive and more risk-averse. While impulsivity and sensation 
seeking are distinct personality traits, the overlap between them is an area in need 
of further research (Campbell and Muncer 2009). Actions such as running across a 
road to beat the traffic, having sex with a stranger, or accepting an offer of drink or 
drugs can be considered both risky and impulsive. The tendency to engage in these 
actions—risky impulsivity—is likely to be of most relevance to understanding sex 
differences in aggressive behaviour.

When, Why, and How do Women Use Aggression?

Although women engage in physical confrontations less frequently and less seri-
ously than men, fights between women do occur. In a victimisation survey of 1,455 
British respondents, 7 % of women reported an actual assault by another woman 
and a further 4 % reported a threat of assault during the preceding 5 years (George 
1999). Approximately three-quarters of adolescent girls’ attacks are on other girls 
(Bureau of Justice Statistics 1999; Campbell 1986). In the USA and Britain, the 
perpetrators and victims of female assault are usually 15–24 years old and known 
to one another. The most common forms of attack are pushing, shoving, grabbing, 
tripping, slapping, kicking, and punching (Campbell 1986; Ness 2004).

Women’s aggression is sensitive to the same environmental and social factors as 
men’s. Girls, like boys, show a marked age–violence relationship, rising in the early 
teenage years and falling in the mid-20s. The age–violence relationship is very sim-
ilar in both sexes, although male violence is more prevalent than female violence 
and peaks slightly later, corresponding to girls’ 2-year-earlier attainment of sexual 
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maturity. For both sexes, the post-pubertal years are a time of high stakes: Entry into 
the arena of mating brings with it increased competition. The reasons for the evolu-
tion of monogamy in our species are still debated (Henrich and Richardson 2012), 
but that monogamy brought with it a two-way sexual selection is not disputed (see, 
e.g., Kokko and Johnstone 2002). When a man commits himself to a single woman, 
he becomes considerably more selective in his choice of mate. Under monogamy, 
women gain male support that can ease the burden of childcare, but the price is 
greater competition between women for access to the best male partners.

The reasons for fighting between females are often connected directly or indi-
rectly to young men (Burbank 1987; Campbell 1995; Ness 2004; Schuster 1985). 
As with male aggression, ecological and demographic factors concentrate female 
aggression among the young in the poorest communities (Campbell 1999). For ex-
ample, women are most likely to find a partner in the immediate neighbourhood 
and, to the extent that the local male–female ratio drops below unity (as a function, 
for example, of early male mortality or more frequent incarceration), competition 
between women increases. High variation in men’s resources also intensifies fe-
male competition. Among middle-class young women, the risk of direct aggressive 
competition is rarely worth it: The difference between marrying this doctor or that 
accountant is not sufficiently great. However, in deprived areas, the difference be-
tween the desperate poverty of “dope fiends” and the conspicuous consumption of 
“high rollers” is extreme (Campbell 2011). Men who can be a source of support, 
rather than a drain on resources, are worth fighting for.

A common cause of female fights is defending a sexual reputation. Gossip about 
a girl’s promiscuity, while an indirect form of attack (see later), can act as a trigger 
for direct physical attack when a victim attempts to reclaim her threatened reputa-
tion. Cues to potential infidelity can be used by men as a means of ruling out poten-
tial long-term partners (Buss and Schmitt 1993), so women can gain an advantage 
by undermining their rivals’ sexual reputation while defending their own. That is 
why terms such as “slag,” “tart,” or “whore” are powerful sources of reputation 
challenge among women (Campbell 1982, 1995; Marsh and Patton 1986). Because 
it is not possible to publicly prove that such an accusation is false, women might 
seek to deter rivals from making such accusations with a credible threat of violence.

Despite these episodes of outright aggression, female aggression is still less 
frequent and less likely to be lethal than that of males. Weapons are rarely used, 
with fights confined overwhelmingly to fists and feet (Ness 2004). The majority of 
women’s violent offences are simple rather than aggravated assaults (Greenfeld and 
Snell 1999). Even when women do use physical aggression, they are less accepting 
of risk to their lives than men.

The sex difference in aggression has been the focus of hundreds of studies using 
a range of techniques including laboratory experiments, observation, personality as-
sessment, and self- and peer-reported behaviour. The results fit a clear pattern: The 
less risky the form of aggression measured, the smaller the sex difference (see Ar-
cher 2009, and Campbell 2006, for cross-cultural reviews). For physical acts such 
as hitting, punching, and kicking, the effect size lies between d = 0.59 and d = 0.91, 
while for verbal acts such as abuse and threats, the effect size is between d = 0.28 
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and d = 0.46 (Knight et al. 1996; Knight et al. 2002). The sex difference in indirect 
aggression is negligible, d = −0.02 (Archer 2004) and it is this form of aggression to 
which we now turn.

Indirect or relational aggression (see Archer and Coyne 2005, for a discussion of 
terminology) is a means by which women can compete without risking their safety. 
Acts that stigmatise, ostracise, and otherwise exclude others from social interaction 
can be used without direct physical confrontation. Such acts do not eliminate or 
physically injure the target, but they do inflict stress and diminish the opponents’ 
reputation and social support. The target is attacked circuitously—the aggressor can 
often remain unidentified and safe from retaliation, at least in the short term. Targets 
that discover the identity of an indirect aggressor might, however, reply with direct 
aggression, for example in the case of derogation of sexual reputation (see above).

A key component of indirect aggression is the use of gossip to undermine an 
opponent’s reputation and decrease their social capital. Physical attractiveness is 
another topic of gossip used to derogate competitors (Hall 2002). Of the 28 tactics 
that participants reported using to make same-sex rivals undesirable to the opposite 
sex, Buss and Dedden (1990)found that “derogate competitor’s appearance” was 
used more often by women than men. Naturalistic studies concur that pejorative 
comments about other girls’ appearance rank high in girls’ topics of gossip (Duncan 
1999; Simmons 2002).

We have seen the potential prizes that can incite female competition. We have 
also seen how, relative to men, women’s aggressive competition is suppressed by 
pressures acting on women to safeguard their bodily integrity to support offspring. 
We move now into an area in which—in Western samples—aggression shows no 
sex difference: Intimate partner aggression. We note how this form of aggression is 
a particularly potent demonstration of the interactions between evolved psychology 
and culture.

Intimate Partner Aggression

Intimate partner aggression is one of the most emotive topics in the social scienc-
es and empirical demonstrations of gender symmetry in rates of partner-directed 
aggressive acts have been the subject of controversy and resistance (see, e.g., 
Archer 2000, 2006; Johnson 2011; Straus and Ramirez 2007). We note here that 
gender symmetry is found only in Western samples (Archer 2006) and is confined 
to acts rather than outcomes (Archer 2000). In this brief overview, we first high-
light the distinction between situational couple aggression and intimate terrorism. 
Intimate terrorism (hereafter IT) is a form of unilateral intimate violence, coupled 
with controlling behaviour (see Graham-Kevan and Archer 2003; Johnson 2011). 
Scholars are currently divided on whether intimate terrorism is gender-symmetric 
or perpetrated predominantly by men (see Johnson 2011, and Straus 2011, for 
opposing views). However, it is clear that the majority of people who are injured 
(Archer 2000) or killed (Coleman et al. 2007) by intimate partners are female. The 
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most severe consequences of intimate aggression therefore affect women more 
frequently.

Our empirical work (Cross and Campbell 2012; Cross et  al. 2011)focuses on 
what is known as “situational” (Johnson 2006), “ordinary” (Straus 2011), or “com-
mon” (Milardo 1998) couple violence. We will adapt Johnson’s terminology and 
call it situational couple aggression (SCA). This is the—usually bilateral—result 
of an escalation of conflict rather than part of a systematic pattern of unilateral 
control (Johnson 2006). Importantly, most of what is detected in self-report studies 
is SCA, rather than IT (Johnson 2011). We highlight the distinction between SCA 
and IT because while the former shows strong evidence of being gender-symmetric 
(Archer 2000, 2009; Cross and Campbell 2012; Robertson and Murachver 2007; 
Straus 2011; Straus and Ramirez 2007), the latter does not. Perhaps more impor-
tantly, SCA and IT likely require different psychological explanations.

Evolutionary Approaches to Intimate Aggression

Early evolutionary approaches to intimate aggression focused almost exclusively on 
male violence towards female partners, and male jealousy was the main explanatory 
factor (see Dobash et al. 1992; Kaighobadi et al. 2009). The argument is as follows: 
Because fertilization takes place inside the female body, men can be deceived into 
investing in children who were sired by other males—at the expense of their own 
fitness. Males can reduce their risk of being cuckolded by “mate guarding”—con-
trolling their partners’ behaviour and restricting their movement so that they cannot 
consort with other males. Men’s partner aggression, therefore, is a tactic for ensuring 
paternity (Wilson and Daly 1996). According to this argument, patriarchal societ-
ies perpetuate this evolved pattern, upholding the belief that men have the right to 
control their partners, which leads to police and judicial reluctance to intervene in 
“domestic” disputes and allows male abuse of partners to go unchecked. In short, pa-
triarchal societies positively foster a culture of “wife-beating”—unilateral violence 
suffered by women at the hands of men. Proponents of this view argue that women’s 
aggression towards male partners is rare and, in cases where it does occur, is “almost 
always… in response to cues of imminent assault” (Dobash et al. 1992, p. 80).

We welcome this acknowledgement that culture and evolutionary factors can 
interact, a perspective that has been missing from some evolutionary accounts of 
human behaviour but that is now gaining prominence (Bolhuis et al. 2011). How-
ever, we also suggest that this argument has only limited applicability to SCA be-
cause it focuses entirely on male perpetration. Hence, it cannot account for the 
gender-symmetric rates of SCA found in most Western self-report studies. While we 
touch on the issue of specific male adaptations for jealousy elsewhere (Campbell 
and Cross 2012), here we focus on the role of societal norms in accounting for the 
gender-symmetric pattern of SCA.

Women in UK samples raise their aggression in the context of an intimate re-
lationship, relative to friends of either the same or the opposite sex. This is true in 
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self-report studies of actual aggressive acts (Cross and Campbell 2012) and in a 
study in which participants were asked about their likely aggression in response to 
the same hypothetical provocations by partners and others (Cross et al. 2011). It is 
also very different from men’s responses in such studies, which suggest that men 
would engage in less aggression towards female than male targets and that partners 
are no exception.

This pattern of results appears paradoxical in light of our explanation of wom-
en’s lower aggression as resulting from their lower threshold for experiencing fear. 
If women have evolved to place a premium on their own safety, why take the risk of 
attacking a man, given the male advantage in size and strength? And why does this 
effect appear to be restricted to Western samples? Here, we consider cultural varia-
tion in whether women’s fear of men is likely to be modulated in line with social 
norms of male behaviour. As we have noted, parity between the sexes in intimate 
aggression appears to be unique to “WEIRD” societies (i.e., Western, Educated, In-
dustrialised, Rich, and Democratic; Henrich et al. 2010). Cross-cultural findings are 
hard to compare directly, so what we present here is intended to illustrate the scope 
of the problem rather than to provide comprehensive answers.

Western Culture and Women’s Intimate Aggression

Do Western social norms, as some have argued, encourage or tolerate male aggres-
sion towards partners? At present, the answer appears to be no. A man’s aggression 
towards a female partner is deemed more serious and more deserving of police 
intervention than a woman’s aggression towards a male partner (Felson and Feld 
2009; Sorenson and Taylor 2005). Men who assault their partners are more likely 
to be convicted (Felson 2008) or incarcerated (Smith and Farole 2009) than their 
female counterparts. A review published in the early 1990s (Dobash et al. 1992) 
reported that male violence towards female partners is unlikely to be punished by 
police. However, both sexes are less likely to be convicted for assaulting a known 
person than a stranger, regardless of whether they are a partner, a friend, or a fam-
ily member (Felson and Pare 2007). Furthermore, penalties for partner assault have 
been more stringently applied for assailants of both sexes in recent years. While 
those who assault partners are less likely to be convicted than those who assault 
strangers, this effect is diminishing over time, is not confined to partners, and is not 
confined to male assailants. A snapshot of the social norms of modern wealthy in-
dustrialised societies, therefore, suggests that men who assault their female partners 
are “breakers, not bearers, of society’s norms” (Felson 2002: 70).

We argue that the prevailing cultural framework radically alters the costs–ben-
efit analysis of aggression—including women’s aggression towards intimate part-
ners. The reduced likelihood of male aggression means that women’s appraisals 
of fear are also reduced, weakening their inhibition of aggressive impulses. For 
example, Fiebert and Gonzalez (1997)reported that women who strike their part-
ners believe that they are not in danger of being struck in retaliation, and social 
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norms in the USA proscribe male aggression towards women even in response to 
an attack (Feld and Felson 2008). Cultural context alters the likely consequences 
and the cognitive appraisal of costs and benefits which, in turn, influence levels 
of aggression.

Cultural Variation in Intimate Aggression

A large-scale review by Archer (2006)found an impressive correlation of r = −0.79 
between the United Nations’ Gender Empowerment Measure (GEM) and the mag-
nitude of sex differences in intimate aggression in community samples. Countries 
with lower GEM showed a male-biased perpetration and countries with higher 
GEM showed a more gender-symmetric pattern. In high GEM societies, this ap-
pears to be a function both of men hitting female partners less frequently and of 
women hitting male partners more frequently. Women’s victimisation, in particular, 
is inversely correlated with gender equality and positively correlated with sexist 
attitudes (Archer 2006). This, in turn, alters the risk of retaliation in response to 
female aggression towards male partners.

WEIRD societies with high GEM tend also to be more individualist than col-
lectivist, and the construal of women as individuals rather than as parts of a family 
unit might be an important factor in predicting rates of partner aggression. For ex-
ample, in cultures in which there is a strong societal emphasis on “honour,” women 
are expected not to report intimate partner aggression to the authorities (Clark et al. 
2010). Haj-Yahia (2011) describes how the functioning of the family unit is consid-
ered more important than the well-being of individual members in some collectivist 
societies: Women are defined primarily as members of their family unit rather than 
as autonomous individuals. When intimate aggression occurs, it is not generally 
considered to be a criminal problem—indeed, the prevention of partner aggression 
is seen as the responsibility of the wife (Clark et al. 2010; Haj-Yahia 2000). Where 
men’s use of physical aggression towards partners is condoned, women’s aggres-
sion is likely to be constrained—to a greater extent than in WEIRD societies—by a 
realistic fear of retaliation.

The cultural dynamics of a particular society, therefore, can have strong effects 
on the levels of male- and female-perpetrated intimate aggression1, and are strong 
predictors of the sex differences therein. We must appreciate that, while sex-specific 
selection pressures appear to have influenced male and female minds differently, 
culture is also important. Our suggestion is that the sexes differ relatively consis-
tently in their sensitivity to the costs and benefits of aggression, but that these costs 
and benefits vary considerably cross-culturally. But how and why do these cultural 
effects come about?

1  Note also that the proportions of reported intimate aggression that reflect SCA as opposed to IT 
might also be expected to vary cross-culturally.
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Gene–Culture Co-Evolution

Researchers working in the area of gene–culture co-evolution explicitly address the 
interactions between culturally transmitted behaviour and humans’ evolved psycho-
logical characteristics, treating both of these as essential to any complete explanatory 
account (see, e.g., Henrich et al. 2012; Laland and Brown 2011). Gene–culture co-
evolution research has already developed useful models of the cultural evolution and 
proliferation of beliefs relating to reproduction. For example, evolutionary accounts 
of intimate partner aggression often treat male-perpetrated jealousy-induced aggres-
sion as a consequence of paternity uncertainty stemming from internal fertilisation 
in humans. Yet evidence that this behaviour is not a human universal comes from 
“partible paternity” societies. In such societies, men are believed to be a father (either 
“primary” or “secondary”) to any child whose mother he had sex with in the year 
before the child was born. Children with both a primary and a secondary father have 
increased survivorship to age 10, compared to children with only one father. This is 
contrary to what would be expected if males who were uncertain of sole paternity rou-
tinely attacked or deserted their wives or offspring (Beckerman and Valentine 2002).

Mesoudi & Laland (2007) used a gene–culture co-evolution approach to model 
the origin and proliferation of partible paternity beliefs. Different configurations 
of sex ratio and control over mate choice were modelled. The critical scenarios 
were those in which the sex ratio was strongly female-biased (highly plausible in 
small populations, especially where many males die in intergroup aggression, for 
example). In these cases, beliefs and mating strategies diverged into one of two 
stable states according to which sex had more control over mating: Where females 
(i.e., the majority sex) controlled mating, partible paternity beliefs and polygynan-
drous mating became fixed. Where males (i.e., the minority sex) controlled mat-
ing, singular paternity beliefs and monogamous mating became fixed (Mesoudi and 
Laland 2007). Phylogenetic analysis of populations in lowland South America also 
supports Hrdy’s (2000) argument that polyandry is more likely when women have 
more societal power and kin support (Walker et al. 2010). Internal fertilisation and 
uncertainty of paternity are human universals, but adaptive responses to them vary 
depending on cultural constraints.

Gene–culture co-evolution can also be applied to cultural variation in beliefs 
about the status of women (e.g., Smuts 1995). For example, Henrich et al. (2012) 
argue that the socially imposed monogamy prevalent in many societies is the result 
of cultural group selection: It benefits the groups in which it is held by reducing the 
numbers of unattached adult males, thereby reducing male–male aggression and age 
discrepancies between husbands and wives. In turn, it increases gender equality in a 
society (Henrich et al. 2012). Cultural changes such as this could in turn affect sex 
differences in intimate partner aggression: For example, large discrepancies in part-
ner ages are positively correlated with intimate homicide by both sexes (Daly and 
Wilson 1988). Because baseline rates of perpetration are male biased, reducing age 
discrepancies could affect the rates of partner homicide committed by men more than 
it affects partner homicide committed by women. More generally, we have already 
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noted that gender empowerment is strongly correlated with sex symmetry in intimate 
aggression (Archer 2006). This illustrates how cultural beliefs prevalent in a society, 
which can evolve in complex reciprocal interaction with our evolved psychology, can 
affect patterns of sex differences observed in intimate aggression.

Conclusion

In closing, we hope that researchers in the near future will examine more closely the 
interactions between evolved mechanisms and cultural factors in producing sex dif-
ferences in aggression. Calls for an integrated approach which grants agency to both 
evolved psychology and cultural processes are not new (see, e.g., Boyd and Rich-
erson 1985; Feldman and Cavalli-Sforza 1979; Lumsden and Wilson 1981; Tooby 
and Cosmides 1992), although the importance of the roles of biological and cultural 
evolution remains contentious. We close by highlighting three lines of questioning 
that could be particularly fruitful.

First, the nature of hypothesised species-typical evolved mechanisms needs to 
be elucidated further. Low-level affective mechanisms such as fear and punishment 
sensitivity have utility in explaining sex differences in behaviour. Researchers in 
a number of psychological disciplines are recognising the need for dual process 
theories which emphasise the interaction between the evolutionarily ancient limbic 
structures which humans share with other species and our higher-level reasoning 
capabilities (Bolhuis et al. 2011; Evans 2008). Neuroimaging studies are especially 
useful in identifying connectivity (which sometimes shows sex differences) be-
tween these neural structures (Li et al. 2012; Whittle et al. 2011).

Second, the extent to which evolved sex differences might interact with contex-
tual factors is empirically tractable: Vignette studies have already proved useful in 
examining the effects of context on sex differences in aggression (e.g., Richardson 
and Green 2006, Cross et al. 2011) and could be used to examine contextual factors 
relating to societal norms that influence the perceived risks associated with ag-
gression and the extent to which impelling and inhibitory forces are felt. Finally, it 
would be informative to model the conditions under which specific beliefs relating 
to the status of women and the (un)acceptability of controlling them could evolve, 
comparing these results with patterns in cross-cultural observations. Integrating dif-
ferent levels of explanation with an evolutionary perspective is the best way to gain 
a fuller understanding of women’s aggression.
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